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Abstract

We investigate the knowledge of object af-001
fordances in pre-trained language models002
(LMs) and pre-trained Vision-Language mod-003
els (VLMs). Transformers-based large pre-004
trained language models (PTLM) learn con-005
textual representation from massive amounts006
of unlabeled text and are shown to perform007
impressively in downstream NLU tasks. In par-008
allel, a growing body of literature shows that009
PTLMs fail inconsistently and non-intuitively,010
showing a lack of reasoning and grounding.011
To take a first step toward quantifying the ef-012
fect of grounding (or lack thereof), we cu-013
rate a novel and comprehensive dataset of ob-014
ject affordances – GRAFFORD, characterized015
by 15 affordance classes. Unlike affordance016
datasets collected in vision and language do-017
mains, we annotate in-the-wild sentences with018
objects and affordances. Experimental results019
reveal that PTLMs exhibit limited reasoning020
abilities when it comes to uncommon object af-021
fordances. We also observe that pre-trained022
VLMs do not necessarily capture object af-023
fordances effectively. Through few-shot fine-024
tuning, we demonstrate improvement in affor-025
dance knowledge in PTLMs and VLMs. Our re-026
search contributes a novel dataset for language027
grounding tasks, and presents insights into LM028
capabilities, advancing the understanding of029
object affordances.030

1 Introduction031

The task of object affordances has been well stud-032

ied in Computer Vision and Robotics (Zhu et al.,033

2014; Kjellström et al., 2011; Gupta et al., 2009).034

However, infusing such knowledge while learning035

textual representation is hard; as in NLP, we lack036

corresponding images (or videos) which may pro-037

vide necessary shape, property information to pre-038

dict affordances. The state-of-the-art transformers-039

based large pre-trained language models (PTLMs)040

learn textual representation from massive amounts041

of unlabeled text and are shown to perform impres-042

sively in downstream NLU tasks. In parallel, a 043

growing body of literature shows that PTLMs fail 044

inconsistently and non-intuitively, showing a lack 045

of reasoning and grounding. In NLP, these results 046

prompted authors in (Bender and Koller, 2020) to 047

reiterate the gap between form and meaning. 048

The authors argue that language models which 049

are exposed to only text (surface form) may never 050

truly understand meaning, as PTLMs are unaware 051

of true groundings of the surface text. Our goal 052

is to first precisely quantify the gap, capturing one 053

aspect of grounding, aka affordability. To this end, 054

we take inspiration from vision and robotics re- 055

search and explore affordance properties of enti- 056

ties or objects in text, which a model with proper 057

grounding should be able to estimate. We pro- 058

pose a novel text-to-affordance dataset, and ex- 059

plore to what extent textual representations learnt 060

by PTLMs and VLMs can enable reasoning with 061

affordance of entities mentioned in text. 062

As an example, for a sentence “an apple in 063

the tree”, we should infer that the “apple” can be 064

thrown, and is rollable. However we cannot roll 065

an “apple logo”. In computer vision and robotics 066

efforts, an accompanying image (or video) often 067

provides necessary information about shape and 068

physical properties of an entity, which can be used 069

to predict affordances (Zhu et al., 2014). However 070

such information is absent in NLP tasks. To cap- 071

ture this nuance, we annotate crowdsourced text 072

intended for other tasks (such as NLI) with the 073

objects and affordances. We use 15 affordance 074

classes from Zhu et al. (2014). Through extensive 075

pilot studies, we train a set of annotators using 076

the toloka.ai platform. We choose 25 highly- 077

skilled annotators who annotates a total of 2368 078

sentence-object pairs with 15 affordance classes, 079

on a 0-3 Likert-like scale. We name this novel 080

dataset GRAFFORD.We use the dataset for zero- 081

shot evaluations of small LMs, two open-source 082

LLMs and also some VLMs. We evaluate the effect 083
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of few-shot fine-tuning on few PTLMs and VLM.084

Our contributions can be summarized as follows.085

• We curate a novel large scale crowdsource086

based text to affordance dataset – GRAF-087

FORD, consisting of 2368 sentence-object088

pairs and 15 affordance classes for each pair.089

• We perform zero-shot evaluation of many090

state-of-the art PTLMs along with a few091

VLMs in different settings to identify the ex-092

tent to which they gain the knowledge of affor-093

dance using our dataset. We further ensemble094

the VLM and the PTLM predictions to ex-095

amine whether pre-training with images can096

enrich affordance prediction from text.097

• We also fine-tune few PTLMs on a small098

subset of our data as well as on some com-099

monsense reasoning tasks to understand how100

quickly the affordance knowledge get scaled101

up and how far the affordances are related to102

common sense knowledge. In addition, we ex-103

amine the in-context learning (ICL) ability of104

few of the SOTA generative LLMs and VLMs105

in affordance prediction task.106

• We provide with a comprehensive analysis107

of the model prediction and explore how the108

linguistic ambiguity of the objects can affect109

the models’ ability of affordance prediction.110

2 Related work111

Natural language grounding. In vision and112

robotics, grounding has traditionally referred to113

as locating and identifying text expressions within114

images (or videos). Yu et al. (2015) introduce refer-115

ring expression grounding which grounds referring116

expressions within given images via jointly learn-117

ing the region visual feature and the semantics em-118

bedded in referring expressions. Chen et al. (2017)119

present phrase grounding which aims to locate re-120

ferred targets by corresponding phrases in natural121

language queries. Shridhar and Hsu (2018) employ122

expressions generated by a captioning model (John-123

son et al., 2016), gestures, and a dialog system to124

ground targets. Another line of work (Bastianelli125

et al., 2016; Alomari et al., 2017) explored non-126

dialog based methods to ground text queries.127

Reasoning about object affordances. Sun et al.128

(2014) learnt object affordances through human129

demonstrations & Kim and Sukhatme (2014) de-130

duced affordance through extracted geometric fea-131

tures from point cloud segments. Zhu et al. (2014)132

reasoned affordance through querying the visual at-133

tributes, physical attributes, and categorical charac- 134

teristics of objects by employing a pre-built knowl- 135

edge base. Myers et al. (2015) perceive affordance 136

from local shape and geometry primitives of ob- 137

jects. Recent methods employed deep learning 138

approaches to detect object affordance. Roy and 139

Todorovic (2016) used a multi-scale CNN to ex- 140

tract mid-level visual features and combine them to 141

segment affordances from RGB images. Sawatzky 142

et al. (2017) regard affordance perception as seman- 143

tic image segmentation and adopt a CNN based 144

architecture to segment affordances from weakly 145

labeled images. Nguyen et al. (2016); Mi et al. 146

(2019) utilized features from a pre-trained CNN 147

model to predict object affordances. Nguyen et al. 148

(2017) applied an object detector, CNN and dense 149

conditional random fields to detect object affor- 150

dance from RGB images. 151

Probing methods. Talmor et al. (2020) uti- 152

lized probing and employed Multi-choice MLM 153

(Masked Language Modelling) and Multi-choice 154

QA (Question Answering) setup to capture reason- 155

ing capabilities of pre-trained Language Models. 156

Yang et al. (2022) examine zero-shot prediction 157

performances on different tasks by LLM through 158

novel visual imagination. Aroca-Ouellette et al. 159

(2021) highlighted the shortcomings of state-of- 160

the-art pre-trained models in physical reasoning, 161

with a further performance decline observed when 162

incorporating option shuffling and superlatives in 163

reasoning questions. Liu et al. (2022) proposed a 164

novel spatial common sense probing framework to 165

investigate object scales and positional relationship 166

knowledge in text-based pre-trained models and 167

models with visual signals. 168

3 GRAFFORD dataset construction 169

Preprocessing. We select 20000 sentences from 170

a crowdsourced English dataset (XNLI English) 171

(Conneau et al., 2018)1 and extract the noun 172

phrases using the Stanford CoreNLP tool. As we 173

restrict to the affordances that humans can directly 174

perform, we filter the phrases which do not rep- 175

resent a tangible object (using ConceptNet). We 176

manually filter out objects that cannot be acted 177

upon directly by humans (such as school, build- 178

ing). After this preprocessing, we obtain a set of 179

sentence-object pairs (⟨xi, oi⟩), where the sentence 180

acts as the context for the corresponding object. 181

1We choose XNLI as a source to facilitate multilingual
extensions of our dataset.
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Each sentence on average has 2-3 such objects. We182

use the 15 predefined affordance classes from Zhu183

et al. (2014) to label each sentence-object pair for184

annotation.185

We further expand our dataset with the labeled186

dataset provided by Zhu et al. (2014). Authors187

present 62 common objects and their correspond-188

ing 15 affordance labels. Given that our task is189

context-based affordance prediction, we require to190

have sentence-object pairs for labelling. To gener-191

ate diverse context for this dataset, we utilize the192

ChatGPT UI23 model to generate synthetic sen-193

tences for each of the objects, followed by careful194

manual correction.195

Pilot studies & annotator training. We annotate196

the dataset using the Toloka platform4. We design197

an interface on this platform, which contained clear198

instructions and examples for annotating the data.199

We conduct two rounds of pilot studies to analyze200

the subjective understanding of the annotators and,201

thereby, filter out the high quality, serious annota-202

tors. For the first pilot study, we present the anno-203

tators with the smaller 62 sentence-object pairs and204

ask them to label the instance with each affordance205

class on a scale of 0 to 3, indicating whether or206

not the affordance can be performed on the object.207

Here, 0-1 indicates that the affordance cannot be208

performed (high-low) and 2-3 indicates that the209

affordance can be performed low-high). We will210

further use these 62 synthetic sentence-object pairs211

for few-shot training. For quality control, we se-212

lect the top 90% of the available annotators in the213

platform, who are proficient in English, and use214

computers to complete the tasks5. A total of 15215

annotators labelled the data, and all of them were216

incentivized uniformly. After the first pilot, we find217

that there is an extremely poor agreement among218

the annotators, and the overall precision is around219

28%. Therefore, we moved on to a second pilot220

study. Here, we use all the 62 sentence-object pairs221

from the previous study, along with 32 randomly222

selected sentence-object pairs from the XNLI data.223

We use the top 30% of the annotators (based on224

the quality determined by the platform) available225

on the platform, while other criteria remained the226

same. We annotate 32 sentence-object pairs our-227

2https://chat.openai.com
3Prompt used: Can you make realistic sentences with the

following objects? Followed by the list of object names.
4https://toloka.ai/
5We exclude mobile-users as we believe the instructions

may not appear clearly on mobile devices.

# of sentence-object pairs annotated 2368
# of affordance class 15
# of instances annotated 106560 (2368 × 15 × 3)
Avg # of objects / class 333
Most prominent class Lift (851 objects)
Least prominent class WriteWith (3 objects)
Total skilled annotators used 25
Avg agreement (Kripendorff’s α ) 0.68

Table 1: GRAFFORD dataset statistics.

selves, and use all the labelled examples as control 228

data points to guide the annotators while labelling. 229

A total of 114 annotators participated in this ver- 230

sion of the pilot study. We assign a specific skill to 231

the annotators who attained more than 30% preci- 232

sion and 30% recall. In total, 48 annotators passed 233

this criteria. Through initial pilot studies, we learnt 234

that without grounded images, the task appears 235

quite subjective to annotators. The main goal of 236

the pilot studies have been to understand the an- 237

notators’ quality, their comprehension of the task, 238

and their preferences for incentives per task. We 239

have also conducted two additional AMA (Ask Me 240

Anything) sessions with interested annotators to 241

further clarify the task. 242

Final annotation. In the final phase, we con- 243

duct the annotation on a larger set of sentence- 244

object pairs, carefully selecting a total of 2,368 245

pairs. To ensure diverse perspectives and minimize 246

bias, we engage 25 skilled annotators in this phase. 247

Three annotators independently annotated each of 248

the sentence-object pairs. Each annotator meticu- 249

lously evaluated the affordance classes for every 250

pair, contributing to a comprehensive annotation of 251

the dataset. We perform the annotations in phases 252

and complete the full task over 10 phases. We mea- 253

sure class-wise agreement and average agreement 254

across all classes after each annotation phase to 255

ensure the quality of the annotations. The over- 256

all statistics for this currently constructed dataset 257

– GRAFFORD is in Tab. 1. Throughout the data 258

processing pipeline, we put meticulous attention 259

to the quality control, including the use of pilot 260

studies, iterative annotation refinement, and man- 261

ual filtering. These measures ensure that the dataset 262

is comprehensive, accurate, and aligned with the 263

objectives of the study. Overall, our GRAFFORD 264

dataset consists of 2368 sentence-object pairs hav- 265

ing ∼ 100k annotations (2368 × 15 × 3). 266

GRAFFORD data exploration. We observe that 267

classes such as ‘Grasp’, ‘Lift’, ‘Throw’, ‘Push’, 268

and ‘Watch’ are the most common affordances 269
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Figure 1: Classwise distribution of the number of ob-
jects and the annotator agreement.

for the objects present in the dataset (see Fig-270

ure 1). Most frequent objects and their correspond-271

ing agreement scores are shown in Appendix A.7272

Fig. 8. We observe, agreement scores are fairly273

uniform (0.5-0.6) for frequent objects, with high274

agreement for some frequent objects (0.8 for “the275

movie”). In Figure 9 (see Appendix A.6), we also276

see that ‘Grasp’, ‘Lift’, and ‘Throw’ are highly cor-277

related classes. There is similar positive correlation278

between the class ‘SitOn’ and ‘Ride’, and some279

correlation between ‘Watch’ and ‘LookThrough’.280

In Table 2, we list down the affordance classes281

based on the annotator agreement score, and divide282

it into three categories to understand which of the283

affordance classes pose the most and least difficul-284

ties for the human annotators. We observe that the285

classes - ‘Watch’, ‘SitOn’, and ‘TypeOn’ are the286

most difficult to disambiguate.287

4 Experiments288

We explore various state-of-the-art baselines us-289

ing pre-trained language models (RoBERTa-large,290

BART-large), instruction-fine-tuned large language291

models (e.g., FLAN-T5, Falcon), pre-trained multi-292

modal vision and language architectures (CLIP-293

ViT, ViLT, InstructBLIP, IDEFICS, LLaVA). We294

observe whether these models gain the knowl-295

edge of affordances through their pre-training, fine-296

tuning on commonsense tasks (NLI, PIQA), or few-297

shot fine-tuning scenarios.298

4.1 Zero-shot affordance prediction299

4.1.1 Pre-trained language models300

Zero-shot prediction task is framed in different301

ways.302

Masked language modelling (MLM) based ap-303

proach. Here, we pose the zero-shot task as304

masked word prediction problem. Talmor et al. 305

(2020) performed zero-shot prediction by employ- 306

ing Multi-Choice Masked Language Modelling ap- 307

proach, where the pre-trained model are required 308

to predict the masked word from a set of given key- 309

words. We choose BERT-large-uncased, RoBERTa- 310

large (Zhuang et al., 2021), and BART-large (Lewis 311

et al., 2020) models for the experiment. We pass 312

the sentence and prompt separated by a [SEP] to- 313

ken as an input to the model. We use the prompt 314

“<Object> can be used for <MASK_TOKEN> by 315

human” and obtain the probability of each affor- 316

dance label using the logit corresponding to the 317

<MASK_TOKEN>. 318

Predictions from generative LLMs. Petroni 319

et al. (2019); Schick and Schütze (2021) treats NLU 320

tasks as a cloze test using prompts. We apply au- 321

toregressive language models such as FLAN-T5 322

(Chung et al., 2022) (large, xl, and xxl), Falcon 323

(Almazrouei et al., 2023) (7b and 40b), ChatGPT 324

to get the predictions. We provide with a ‘YES/NO’ 325

question-answer based prompt to the LLMs to pre- 326

dict whether a particular affordance can be per- 327

formed on the given object. Based on rigorous 328

prompt engineering we choose specific prompts for 329

the different models as shown in the Appendix Ta- 330

ble 7. We map ‘YES/NO’ predictions to 1/0 labels 331

respectively. 332

4.1.2 Common sense reasoning tasks 333

To understand whether the injection of the com- 334

mon sense knowledge in the pre-trained models 335

can enhance the performance of the affordance pre- 336

diction, we first fine-tune the pre-trained models 337

on common sense reasoning dataset such as PiQA 338

(Bisk et al., 2019). Then we run the fine-tuned 339

models on our dataset using the MLM setup. We 340

use BERT-base, BERT-large, RoBERTa-large, and 341

BART-large in this setup. 342

Natural language inference (NLI) based ap- 343

proach. The NLI task considers a premise and 344

a hypothesis as input pair ⟨p, h⟩, and the models 345

are trained to predict the probability whether the hy- 346

pothesis is entailed by, contradicts or neutral with 347

respect to the premise. Here we use the entailment 348

probability from the models: pLa(h|p) = p(l = 349

“ENTAILMENT”|(p, h)). This approach re- 350

quires language models to be fine-tuned on premise- 351

hypothesis pairs with the corresponding labels. 352

Here we use RoBERTa-large and BART-large fine- 353

tuned on the Multi-genre NLI (MNLI) corpus 354

(Williams et al., 2018) consisting of 433k sentence 355
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Agreement category Affordance classes Objects Object-affordance pair

High agreement (>0.6) Row, Feed, Ride, Fix the horse, striped white shirts, a brown
paper sack, Chinese lanterns, Adrin’s
sword, The movie

breakfast-Feed, a horse-Watch, crops-
Fix, sports-Grasp, sports-Lift, sports-
Push, the phone-Feed, football-Ride

Medium agreement (>0.45 & <0.6) Throw, PourFrom, WriteWith, Look-
Through, Lift, Grasp, Play, Push

A red flag, An arrow, Art, Automatic
weapons, Babies, Black-and-white TV

computers-WriteWith, cats-Feed,
football-Play, book-WriteWith, the
door-Push

Low agreement (<0.45) Watch, SitOn, TypeOn Brandy from Spain, stone circles, iron,
batteries, his fist, historical artifact, gift,
olive oil, outdoor tables, bumper sticker
on a car

weapon-Push, The table-Lift, boat-Fix,
paintings-LookThrough, cats-Throw

Table 2: Annotator agreement based on the difficulty in disambiguating different affordance classes and objects.

pairs. For each sentence-object pair in our dataset,356

we use the corresponding context sentence in the357

MNLI dataset as the premise. We use the hypoth-358

esis as “<object> can be used for <affordance>359

by human” for each object present in the sentence360

and 15 affordance classes. Using the NLI setting,361

we predict the entailment score for each affordance362

class for the given sentence-object pair. We use363

these scores for ranking the affordance classes and364

report mAP scores as well as accuracy.365

4.1.3 Multi-modal models366

We explore both unimodal and multi-modal task367

setup for pre-trained vision and language models.368

Unimodal text-only MLM setup369

VLMs are pre-trained on large datasets having both370

image and text. The main goal of their pre-training371

is to capture some visual knowledge correspond-372

ing to the text while pre-training on multi-modal373

dataset such as image-caption pairs. To examine374

this, we first use the vision-language model CLIP,375

by providing only text prompt as the input and376

predict the affordance in an MLM setup.377

Multimodal task setup378

Images contain necessary information about shape,379

texture, and size (visual attributes) of objects that380

can be utilized to effectively predict an object af-381

fordance (such as the handle of the bucket can be382

used to grasp and lift). Hence, we also convert383

the problem into a multi-modal task by retrieving384

(or generating) a corresponding image from the385

context sentence, and predict the affordance of an386

object (mentioned in the sentence) based on the387

input.388

Retrieving images. In this setup, we use two dif-389

ferent techniques to retrieve semantically close im-390

ages to corresponding context sentences using 1)391

retrieval and 2) generation. We further use top five392

images for both, to get an accurate estimation.393

Retrieval based: Yang et al. (2022) used Bing Im- 394

age Search6 to retrieve images based on object. 395

However, this process is costly as it requires paid 396

subscription. So, we employ Visualgenome (Kr- 397

ishna et al., 2017) dataset, consisting of 108,077 im- 398

ages and 3.8 million object instances as the image 399

database. We first encode the images using multi- 400

modal CLIP (Radford et al., 2021) based sentence- 401

transformers architecture, and index those image 402

embeddings using Approximate Nearest Neighbour 403

search (ANN)7, for making the search efficient. 404

Now, for each sentence, we search for top five im- 405

ages from the database to be used further. 406

Generation based: Recently, the multi-modal gen- 407

erative models (Ramesh et al., 2022; Saharia et al., 408

2022) have shown incredibly good performance for 409

text based image generation tasks. We adopt the re- 410

cent StableDiffusion (Rombach et al., 2022) model 411

to generate top five images based on the sentence 412

as a text prompt. 413

We use the top five retrieved images by using 414

retrieval and generation methods each. We use 415

CLIP (Radford et al., 2021) and ViLT (Kim et al., 416

2021) as our vision-text models. CLIP is pre- 417

trained on 400M image-caption pairs with the con- 418

trastive learning strategy. CLIP has a text encoder 419

fT and a visual encoder fV , which can project 420

text and image into the shared latent space. We 421

aggregate the k (=5) corresponding images and 422

use CLIP to compute the relevance score of (x, 423

y): ScoreV I(x, y) =
1
k

∑K
i=1 cos (fT (x), fv(I

k
y )), 424

where Iky is the kth image for the input text y. ViLT 425

uses patch projection (Dosovitskiy et al., 2021) 426

to encode images, and uses image-text matching, 427

MLM, and image-patch alignment tasks as objec- 428

tives. For the zero-shot prediction, we provide 429

the text prompt along with the representative im- 430

ages as input to the ViLT model to predict the 431

6https://learn.microsoft.com/en-us/azure/
cognitive-services/bing-image-search/overview

7https://pypi.org/project/annoy/
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masked token. We use the same prompt as the432

previous MLM task (i.e., “<Object> can be used433

for <MASK_TOKEN> by human.”) and get the434

probability of each affordance class as the logit435

corresponding to the <MASK_TOKEN>.436

Text generation based. Similar to section 4.1.1,437

we utilize state-of-the-art VLMs to make predic-438

tions regarding object affordances. We provide439

with a ‘Yes/No‘ question answering based text440

prompt along with the aligned images as input441

to the VLMs, and the model should generate an442

answer whether a particular affordance can be per-443

formed on the given object. We use state-of-the-art444

VLMs such as IDEFICS (Laurençon et al., 2023),445

LLaVA (Liu et al., 2023), InstructBLIP (Dai et al.,446

2023) for this task. The text prompt used for the447

models can be found in Table 7.448

4.2 Ensemble language and vision prediction449

Following Yang et al. (2022), we use the weighted450

sum as the late fusion over the final output prob-451

abilities of each affordance class from the lan-452

guage and multi-modal models. Before late fu-453

sion, we normalize the output probability scores454

from different models. We calculate the score as:455

Pens(y|x) = (1−w)pLa(y|x)+wpVI
(y|x) where456

w is the relative size of the vision-text model and457

the language model (following Yang et al. (2022)):458

w = Sigmoid
(

ρVI
ρLa

)
. Here ρVI

and ρLa denote459

the number of parameters of the multi-modal and460

language models respectively.461

4.3 Few-shot prediction462

We conduct few-shot experiments by 1) fine-tuning463

the encoder based models, 2) randomly selecting 5464

demonstration examples for the generative models465

to perform few-shot in-context learning (ICL). We466

consider the 62 annotated objects and correspond-467

ing 15 affordance classes by (Zhu et al., 2014) for468

the few-shot based experiments.469

Training data To create few-shot training exam-470

ples for fine-tuning encoder based PTLMs, we take471

all the 62 objects, and for each object we randomly472

select exactly 1 positive affordance class (i.e., the473

class label annotated as 1) and 1 negative affor-474

dance class (i.e., the class label annotated as 0)475

for generating the training prompt. As this dataset476

does not contain any context sentences for a corre-477

sponding object, we use ChatGPT UI to generate478

the sentences for the corresponding objects and479

manually verify the sentences, so that it does not480

contain any invalid information. Finally, we have 481

62 sentence-object pairs and 2 classes (one posi- 482

tive and one negative) per pair, which we use to 483

generate training examples. Each training example 484

consists of a prompt and a label. They constitute 485

124 training examples (62 sentence-object pairs 486

and 2 selected classes for each) for the few-shot 487

experiment. 488

Selecting examples for in-context learning: We 489

randomly sample five sentence-object-affordance 490

triples from the above training data as the incon- 491

text demonstration examples in such a way that 492

there should be k positive affordance classes. We 493

vary the number of positive affordance classes 494

k ∈ {1, 2, 3} and report the average accuracy. 495

Experimental setup. We fine-tune the encoder 496

based language models using the training data, and 497

for the generative LLMs and the VLMs, we utilize 498

the training data to select in-context demonstration 499

examples. 500

Fine-tuning PTLM: We fine-tune the PTLMs in two 501

different setups - NLI based and prompt based. For 502

the NLI based setup we have the context sentence 503

as premise and use same prompt (i.e., “<object> 504

can be used for <affordance> by human”) which 505

we use in the zero-shot settings as hypothesis. We 506

use label as 1 for the positive affordance and label 507

as 0 for the negative affordance. We use BERT- 508

large-uncased, RoBERTa-large and BART-large for 509

fine-tuning in this setup. We reuse these fine-tuned 510

models for few-shot predictions in MLM setup. 511

We use Adam optimizer with a learning rate of 512

2× 10−5. We fine-tune the model for 5 epochs for 513

each case. 514

In-context learning for generative models: We em- 515

ploy the same generative LLMs as well as VLMs to 516

perform affordance prediction using five demonstra- 517

tion examples from the training data. We use the 518

same text prompt as zero-shot setting and concate- 519

nate the five demonstration examples along with 520

corresponding label (i.e., ‘Yes’ for positive class, 521

and ‘No’ for the negative class) to the prompt and 522

ask the LLMs and VLMs to predict the affordance. 523

In case of the VLMs, we do not provide any addi- 524

tional image example here. 525

5 Result 526

Evaluation metric. To assess the performance of 527

the zero-shot affordance prediction, we calculate 528

accuracy in the following way. Each affordance 529

class is treated as a binary classification problem, 530
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where a value of 1 represents a positive class indi-531

cating that the affordance can be performed on the532

object, and a value of 0 represents a negative class533

indicating that the affordance cannot be performed.534

For each positive class ∈ {P1, P2, ..Pn}, we535

compare the predicted scores of that affordance536

class with the predicted scores of the negative537

classes ∈ {N1, N2, ..Nm}. If the predicted score of538

the positive class is higher than the predicted score539

of all the negative classes (i.e., p(Pi) > p(Nj)∀j),540

we increment the correct count by 18. Conversely,541

if the predicted score of the negative class is higher,542

we increment the wrong count by 1. The final ac-543

curacy is calculated by dividing the total number544

of correct counts by the total number of the in-545

stances. To rank the affordance classes based on546

the predicted score, we also report the Mean Aver-547

age Precision (mAP@K, where K is the number548

of affordance classes).549

Encoder based

NLI based (Normal)

Actual LM + VI (CLIP) LM + VI (ViLT)

Model Acc mAP Acc mAP Acc mAP
RoBERTa-large-mnli 0.64 0.43 0.79 0.52 0.79 0.54
BART-large-mnli 0.65 0.38 0.62 0.4 0.64 0.43

MLM based

Model Acc mAP Acc mAP Acc mAP
BERT-large-uncased 0.46 0.26 0.55 0.38 0.53 0.37
RoBERTa-large 0.55 0.36 0.61 0.41 0.62 0.43
BART-large 0.47 0.28 0.56 0.35 0.52 0.34

Multi-modal models

Model Acc mAP Acc mAP Acc mAP
CLIP-VIT (text-only) 0.47 0.34 - - - -
CLIP-VIT (retrieval) 0.56 0.35 - - - -
CLIP-VIT (generation) 0.61 0.4 - - - -
ViLT (retrieval) 0.41 0.31 - - - -
ViLT (generation) 0.44 0.32 - - - -

Table 3: Zero-shot performance for affordance predic-
tion using encoder based models. Acc: Accuracy, LM:
Language model, VI: Vision. Only LMs are ensembled
with VI. The best results are marked in bold.

5.1 Zero-shot performance550

Table 3 shows the results of the zero-shot affor-551

dance predictions from the mentioned models. The552

second column (i.e., Actual) indicates the values553

from the original LM and multi-modal models. The554

third and fourth columns (i.e., LM + VI) indicate555

the performances of ensembling language models556

with two of the multi-modal models we used. We557

observe that, the PTLMs have some knowledge558

8During calculation we discard the cases when there is no
positive class for a sentence-object pair in the ground truth.
We do not find any instance where no negative class is present.

Generation based

Predictions from generative LLM
Model Acc (zero-shot) Acc (ICL)
FLAN-T5-large 0.06 0.13±0.04
FLAN-T5-xl 0.07 0.21±0.03
FLAN-T5-xxl 0.33 0.39±0.04
Falcon-7b-instruct 0.19 0.24±0.03
Falcon-40b-instruct 0.43 0.47±0.06
ChatGPT (GPT-3.5 turbo) 0.41 0.44±0.05

Multi-modal models

Model Acc (zero-shot) Acc (ICL)
IR based IG based IR based IG based

Idefics-9b-instruct 0.26 0.25 0.36±0.02 0.37±0.03
llava-1.5-7b 0.32 0.34 0.36±0.03 0.40±0.04
instructblip-vicuna-13b 0.37 0.39 0.43±0.03 0.45±0.03
instructblip-flan-t5-xl 0.12 0.16 0.15±0.02 0.18±0.02
instructblip-flan-t5-xxl 0.39 0.45 0.48±0.04 0.53±0.05

Table 4: Zero-shot and in-context learning (ICL) per-
formance for affordance prediction using generative
models. IR: Image Retrieval; IG: Image Generation.
Number of demonstration examples used for ICL = 5.
We also mention the variance over different selections
of examples. The best results are marked in bold.

about object affordances, but they still lack the 559

comprehensive reasoning ability about these affor- 560

dances, which is reflected in the low mAP values. 561

Further, the performances vary across different set- 562

tings. In case of NLI based setup, the fine-tuned 563

RoBERTa and BART models show improvement in 564

the performance, which indicates that during fine- 565

tuning on MNLI dataset, those models gain some 566

reasoning ability. In Table 4 we show the gener- 567

ation based results in a zero-shot setting. In case 568

of FLAN-T5-large model, where we use it to pre- 569

dict a binary label (Yes/No) for an affordance class, 570

the performance drops significantly (the accuracy 571

is less than 7%). This shows that there are still 572

some challenges for the text-to-text models in gen- 573

eral reasoning ability about the object affordances. 574

In addition, we find that, the multi-modal models 575

do not perform well in text-only settings, despite 576

being pretrained on text and image data. The perfor- 577

mances of the language models get boosted when 578

ensembling with the multi-modal models, which 579

indicates that the prediction of object affordance 580

from sentence is a difficult task, and can be en- 581

hanced in presence of images. 582

5.2 Effect of finetuning on commonsense 583

datasets 584

We observe that the fine-tuned model on common 585

sense reasoning task (Table 5) show improved per- 586

formance for the affordance prediction task. This 587

indicates that the pre-trained models lack the rea- 588

soning of object affordance. We find that the small- 589

est BERT-base model fine-tuned on PiQA, per- 590
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MLM based

Model Accuracy mAP
BERT-base-uncased-finetuned-piqa 0.45 0.26
BERT-large-uncased-finetuned-piqa 0.56 0.29
RoBERTa-large-finetuned-piqa 0.64 0.45
BART-large-finetuned-piqa 0.59 0.35

Table 5: Affordance prediction using models trained on
common sense data. Best results are marked in bold.

NLI based (Normal)

Model Accuracy mAP
RoBERTa-large 0.72 0.49
BART-large 0.69 0.48

MLM based

Model Accuracy mAP
BERT-large-uncased 0.58 0.33
RoBERTa-large 0.77 0.39
BART-large 0.65 0.38

Table 6: Few-shot fine-tuning performances of the
PTLMs. Number of training data points used: 124.

forms almost similar to that of the BERT-large or591

BART-large models (see Table 3).592

5.3 Few-shot performance593

We find that, in presence of few examples from our594

affordance dataset, the reasoning capability about595

object affordances can be enhanced for the PTLMs.596

The results with 124 shots (62 pairs as discussed597

earlier) are noted in Table 6. In Table 4, we note the598

results for the in-context learning performance of599

the generative LLMs and VLMs. We observe a sig-600

nificant performance gain over zero-shot settings.601

Having said that, we also observe that, even with602

the in-context learning, the performance of the gen-603

erative models (with more than 7b parameters) do604

not reach even close to the performance of the fine-605

tuned BERT-large model (340M parameters). This606

suggests that, for the specific affordance prediction607

tasks from text, finetuning is absolutely essential608

even for the state-of-the-art LLMs and VLMs.609

6 Error analysis610

Encoder based models. We conducted a quali-611

tative analysis of the erroneous cases for the two612

models (BART-large and RoBerta-large) in MNLI613

settings to understand what are the typical causes of614

errors. We take examples where accuracy is below615

0.3. Consider the representative example below.616

Sentence: The salt from La Mata is often used617

as table salt.
Object: table salt
Top 5 predicted affordances (according to
the probability score) - [‘sitOn’, ‘pourFrom’,
‘grasp’, ‘fix’, ‘lookThrough’] 618

The model predicts ‘SitOn’ as the top affordance 619

for table salt, implying that the model misinter- 620

prets “table salt” with “table”. Similarly, for the 621

object “the window sill”, the model predicts ‘look- 622

Through’, ‘watch’ as top affordances, which again 623

suggests that the model is confused between “the 624

window sill” and a “window”. In another case, the 625

model predicts [’grasp’, ’writing’, ’typing’, ’look- 626

Through’, ’throw’] as the top affordance labels for 627

the object “any rock concerts”. 628

Analysis of generative models. In Appendix Fig- 629

ure 10a, we plot the correlation between error rate 630

made by chatGPT for each affordance classes and 631

the classwise annotator agreement. We observe 632

a moderately negative correlation (ρ = −0.29) 633

which suggests that there is a chance that the model 634

is making higher mispredictions where the agree- 635

ment is low. Similarly we observe that the mis- 636

predictions made by chatGPT for the most fre- 637

quent objects has a moderately negative correla- 638

tion (ρ = −0.58) with the annotator agreement. 639

The correlation is shown in Figure 10b. The trends 640

are similar for the other LLMs. These results to- 641

gether indicate that the those objects and affordance 642

classes which are hard to disambiguate by humans 643

also pose a challenge to the most sophisticated 644

GenAI models in predicting the correct answer. 645

7 Conclusion 646

In this paper we introduced a novel text-based affor- 647

dance dataset GRAFFORD to investigate the affor- 648

dance knowledge of pre-trained language models 649

and pre-trained vision language models in differ- 650

ent zero-shot settings. Our findings suggest that, 651

the state-of-the-art language models, particularly 652

text-to-text models, still exhibit limitations in their 653

ability to reason about object affordances. Finetun- 654

ing emerges as the only way to improve in such 655

a complex task and here GRAFFORD promises 656

to be a very valuable resource for researchers. By 657

leveraging our dataset, future studies can contribute 658

to enhancing the reasoning capabilities of language 659

models and advancing the understanding of how 660

language is grounded in the context of objects and 661

their affordances. 662
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Limitations663

All of our experiments were conducted for English664

language. The models may act differently in multi-665

lingual settings. Our dataset is curated based on666

a specific set of affordance classes, which may in-667

troduce bias in terms of affordance representation.668

This could limit the generalizability of our findings669

to other domains or contexts. Despite efforts to670

train annotators and ensure agreement, subjective671

interpretations of affordance classes, can introduce672

noise. Our study primarily relies on textual infor-673

mation for affordance prediction. The absence of674

grounded visual information may limit the model’s675

ability to accurately predict affordances, as some676

affordances may be more visually dependent.677

Ethics Statement678

We used the publicly available XNLI corpus to679

curate our GRAFFORD dataset. Our dataset does680

not contain any harmful or offensive contents. Any681

personal or sensitive information is anonymized682

and treated with utmost confidentiality. We ensure683

the protection of participants’ privacy and obtain684

informed consent for data collection, annotation,685

and analysis. We incentivized all the annotators686

uniformly throughout the annotation process.687
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A Data annotation922

A.1 Instruction page on the Toloka platform923

Figure 2 shows the guidelines/instructions, that the924

annotators had to follow for labelling.925

A.2 Interface for labelling926

A sample task interface is shown in Figure 3.927

A.3 Annotators demographics928

Figure 6 provides the demographic information929

about the annotators. We can observe that a large930

number of annotators (36%) are from Russia and931

most of the annotators having the age in between932

20-35.933

A.4 Phasewise annotator agreement 934

We plot the soft agreement9, hard agreement10 in 935

Figure 7, which shows gradual increase in agree- 936

ment scores. 937

A.5 Incentive details 938

During the pilot study, we provided USD 0.05 per 939

task-suite where in each task-suite, there were 10 940

examples (15 affordance labels for each example) 941

to be answered. We attempted to take feedback 942

from the tolokers who had answered randomly (e.g., 943

mark all the values as 0), to understand their re- 944

quirements properly. Most of them suggested that 945

a wage of $0.1 to $0.15 would be ideal for the 946

survey. 947

During the main study we provided USD 0.25 948

per task-suite, where in each task-suite there were 949

5 examples to be answered. Some of them were 950

consistently providing good answers and few of 951

them also suggested improvement on the objects. 952

We awarded them with an additional bonus of USD 953

0.5. Overall, we spent USD 777 for the annotation 954

process. 955

A.6 Correlation of affordances 956

In Figure 9 we show the correlation between the 957

different affordance classes. 958

A.7 Most frequent objects 959

Figure 8a shows the most frequent 15 objects in the 960

GRAFFORD dataset. 961

B Correlation of ChatGPT accuracy and 962

average human agreement 963

We provide the figures corresponding to the gener- 964

ative model analysis in Figure 10. 965

C Prompt selection 966

We use intuitive prompts for each of the setups, 967

which are suitable for affordance related to object. 968

D Model implementation details 969

The language models and the ViLT are built on 970

top of the huggingface API11. For NLI based zero- 971

shot prediction, we use the zero-shot classification 972

9Soft agreement: Mapping Likert scale ratings to binary
labels for measuring agreement by applying a threshold value.

10Hard agreement: Treating each Likert scale rating as a
distinct label.

11https://huggingface.co/

11
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Introduction

Mike has bought a Robot to do simple household tasks such as writing on a paper, playing a guitar, throwing garbage outside based
on what Mike says to the Robot. However, the Robot is not accustomed with the Mike's household objects, so it does not
know which thing can be used for which of the tasks. For example, the Robot is not aware that a pen or a pencil can be used for
writing on a paper, but can not be played. A guitar or a banjo can be played, but not used for writing.  This is important for the
Robot to know before acting on instructions such as "clean the dishes for me".
However, the good-news is that the Robot can be taught about any object and its corresponding action. You, as a trainer, have been
asked to teach the Robot about the household objects.  Your task is simple -- there are few common objects (or things) in the house
and you need to tell the Robot what actions (i.e. tasks) can be performed with each of those from a set of selected actions (tasks).
This will help the Robot learn about what action can be performed on what type of objects.

See the below figure to understand which kind of action can be performed on which objects.

 

Task Description

You are given a sentence and the object name present in the sentence. You are required to mark the actions that can be performed from a
given list of 15 actions.

For example:

Sentence: The tennis shoes have a range of prices.
Object: The tennis shoes

Out of the 15 given actions: Grasp, Lift, Throw, Push, Fix, Ride, Play, Watch, SitOn, Feed, Row, PourFrom, LookThrough, WriteWith, TypeOn
Select: Grasp, Lift, Throw, Push, Fix as that is something we typically do/is done/can be done with "The tennis shoe".

For each of the given actions, you are given a scale ranging from   0 to 3 .  The selection of a score of "0" means you strongly believe the
action cannot be done, while a score of "3" means you strongly believe the action can be done. Scores of "1" and "2" are for cases
where you are less sure about whether or not the action can be done. One example of selections is given below for the object "The
tennis shoes" 

Additional Examples:

1. Objects that can be grasped: Pencil, tennis ball

2. Objects that can be Lift: a book, a box, a chair

3. Objects that can be Thrown: a baseball, a frisbee, a rock

4. Objects that can be Pushed: table, brakes of a car

5. Objects that can be Fixed: machines, vehicles, electronics

6. Objects that can be Ride: bicycles, motorcycles, horses, roller coasters

7. Objects that can be Play: musical instruments (guitar, piano, violin), sports equipment (tennis racket, soccer ball), electronic devices (video game console)

8. Objects that can be Watch: televisions, computer screens, movie screens

9. Objects that can be SitOn: chairs, benches, sofas

10. Objects that can be Feed: animals such as dogs and cats, as well as birds

11. Objects that can be Row: boats, canoes, kayaks, and rowboats

12. Objects that can be PourFrom: a pitcher, a bottle, a jug, a teapot

13. Objects that can be looked through:  windows, telescopes, binoculars

14. Objects that can be WriteWith: pens, pencils, markers

15. Objects that can be TypeOn: computers, laptops, tablets, smartphones

Figure 2: The instruction used for annotators in the Toloka platform

pipeline 12. We adapted the CLIP model from the973

OpenAI’s public repo 13, and we select the ViT/B32974

12https://huggingface.co/docs/transformers/
main_classes/pipelines

13https://github.com/openai/CLIP

as the image encoder. For ViLT, we select the 975

vilt-b32-mlm 14 model. For generative LLMs and 976

VLMs we apply the models available on hugging- 977

14dandelin/vilt-b32-mlm

12
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Figure 3: The sample task interface used for the annota-
tors in the Toloka platform

Model Prompt used

FLAN-T5 consider {sentence}. Now, can human {affordance}
the {object_name}? Answer Yes or No:

Falcon """You are a helpful AI assistant. Answer only
"Yes" or "No" for the question based on the given
context. Context:sentence \n »QUESTION« Can
human {affordance} the {object_name}? \n »AN-
SWER«""".strip()

I-BLIP, IDEFICS, LLaVA consider the sentence {sentence}. Now from this
information, can human {affordance} the {ob-
ject_name}? Accompanying this query is an image
of the object_name. Note that the image may con-
tain noise or variations in appearance. Given the
textual description and the image, answer Yes or
No whether the human can {affordance} the {ob-
ject_name}. Answer: "

Table 7: Prompt format used by different models for the
prediction. I-BLIP: InstructBLIP.

face 15. All the experiments were conducted on 2x978

NVIDIA RTX 4090 GPU server.979

E Dataset creation time980

Annotating affordances about the object from a981

text itself is a difficult and very subjective task. It982

took approximately 5 months for completing the983

extraction of noun-phrases from xnli data, filter-984

ing objects, selecting skillful tolokers and training,985

and then final phase-wise annotation after rigorous986

review process.987

F Sample dataset988

Figure 11 shows a sample of GRAFFORD dataset989

990

G Additional experiments991

G.1 Qualitative analysis of generated images992

We conducted a qualitative analysis on 50 randomly993

sampled objects and their corresponding generated994

images. Two annotators (one Phd student and one995

15https://huggingface.co/models

Figure 4: Country distribution of the annotators

Figure 5: Age distributions of the annotators

Figure 6: The Annotators Demographics

Figure 7: Phase-wise annotator agreement.
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(a) (b)

Figure 8: (a)Most frequent 15 objects and their corresponding frequency in the GRAFFORD dataset. (b)Annotator
agreement for the most frequent 15 objects.

Figure 9: Correlation between each of the affordance
classes.

undergrad student) marked each of the 5 gener-996

ated images as 1 or 0 according to their relevance997

and non-relevance to the object respectively. We998

considered the image as relevant if both of the an-999

notators marked that image as 1. We achieved an1000

Acc@1 of 0.2, Acc@5 of 0.88 and an MAP@51001

of 0.36. Which suggests that in most of the cases1002

there are relevant images in the top-5 generated1003

images. In our pursuit of assessing the statistical1004

significance of our sampled data (i.e., the 50 ex-1005

amples), we embarked upon a rigorous hypothesis1006

testing procedure utilizing the binomial distribu-1007

tion. Within our specific context, we accorded1008

greater significance to the top-5 accuracy metric,1009

which demonstrated an impressive achievement of1010

0.88. This signifies that among the 50 selected 1011

examples, in 44 instances, at least one of the five 1012

generated images displayed relevance to the object 1013

under consideration. 1014

Guided by this success rate, we proceeded to con- 1015

duct a meticulous hypothesis test employing the 1016

binomial distribution. We assumed an expectation 1017

of success at 0.75. The outcome of this statisti- 1018

cal analysis revealed a p-value of less than 0.02, 1019

thereby underscoring the statistical significance of 1020

our success rate. 1021
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(a) (b)

Figure 10: (a) Correlation between average classwise error rate made by chatGPT and the annotator agreement.
(ρ = −0.29) (b) Correlation between frequent object wise error rate made by chatGPT and the annotator agreement.
(ρ = −0.58∗). *indicates a p-value < 0.05.

Sentence Object Grasp Lift Throw Push Fix Ride Play Watch SitOn Feed Row PourFrom LookThrough WriteWith TypeOn
This diablo only comes out to 
slaughter the cattle . cattle 0 0 0 1 0 0 0 1 0 1 0 0 0 0 0
Delivery points should include at 
least a bench and a locked storage 
compartment . bench 1 1 0 0 0 0 0 1 1 0 0 0 0 0 0
There are four fences , and you can 
only go past the second one if you 
are a member of the imperial family , 
or a high-ranking priest . fences 1 0 1 1 0 0 0 1 0 0 0 0 0 0 0
Users are excited about being able 
to share their own events on the 
calendar page . calendar page 1 1 1 1 0 0 0 1 0 0 0 0 1 0 0
White ran towards where the people 
were hitting each other with swords . swords 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0
The cat ate every kind of fish except 
tuna . fish 1 1 0 0 0 0 0 0 0 1 0 0 0 0 0
The snake was hissing underneath 
the deck . deck 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
On the higher levels of the town hall , 
Umbrian and Tuscan paintings are 
on show . the town hall 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
He couldn 't follow up because his 
mouth was gagged by a group of 
mercenaries . mercenaries 1 0 0 0 0 0 0 1 0 1 0 0 0 0 0
A gristle gun is featured . gristle gun 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0

Figure 11: Example snapshot of GRAFFORD dataset.
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