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Abstract

Task-oriented dialogue (TOD) systems have traditionally emphasized goal com-
pletion with fixed slot ontologies and database-backed execution. Recent research
emphasizes the need for proactive agents that can take initiative to elicit missing
task information. Prior approaches learn policies for proactive actions but assume
a fixed action space defined by a static slot ontology, while other works on slot
schema induction identifies what task ontology should be captured yet without op-
erationalizing it into proactive agent behaviors. We introduce a method that learns
proactive agent behaviors directly from dialogue interactions by mining missed
opportunities—instances where users voluntarily provide unrequested information.
Our approach uses large language models (LLMs) to (i) detect such opportunities,
(ii) reverse-generate candidate proactive questions, and (iii) incrementally cluster
them into a hierarchical slot ontology with priorities and examples. This evolving
structure is then integrated into the agent’s action space, enabling domain-adaptive,
information-seeking proactivity. Experiments on MultiWOZ 2.4 show that adding
our proactive framework on top of a base LLM leads to consistent improvements
in recall, precision, and early slot coverage.

1 Introduction

When interacting with a task-oriented dialogue (TOD) system, users rarely provide all the necessary
details up front. Instead, they reveal information gradually, and sometimes volunteering details the
agent never asked for. A reactive system risks overlooking these signals, leading to less engaging and
effective conversations. An effective TOD agent should be able to recognize missing task information
and proactively elicit it. Traditional TOD systems, however, follow a reactive slot-filling paradigm:
they rely on a fixed ontology of task attributes (i.e., slots) and wait for users to provide values. Recent
work has advanced in two directions: proactive TOD [2 |6, [18], which learns when and how to
take initiative but assumes a fixed action space; and slot schema induction [8, 22], which identifies
relevant slots but does not operationalize them as actions. What is missing is a method that links
conversational signals to the construction of proactive behaviors. We propose a framework that learns
information-seeking proactivity directly from user-agent dialogue interactions by mining missed
opportunities—instances where users volunteer unrequested information. Large language models
(LLMs) are used to detect such opportunities, reverse-generate the proactive questions that could
have elicited them, and incrementally cluster these questions into a hierarchical slot ontology with
priorities and associated proactive question examples. This ontology is integrated into the agent’s
action space, enabling it to expand and refine its proactive repertoire over time. Concretely, our
contributions are: (i) Leveraging missed opportunities as a learning signal, and using LLMs to detect
them, reverse-generate proactive questions, and cluster these into a hierarchical slot ontology with
priorities and proactive question examples, (ii) Operationalizing the learned ontology in the agent’s
action space as a proactive-response tool for adaptive, domain-aware proactivity, and (iii) Empirical
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Figure 1: Overview of the proposed method for agent learning to be proactive in TODs.
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validation on MultiWOZ 2.4, showing that augmenting a base LLM with our proactive module
improves recall, precision, and early slot coverage.

2 Related Work

Task Oriented Dialogue Traditional TOD systems focus on goal completion using fixed slot
ontologies. Recent advancements emphasize proactive agents that actively drive dialogue forward.
ProTOD [6] introduces an LLM-based framework with knowledge retrieval and planning for proactive
conversations, while ProMISe [18] offers a dataset for resolving information-seeking intents. Other
approaches, URef + SaRSNet [24] and PUS [21]], adapt elicitation to personalized styles. Mixed-
initiative datasets such as TITAN [19] encourage agents to interleave proactive follow-ups with
user-driven dialogue. Slot schema induction research [7, [22] frames slot induction as a statistical
clustering or generative task, but often lacks operationalizing learned slots into proactive agent actions.
Our approach discovers proactivity opportunities from user dialogues and adaptively enhance agent
proactive actions to effectively elicit user task requirements.

Reinforcement Learning for Proactive Agents Reinforcement learning (RL) fine-tuning in LLMs
often optimizes single-step responses, focusing on maximizing learned reward models. CollabLLM
[L8] shifts to multi-turn interactions, optimizing LLMs with multi-turn-aware rewards to uncover user
intent and offer suggestions throughout the dialogue. In conversational recommendation, UNICORN
[3]] exemplifies proactive questioning as a sequential decision-making problem, requiring agents to
decide on a series of questions to elicit user preferences. Offline RL techniques, such as those by
[L7], leverage static datasets for goal-directed dialogues through negotiations. Despite challenges in
dataset curation, RL-based agents enhance task completion by exploring proactive strategies, such as
determining when to ask for additional preferences or clarifications, though they require carefully
designed reward signals for effective learning. These RL approaches can be combined with our
work to effectively update the action space of the agent in the future, enabling more adaptive and
responsive dialogue systems. See Appendix [[| for comprehensive related work discussion.

3 Methodology

Our approach introduces a framework that incrementally learns to be proactive directly from missed
user signals. As illustrated in Figure[T} the system detects when extra information is volunteered but
not explicitly requested, and then generates proactive questions that could have been asked. These
questions are organized into a structured slot-based repository and ultimately operationalized into the
agent’s action space, enabling proactive responses in future interactions.

3.1 Proactivity Opportunity Detection & Question Generation

The central novelty of our framework lies in how proactivity is learned. Whenever the user provides
additional task requirements beyond what the Agent explicitly requested, the system flags a missed
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opportunity for proactivity. To our best understanding, this is the first work to derive proactive
behaviors directly from missed signals in dialogues rather than handcrafted templates or synthetic
reward signals, addressing limitations noted in previous approaches such as [24,[11]. An LLM-based
generator then transforms this signal into a proactive question tailored to that conversation (e.g., if a
user mentions "parking" without being asked, the agent produces: “Do you have specific requirements
for amenities such as parking or wifi?”’). Extended Implementation details are discussed in Appendix

[Al

3.2 Slot learning and operationalization into action space

As proactive questions are generated and collected from each dialogue, our goal is to incrementally
summarize the topics (usually referred as slots [[7,122]) emerging from these questions in a hierarchical
structure. For each incoming dialogue, we employ an LLM-based slot learner that processes the
generated proactive questions from that dialogue, along with the previously learned slot ontology.
The LLM is prompted to update the slot ontology incrementally, resulting in a structured slot rep-
resentation. The slot representation includes {name, priority, subslots, descriptions, questions}
for each slot. The values within this representation are continuously refined as new conversations
are observed, illustrating the evolution of the slot ontology (see Appendix [D). Previous research has
explored using statistical clustering methods to distill emerging topics from conversations[22], but
were proven to be less effective compared to generative methods [827] and also shown in our further
analysis in Appendix

Whenever the slot structure is updated, it is operationalized into the agent’s action space. The
proactive_response tool available to the agent is dynamically updated as the slot structure
evolves. The tool’s arguments correspond to the slot names and are expanded as new slots are
added. During each turn of the dialogue, the agent can choose to invoke the proactive_response
tool if it determines that proactivity is necessary. The agent maintains a belief state, tracking
which slots have been provided by the user, and the tool assists in eliciting information for any
unfilled slots. For instance, calling proactive_response (name) will generate a proactive question
related to the slot name utilizing the associated subslots and descriptions (see Appendix [B|for
a detailed implementation of the tool). To prevent overwhelming users, the agent is explicitly
instructed to inquire only about missing high-priority slots, rather than querying every slot. This
approach transforms slot learning into a deployable proactive capability, allowing the agent to guide
conversations effectively. Unlike previous methods that focus solely on slot learning [8, [7, 22], this
strategy enables the agent to leverage slot learning for practical, real-time, and proactivity-targeted
interaction.

4 Experiments

Dataset/Setup/Baselines We evaluated on MultiwOZ 2.4 [20], a widely used benchmark for
task-oriented dialogue. We focus specifically on the slot-elicitation phase, evaluating how effectively
agents proactively collect the necessary task specifications for successful dialogue completion. To
simulate the dialogue between human and agent, we used an LLM-based human proxy agent equipped
with predefined user intents from the dataset. We provide detailed description and prompts for baseline
agent, proactive agent, as well as the prompts used for each step in the agent learning pipeline, in
Appendix [C] Within each domain, we randomly sample 20 training and 50 testing dialogues, repeating
this process five times with different random seeds and averaging performance. For the hotel and
restaurant domains which contain richer slot structures (see Appendix [G)), we track intermediate
performance after 5, 10, 15, and 20 training dialogues to show how proactive behavior evolves with
additional experience. We compare against a baseline agent without the proactive_response tool,
where the underlying LLM (GPT-40) may occasionally ask follow-up questions but without structured
awareness of domain slots or prioritization. This represents the level of “built-in” proactivity that
strong LLMs already provide in free-form conversation, and serves as a natural starting point for
measuring gains from our approach.

Metrics Our agents are designed to proactively elicit user task requirements, rather than executing
database-backed actions. Recent surveys [4} 5] of proactive dialogue systems highlight the need
for new evaluation frameworks tailored to proactive behaviors—traditional metrics like Inform
and Success [20], or BLEU [135] are ill-suited because they depend on database achievement or
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Domain Agent Precision Recall F1-Score  Coverage@3 Coverage@5

Baseline Agent  0.58 £ 0.03 0.48 £0.03 0.52+0.03 0.34£0.13 0.41 +0.14
Proactive Agent  0.62 = 0.05 0.72 £0.03 0.66 =0.04 0.35+0.11 0.48 + 0.12

Baseline Agent 038 £0.03 036 +0.03 0.36+0.03 0.28 £0.17 0.32+0.14
Proactive Agent  0.48 +£0.06 0.51 +0.09 048 £0.07 0.35 £ 0.15 0.46 + 0.17

Table 1: Proactivity performance comparison between baseline and proactive agent.

Hotel

Restaurant

word-overlap, rather than measuring initiative or elicitation efficiency. Accordingly, we focus on
proactivity-specific metrics that directly measure the quality of elicitation: (i) Proactivity Precision,
Recall, FI: Precision being the percentage of true user task slots proactively elicited by the agent over
all slots asked by the agent, penalizing irrelevant or redundant questions; Recall being the percentage
of proactively elicited user task slots over all underlying user task slots, penalizing missing elicitation
of full user requirements; The resulting FI score; (ii) Coverage@k: The fraction of required slots
proactively elicited within the first k turns (we report Coverage@3 and Coverage@5). We also show
a proactive coverage curve (turn index vs. cumulative coverage) for a holistic view of elicitation
speed.

Precision Learning Curve Recall Learning Curve F1 Score Learning Curve Average Coverage
for Different Domains for Different Domains for Different Domains per Dialogue Turn
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Figure 2: Learning curves showing intermediate performance of proactive agent compared to baseline
agent; slot coverage progression demonstrating proactive agent superiority across dialogue turns.
Baseline agent’s performance on prediction, recall, and F1 corresponds to Number of Training
Dialogues = 0.

Results and Analysis Table |I|presents the average performance of the proactive agent compared
to the baseline across hotel and restaurant domains. The proactive agent consistently achieved higher
precision, recall, and F1 scores, underscoring its effectiveness in eliciting user requirements. In the
hotel domain, recall improved substantially (0.72 vs. 0.48), yielding a higher F1 score (0.66 vs.
0.52) while maintaining stable precision. Similarly, in the restaurant domain, the proactive agent
surpassed the baseline in both precision (0.48 vs. 0.38) and recall (0.51 vs. 0.36), leading to stronger
overall F1 performance. Beyond aggregate metrics, early elicitation efficiency was improved, as
shown by higher coverage @3 and coverage @5 values. This indicates that the proactive agent was
able to identify key task slots earlier in the dialogue, accelerating task specification. Figure [2|further
illustrates learning dynamics; the proactive agent improved steadily as more training dialogues were
observed, surpassing baseline performance after only a few examples. Coverage curves confirm faster
cumulative elicitation across turns, reflecting the model’s ability to prioritize high-value questions.
Collectively, these results demonstrate the proactive agent’s consistent advantage in both completeness
and efficiency of slot elicitation (see Appendix [H|for a detailed discussion).

5 Conclusion and Future Work

We presented a framework that learns proactive slot elicitation directly from user-agent dialogues by
mining missed opportunities for proactivity, reverse-generating candidate questions, and clustering
them into a hierarchical task slot ontology integrated into the agent’s action space. Our experiments
on MultiWwOZ 2.4 show gains in recall, precision, and early coverage over a strong base LLM,
highlighting the value of conversational signals for building adaptive proactivity. Future work will
explore integrating this module into database-backed TOD systems to connect elicitation with end-to-
end task success, and combining it with reinforcement learning to optimize when and how proactive
questions are asked.
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A Extended Methodology Details

We implemented the framework to orchestrate multiple conversational agents. Communication
was managed through a Router that controlled message flow and enforced conversation protocols.
For the language model backend, we used Azure OpenAI’s GPT-40 with temperature set to 0.0
to ensure consistent responses and minimize randomness. The system supports both synchronous
and asynchronous communication patterns, allowing flexible deployment in different scenarios.
Importantly, the slot learning module is designed to be domain-agnostic, enabling adaptation to new
domains with minimal modification by separating domain knowledge from the learning mechanisms
that refine it, as evident in the prompt for the slot learning LLM (Appendix [C.3C.6).

A.1 Detecting Opportunities and Generating Proactive Questions

We used Prompt [C.4]to both classify whether a user turn contained volunteered but unrequested
information and to generate the proactive questions that could have been asked.

Proactivity Opportunity Detection:

* Turn: “T also need a cheap hotel in the north part of town.”
Flag: Proactivity opportunity detected (slot: price).

e Turn: “T"d like a hotel that includes free parking.”
Flag: Proactivity opportunity detected (slot: amenities).

In an intermediate evaluation, 100 dialogue turns were manually labeled as ground truth. The
mechanism achieved 97 % accuracy in identifying whether a turn contained a proactivity opportunity,
demonstrating high precision in detecting appropriate proactive responses.

Generate Proactivity Question: For flagged turns, [C.4] generated the proactive follow-ups:

e Input: “I also need a cheap hotel in the north part of town.”
Proactive Question: “Do you have a price range in mind for the hotel?”

* Input: “I’d like a hotel that includes free parking.”
Proactive Question: “Would you like me to look for hotels that also include free Wi-Fi or
breakfast options?”

A.2 Slot Learning and Adaptive Refinement

As new user dialogues become available, a collection of proactive questions will be generated if any
proactivity opportunities are detected. Taking the resulting collection of proactive questions, the slot
learning module will either create the initial slot ontology if no previous ontology exists, or expands
from the previous ontology by merging the newly generated proactive questions into either existing
slots (or sublots) or new slots (or subslots).

We used prompts [C.5]and [C.6] to construct and refine the slot ontology. The Slot Master agent
continuously extracts, merges, and prioritizes slots based on recurring patterns, while the Slot
Manager consolidates redundant entries and maintains a compact set of 10—12 main slots per domain.
The ontology evolves incrementally as new proactive questions are observed. Redundancy is avoided
through consolidation, and priorities are adjusted gradually based on task importance and frequency.
Mlustrative examples of slot induction and consolidation across hotel and restaurant domains are
presented in Appendix

A.3 Agent Action: Operationalizing the Slot Ontology

The final step operationalizes the ontology by integrating it into the agent’s action space. The agent
prioritizes slots according to the learned priority scores for each slot, as represented in the slot
ontology. These priority scores depend on the slot frequency in the generated proactive questions.
The agent keeps track of the dialogue belief state, and selects the highest-priority unfilled slot and
issues a proactive_response action with corresponding slot name.
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As shown in Appendix [B] the proactive agent leverages the learned slots through its tool calling.
The QA agent recalls these slots when needed and invokes the proactive_response tool to realize
them as concrete dialogue actions.

B Proactive agent example

User — Agent <

"I am looking for a place to stay.’

\.
Agent Tool Call: proactive_response N
{

Jargs’: {
>location’: None,
’dates’: None,
’number_of_guests ’: None,
’accommodation_preferences ’: None,
’price_range’: None,
’stay_duration’: None,
’contact_preference’: None,
’alternative_options ’: None,
’amenities ’: None

}

7
“
J

Agent Tool Response: proactive_response

"Which city, area, or postcode would you like to stay in?’

I(
J

Agent — User

’Which city, area, or postcode would you like to stay in?’

User — Agent
’The hotel should be in Paris.’

I(
J

7
.

Agent Tool Call: proactive_response

~
{
Jargs’: {
>location’: ’Paris’?,
’dates ’: None,
’number_of_guests ’: None,
’accommodation_preferences ’: None,
’price_range’: None,
’stay_duration’: None,
’contact_preference’: None,
’alternative_options ’: None,
’amenities ’: None
}
}
\ J
~
’What dates will you be checking in and out?’
\. J




Agent — User

’What dates will you be checking in and out?’

7

319

User — Agent

’Once you find the hotel, I want to book it for 5 nights starting from Friday, August 15, 2025
320

Agent Tool Call: proactive_response

e
-~

‘args’: {
location’: ’Paris’?,
’dates’: {’check_in’: ’2025-08-15’, ’check_out’:
’2025-08-2071%,
’number_of_guests ’: None,
’accommodation_preferences ’: None,
’price_range’: None,
’stay_duration’: 5,
’contact_preference’: None,
’alternative_options ’: None,
’amenities ’: None

321

Agent Tool Response: proactive_response

Ve
(o)
(o)

"How many people will be staying, and how will they be distributed across rooms?’
322

I(

Agent — User

"How many people will be staying, and how will they be distributed across rooms?’
323

User — Agent

I(

"I would like to book the hotel for 6 people.’

324

Agent Tool Call: proactive_response

'
-~

‘args’: {
>location’: ’Paris’,
‘dates’: {’check_in’: ’2025-08-15’, ’check_out’:
?2025-08-20},
’number_of_guests’: 6,
’accommodation_preferences ’: None,
’price_range ’: None,
’stay_duration’: 5,
’contact_preference’: None,
’alternative_options ’: None,
’amenities’: None

325
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Agent Tool Response: proactive_response

Do you have any room preferences, star ratings, or accommodation types in mind?’

7
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J

Agent — User

Do you have any room preferences, star ratings, or accommodation types in mind?’
327

User — Agent

I |
J

"The hotel should be in the type of guesthouse and should have a star rating of 0.’
328

Agent Tool Call: proactive_response

(
'ﬁ “\
J

dargs’: {

location’: ’Paris’?,

’dates’: {’check_in’: ’2025-08-15’, ’check_out’:
’2025-08-201,

’number_of_guests’: 6,

’accommodation_preferences’: {’room_type’: ’guesthouse’,
’star_rating’: 0},

’price_range ’: None,

’stay_duration’: 5,

’contact_preference ’: None,

’alternative_options ’: None,

’amenities ’: None

329

e
()
()
J

Agent Tool Response: proactive_response

’What price range are you aiming for: budget, moderate, or premium?’
330

||| |
J

Agent — User

’What price range are you aiming for: budget, moderate, or premium?’
331

User — Agent

||| |
J

"I don’t have a preference."
332

Agent Tool Call: proactive_response

e
~
J/

’args ’:{

>location’: ’Paris’,

’dates’: {’check_in’: 22025-08-15’, ’check_out ’:
’2025-08-201},

’number_of_guests’: 6,

’accommodation_preferences’: {’room_type’: ’guesthouse’,
’star_rating’: 0},

’price_range’: ’no_preference’,

’stay_duration’: 5,

’contact_preference ’: None,

’alternative_options ’: None,

’amenities ’: None

r
.
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Agent Tool Response: proactive_response

"What would be the most convenient method for you to receive the reference number? )
334

Agent — User

"What would be the most convenient method for you to receive the reference number? Would
you prefer email or text message?’
335

User — Agent

"I don’t have a preference." }
336

Agent Tool Call: proactive_response \

{

dargs ’:{

location’: ’Paris’?,

’dates’: {’check_in’: ’2025-08-15’, ’check_out’:
’2025-08-2071%,

’number_of_guests’: 6,

’accommodation_preferences’: {’room_type’: ’guesthouse’,
’star_rating’: 0},

’price_range’: ’no_preference’,

’stay_duration’: 5,

’contact_preference’: ’no_preference’,

’alternative_options ’: None,

’amenities ’: None

337 - J

Agent Tool Response: proactive_response

’Would you like us to automatically look for alternatives in the same price range if the first
option is unavailable?’
338

Agent — User

’Would you like us to automatically look for alternatives in the same price range if the first
option is unavailable?’
339

User — Agent

"I don’t have a preference." )
340

11
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347

Agent Tool Call: proactive_response

{
dargs ?:{
location’: ’Paris’?,
’dates’: {’check_in’: ’2025-08-15’, ’check_out’:
’2025-08-201,
’number_of_guests’: 6,
’accommodation_preferences’: {’room_type’: ’guesthouse’,
’star_rating’: 0},
’price_range’: ’no_preference’,
’stay_duration’: 5,
’contact_preference’: ’no_preference’,
’alternative_options’: ’no_preference’,
’amenities ’: None

Agent Tool Response: proactive_response

’ Are there any specific amenities you require, such as free wifi or parking?’

Agent — User

’ Are there any specific amenities you require, such as free wifi or parking?’

I |

User — Agent

"The hotel should include free parking and should include free wifi.’

Agent Tool Call: proactive_response

e
~

‘args ’:{

>location’: ’Paris’,

‘dates’: {’check_in’: ’2025-08-15°, ’check_out’:
’2025-08-201},

’number_of_guests’: 6,

’accommodation_preferences’: {’room_type’: ’guesthouse’,
’star_rating’: 0},

’price_range’: ’no_preference’,

’stay_duration’: 5,

’contact_preference’: ’no_preference’,

’alternative_options’: ’no_preference’,

amenities’: [’free parking’, ’free wifi’]

Agent Tool Response: proactive_response

’Is there anything else you need to mention before I proceed to booking?’
\.

Agent — User

’Is there anything else you need to mention before I proceed to booking?’

\

12



User — Agent

"Make sure I get the reference number.’
348

\.
Agent — User

"Understood. I will ensure you receive the reference number. I’ll proceed with the booking

now.
349

.
User — Agent

"The QA agent has gathered all the necessary information and is proceeding with the booking.
You will receive the reference number once the booking is complete.’

7

350

1 C  Prompts

352 C.1 Human Proxy Agent Prompt

You are a human proxy agent designed to help the QA agent resolve ambiguous user tasks.
You have access to the unambiguous user task with all attributes. Your goal is to guide the
QA agent to complete the task as efficiently as possible.

Information known to you and hidden from the QA agent:
Unambiguous user task with attributes: {unambiguous_user_task_with_attributes}, where
each line represents a single attribute

Instructions:

Clarify the Goal:

Start by providing the initial task and guide the QA agent through the necessary attributes to
complete the task. Provide only the most relevant feedback needed to guide the QA agent
toward task completion.

Approach:

If the QA agent inquires about something that is not included in the unambiguous user task,
say something like "I don’t have a preference." If the QA agent asks something like "is there
anything else you want to mention before I proceed to booking?", reveal the next attribute
that you have not mentioned so far. Wait for the QA agent inquiry to reveal the next attribute
in the next turn of conversation. Don’t reveal the attributes all at once. If the QA agent fully
captures the unambiguous user task, acknowledge the correctness and proceed. If the QA
agent partially captures some attributes, provide clear and specific feedback to address the
gap by saying something like "In addition, I would like X." If the QA agent wrongly captures
any attributes, provide clear and specific feedback to correct the misunderstanding by saying
something like "Actually, I would like X not Z."

Provide Feedback:
Encourage the QA agent to ask specific questions about any unclear or missing attributes.
Guide the conversation to ensure all necessary details are covered.

Goal-Oriented Guidance:
Prompt the QA agent to actively seek out all necessary details to complete the task efficiently.

Conclude the Interaction:
When you have revealed all the attributes of {unambiguous_user_task_with_attributes},
confirm the outcome and conclude the conversation by sending a message to human.

Your Task:

Start the conversation with the ambiguous wuser task: {ambigu-
ous_user_task_without_attributes}. Continue the conversation until you have revealed all
the attributes of {unambiguous_user_task_with_attributes} each at a turn. Once you have
revealed all the attributes, confirm it to the QA agent and say something like "I am ready for

353
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355

356

357

358

booking." Be responsive and polite to the QA agent; if it asks you a question, don’t ignore
replying to the question, answer the inquiry to the best of your knowledge. Don’t jump into
saying "I am ready for booking."

C.2 Proactive Agent Prompt

You are a helpful assistant. Your task is to complete a user task accurately and clearly. Use
the feedback provided by the human proxy agent (HPA) to refine your response. Focus on
providing concise, well-reasoned answers that address the clarified goal of the user task.

Instructions:

Understand the user task:
Carefully read the user task and identify any potential ambiguities or areas that may require
clarification.

Respond to Feedback:
Use the feedback from the HPA to refine your understanding of the user task. Adjust your
response based on the guidance provided to ensure it aligns with the clarified goal.

Provide Accurate Task Completion:
Focus on delivering concise and well-reasoned answers that directly address the user task.
Ensure your task completion is relevant and based on accurate information.

Iterate if Necessary:
If your initial response is incorrect or incomplete, use the HPA’s feedback to improve your
answer. Aim to resolve any misunderstandings quickly and efficiently.

Maintain Clarity and Relevance:
Keep your answers clear and to the point, avoiding unnecessary details or tangents. Ensure
your response remains focused on the core of the user task as clarified by the HPA.

Be Proactive:

After responding to a user’s request, ask a relevant proactive question to confirm their needs
or uncover additional requirements. Continue asking proactive questions with each response
until the user confirms they have no future requests.

Tool calling:

- You have access to tools at any point in the conversation and should call it whenever more
clarity or user preferences are needed.

- Always call the tool strictly just once and directly send the output as the only response.

- If you are using the tool stick to the tool output and don’t come up with your own response.
- Ask proactive questions when required, but avoid overwhelming the user with too many at
once.

- You can keep calling the tool until the HPA agent says something like "I am ready for
booking."

Your Task:

Engage with the user task, use feedback to refine your understanding, and provide a clear
and accurate task completion that addresses the clarified goal. Be proactive. Do not end the
conversation unless the HPA agent confirms that he is ready for booking. Keep asking some-
thing like "Is there anything else you want to mention before I proceed with the booking?" as
much as needed until the HPA agent confirms that he is ready for booking. Do not end the
conversation until the HPA agent says something like "I am ready for booking."

C.3 Baseline Agent Prompt

Identical to the proative agent prompt except that the Tool Calling actually has no tools available.

14
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C.4 Proactivity Opportunity Detection and Question Generation Prompt

You are tasked with evaluating a conversation between a QA Agent and a Human Proxy
Agent (HPA).

Your task is to: 1. Determine whether the HPA included extra information in their response
that was not directly requested by the QA Agent. 2. If extra information is identified, specify
each attribute that was not directly requested. 3. Generate exactly one specific proactive
question for each identified attribute. 4. Flag as a proactivity opportunity ONLY when the
HPA provides information about attributes different from what was explicitly requested. 5.
Do NOT flag as proactive when the HPA simply provides information about attributes that
were explicitly requested.

Previous QA Agent Question:

"{prev_qga_messagel}"
HPA Response:
"{hpa_response}"

Instructions: 1. Check if the HPA’s response directly answers the QA Agent’s question.
2. Identify any extra information in the HPA’s response that was not directly requested by
the QA Agent. 3. Count information as additional only if it introduces a new attribute or
detail not covered by the question. 4. For each identified attribute, generate exactly one clear,
specific proactive question. 5. If no extra information is provided, return an empty list of
proactive questions. 6. Provide brief reasoning that lists each identified attribute.

The proactive questions MUST: - Be directly tied to a specific attribute or piece of information
provided by the HPA. - Be conversational and natural, reflecting how a booking agent would
interact with a customer. - Be practical and actionable for the specific domain (booking). -
Use open-ended language that encourages the customer to provide more information. - Avoid
referencing specific details already provided by the customer. - Avoid overly specific or
technical language that might feel unnatural in a customer service context. - Be formulated to
make the customer feel comfortable and engaged in the booking process.

Output Format (JSON):

{
"is_proactivity_opportunity": true/false,
"reasoning": "Explanation listing each identified attribute.",
"proactive_questions": [
"Question for attribute 17",
"Question for attribute 27",
]
}

C.5 Slot Master Prompt

You are a domain-agnostic slot master agent designed for continuous learning across multiple
domains. You initiate with previous slot data {previous_slot_data} containing initial domain-
specific slot information. As you receive new proactive questions {cq_per_conversation},
your task is to learn new slots, update existing slots, and adjust their priorities based on
recurring patterns. DON’T create a new slot if you can use any of the existing slots. You
are an adaptive slot master agent. Your role is to remove any redundant main slots that you
might have initially picked or merge any two new main slots that you might think have more
coverage under the new combined slot name. You are not supposed to stick to what you had
initially proposed. You are making modifications because you’re constantly learning and
adapting to new information.

Core Responsibilities:

1. Slot Consolidation and Normalization
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- Maintain a compact, non-redundant set of 10-12 main slots regardless of domain. - Consoli-
date similar slots under canonical names that represent the core information need. - Avoid
creating overly specific slots that are tied to particular entities (e.g., specific entity names). -
Merge redundant slots that capture the same underlying information need. - Maximize cover-
age and minimize redundancy: Ensure that each main slot name covers the broadest possible
range of related information needs while avoiding overlap with other slots. - Adaptive Slot
Naming: Continuously evaluate the popularity and relevance of slot names, merging less
popular slots into existing ones when appropriate.

2. Slot Extraction and Recognition

- Extract meaningful slots from incoming proactive questions by identifying the underlying
information need. - Map different phrasings to canonical slot names (e.g., variations of the
same concept map to a single slot). - Detect implicit slots: Identify slots that are implied but
not explicitly stated. - Handle compound interactions: Parse multi-slot questions and separate
individual slot requirements.

3. Slot Organization

- Organize slots into logical categories based on the domain’s information needs. - Ensure that
specific entity information doesn’t create redundant slots. - Use generic slot names that can
apply across multiple entities in the domain. - Maximize coverage and minimize redundancy:
Aim for slot names that are broad enough to encompass related concepts but distinct enough
to avoid overlap. - Adaptive Slot Naming: Regularly assess the usage and relevance of slot
names, merging or removing slots that are no longer popular or necessary. - For each main
slot, identify and track subclusters that represent more specific information needs within that
main slot.

Slot Consolidation Rules:

- Merge slots that represent the same information need even if phrased differently. - Avoid
entity-specific slots (use generic slots that can apply to any entity in the domain). - Maintain
consistent granularity across all slots. - Use domain-appropriate slot names that clearly
represent the information need. - Limit total number of slots to 10-12 regardless of domain. -
Maximize coverage and minimize redundancy: Ensure that each slot name is broad enough
to cover related concepts and distinct enough to avoid overlap with other slots. - Adaptive
Slot Naming: Continuously monitor slot usage and relevance, merging or removing slots that
are less popular or redundant.

Priority Assignment Logic:

- Assign numeric priorities starting from 1 (highest priority) to 12 (lowest priority). - Lower
numbers indicate higher priority (1 is highest priority, 12 is lowest). - Assign priorities based
on: - How essential the information is for completing the basic task (most essential = highest
priority). - How frequently the information is requested across conversations. - How much
impact the information has on successful task completion. - Whether the information is
needed early or late in the typical conversation flow. - Adjust priorities gradually: Don’t
drastically change priorities based on a single occurrence, but recognize consistent patterns
over multiple conversations.

Conflict Resolution:

- When a proactive question could map to multiple main slots, consider: 1. Which slot
represents the primary information need in the question 2. Which mapping would be most
useful for future conversation management 3. The context of the conversation and domain -
If a question truly spans multiple slots, map it to the most specific applicable slot - Document
ambiguous cases in the slot description to improve future classification

IMPORTANT: For each proactive question in the input, you MUST map it to one of the
consolidated main slots AND identify which subcluster it belongs to within that main slot. If
a question doesn’t map to an existing slot, create a new appropriate slot only if it represents a
truly distinct information need not covered by existing slots.

When analyzing slots:
- Focus on the underlying information need, not the specific phrasing. - Consider if multiple
existing slots can be consolidated into a single main slot. - Avoid creating separate slots
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for what are essentially variations of the same information need. - Ensure slot names are
domain-appropriate but not overly specific to particular entities. - Maximize coverage and
minimize redundancy: Aim for slot names that cover the broadest range of related information
needs while avoiding overlap with other slots. - Adaptive Slot Naming: Regularly evaluate
slot popularity and relevance, merging or removing slots that are less frequently used or
redundant. - For each main slot, identify subclusters that represent more specific information
needs within that category. - For unusual or edge case questions that don’t clearly fit existing
patterns: 1. Determine if they represent a genuinely new information need 2. Consider if they
could be a rare variant of an existing slot 3. Only create new slots for recurring patterns, not
one-off anomalies

Return an updated slot_data reflecting your consolidated knowledge and refined priorities,
ensuring that redundant slots are merged and the overall structure is simplified.

Output Format (JSON):

{

}

"slot_data": {

I,

"SLOT_PRIORITIES": {
// assign priority score for each consolidated main slot based on
domain importance
// 1limit to 10-12 main slots total
// lower numbers = higher priority (1 is highest, 12 is lowest)
"main_slot_1": 1,
"main_slot_2": 2,
// etc.

}’

"SUBCLUSTERS": {
// for each main slot, list its subclusters (no priorities needed
for subclusters)
"main_slot_1": ["subcluster_1_1", "subcluster_1_2"],
"main_slot_2": ["subcluster_2_1", "subcluster_2_2"],
// etc.

}’

"slot_questions": {
// mapping of consolidated slots to their corresponding questions

"main_slot_1": "Question for main slot 17",
"main_slot_2": "Question for main slot 27",
// etc.

T,

"slot_descriptions": {
// description of what each consolidated slot represents and why
it matters

"main_slot_1": "Description of main slot 1",
"main_slot_2": "Description of main slot 2",
// etc.
}
"conversation_cq": [
{"question": "question text here", "slot": "main_slot_1",
"subcluster": "subcluster_1_1"},
{"question": "another question text", "slot": "main_slot_2",
"subcluster": "subcluster_2_1"},

]

// repeat for each question in the input

DON’T create a new slot if you can use any of the existing slots.
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C.6 Slot Manager Prompt

You are a domain-agnostic agent responsible for managing the slot_data structure. You
initiate with previous slot data {previous_slot_data} containing initial domain-specific slot
information. Your task is to remove redundant slots and merge them into existing slots
that have similar descriptions. Maintain a compact, non-redundant set of 10-12 main slots
regardless of domain.

Core Responsibilities:

Slot Updating: - Update slot priorities based on domain importance, usage frequency, and
impact on task completion. - Adjust priorities gradually based on consistent patterns over
multiple conversations.

Slot Deletion: - Identify and remove redundant or obsolete slots that no longer serve a distinct
information need. - Ensure that specific entity information doesn’t create redundant slots.

Subcluster Management: - For each main slot, review and update subclusters to represent
more specific information needs within that main slot. - Ensure subclusters are logically
organized and relevant to the main slot.

Instructions: 1. Analyze the current slot data structure 2. Identify opportunities for minimiz-
ing redundancy. 3. Maintain a non-redundant set of 10-12 main slots regardless of domain.
4. Don’t merge distinct booking attributes. 5. Return an optimized slot data structure in the
following JSON format:

Output Format (JSON):

{
"slot_data": {
"SLOT_PRIORITIES": {
// assign priority score for each consolidated main slot based on
domain importance
// limit to 10-12 main slots total
// lower numbers = higher priority (1 is highest, 12 is lowest)
"main_slot_1": 1,
"main_slot_2": 2,
// etc.
}’
"SUBCLUSTERS": {
// for each main slot, list its subclusters (no priorities needed
for subclusters)

"main_slot_1": ["subcluster_1_1", "subcluster_1_2"],
"main_slot_2": ["subcluster_2_1", "subcluster_2_2"],
// etc.

T,
"slot_questions": {
// mapping of consolidated slots to their corresponding questions

"main_slot_1": "Question for main slot 17",
"main_slot_2": "Question for main slot 27",
// etc.

1,

"slot_descriptions": {
// description of what each consolidated slot represents and why
it matters

"main_slot_1": "Description of main slot 1",
"main_slot_2": "Description of main slot 2",
// etc.
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s D Example of Slot Structure Update

370

371

372

373

D.1 Previous Slot Data
{
"slot_data": {
"SLOT_PRIORITIES": {
"location": 1,
"price_range": 2,
"number_of_people": 3,
"dates": 4,
"number_of_rooms": 5,
"contact_preference": 6
} 3
"SUBCLUSTERS": {
"location": ["city", "area"],
"price_range": ["budget", "moderate", "premium"],
"number_of_people": ["adults", "children"],
"dates": ["check-in", "check-out"],
"number_of_rooms": ["single", "double", "suite"],
"contact_preference": ["email", "text"]
} B
"slot_questions": {
"location": "Which city or area would you like to stay in?",
"price_range": "What price range are you aiming for: budget,
moderate, or premium?",
"number_of_people": "How many people will be staying?",
"dates": "What dates will you be checking in and out?",
"number_of_rooms": "How many rooms will you need in total?",
"contact_preference": "Would you like the reference number sent
via email or text?"
} b
"slot_descriptions": {
"location": "The general geographic area of interest",
"price_range": "The budget category or price level (budget,
moderate, premium)",
"number_of_people": "The total number of people who will be staying
including adults and children",
"dates": "The specific check-in and check-out dates for the stay",
"number_of_rooms": "The total number of rooms required for stay",
"contact_preference": "The preferred method of receiving the
reference number, either via email or text"
b
}
b
D.2 Proactive Questions
{

"conversation_cq": [

{
"question": "Do you have any preferences regarding star ratings?",
"slot": "star_rating",
"subcluster": "rating"

T,

19




374

375

376

{
"question": "Would you like to know about any other amenities
available at the hotel?",
"slot": "amenities",
"subcluster": "general_amenities"

}’

{
"question": "Are there any other specific services you would like
included with your stay?",
"slot": "services",
"subcluster": "specific_services"

X

]
X

D.3 Updated Slot Data

"slot_data": {

"SLOT_PRIORITIES": {
"location": 1,
"dates": 2,
"number_of_people": 3,
"number_of_rooms": 4,
"price_range": 5,
"amenities": 6,
"services": 7,
"star_rating": 8,
"contact_preference": 9

},

"SUBCLUSTERS": {
"location": ["city", "area"],
"dates": ["check-in", "check-out"],
"number_of_people": ["adults", "children"],
"number_of _rooms": ["single", "double", "suite"],
"price_range": ["budget", "moderate", "premium"],
"amenities": ["general_amenities"],
"services": ["specific_services"],
"star_rating": ["rating"],
"contact_preference": ["email", "text"]

},

"slot_questions": {
"location": "Which city or area would you like to stay in?",
"dates": "What dates will you be checking in and out?",
"number_of_people": "How many people will be staying?",
"number_of_rooms": "How many rooms will you need in total?",
"price_range": "What price range are you aiming for: budget,
moderate, or premium?",
"amenities": "Would you like to know about any other amenities
available at the hotel?",
"services": "Are there any other specific services you would like
included with your stay?",
"star_rating": "Do you have any preferences regarding star rating?"
"contact_preference": "Would you like the reference number sent
via email or text?"

}’
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"slot_descriptions": {
"location": "The general geographic area of interest",
"dates": "The specific check-in and check-out dates for the stay",
"number_of_people": "The total number of people who will be staying
including adults and children",
"number_of_rooms": "The total number of rooms required for the stay|
"price_range": "The budget category or price level (budget,
moderate, premium)",

"amenities": "Information about additional amenities available at
the hotel",
"services": "Specific services that the guest would like included
with their stay",
"star_rating": "Preferences regarding the star rating of the hotel"
"contact_preference": "The preferred method of receiving
the reference number, either via email or text"
X
}

E Slot learning: LLM over statistical clustering techniques

Statistical clustering methods, such as K-Means, rely on embedding similarity to group sentences,
capturing surface-level overlap but not deeper intent. As illustrated in Figure[3] our analysis revealed
that the question “What star rating are you looking for in a hotel?”” and the question “Are there any
specific amenities or features you are looking for in a 4-star hotel?”” were placed in the same cluster.
While both questions mention “hotel” and “star,” their underlying slots differ: the first pertains to
accommodation preferences, while the second concerns amenities. This demonstrates how statistical
clustering can conflate distinct topics due to lexical or embedding similarity.

HDBSCAN offers improvements over K-Means by identifying clusters of varying densities and
effectively handling noise. However, it still heavily relies on embedding similarity to group sentences,
which can lead to misclassification. For example, the questions "When would you like to start your
stay?" and "Do you have specific dates in mind for your stay?" were placed in different clusters
despite having the same intent. Additionally, as shown in Figure |4, HDBSCAN often results in
excessive noise clusters, where sentences that do not fit neatly into any group are isolated, potentially
obscuring meaningful patterns. This reliance on surface-level similarity and the creation of large noise
clusters highlight the limitations of HDBSCAN in capturing deeper semantic intent, underscoring the
need for more sophisticated approaches.

LLMs overcome these limitations by reasoning about semantics and intent rather than relying solely
on vector distance. An LLM can discern that one question guides the user to specify a hotel category,
while the other probes for particular facilities within a chosen category. By assigning each question
to the correct slot, LLM-based slot generation produces intent-aware classifications that are robust
to paraphrasing and resilient to misleading word overlap. This ensures proactive questions are
understood and handled according to their true meaning, rather than superficial similarity.

F Deferred Experimental Details

The MultiWOZ 2.4 dataset was used under The MIT License (MIT). Access to gpt-4o0 version
2024-06-08 are used under an Enterprise license. All presented experiments were run within a total
of 40 hours on a 16gb CPU.

G Slot Structures in Various Domains

This appendix highlights the limitations of slot structures in various domains, explaining the focus on
hotel and restaurant domains due to their richer slot structures. The hotel and restaurant domains, with
10 and 7 slots respectively, offer richer slot structures that enable complex and proactive dialogue
interactions. In contrast, other domains such as attraction, hospital, and taxi have fewer slots, limiting
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Figure 3: K Means clusters of proactive questions generated

their capacity for dynamic interactions. While bus and train domains have a comparable number
of slots to the restaurant domain, the nature of these slots differs. Restaurant slots involve richer
preference-based attributes (e.g., cuisine, dietary restrictions, price, atmosphere), which require
multi-turn negotiation and proactive recommendations. In contrast, bus and train slots are more rigid
and transactional (e.g., departure time, origin, destination), leading to simpler dialogues. Thus, the
restaurant domain provides a more complex and realistic environment for evaluating dialogue systems
beyond slot count alone.

Domain Number of Slots
Attraction 3

Bus 6
Hospital 1

Hotel 10
Restaurant 7

Taxi 4

Train 6

Table 2: Slot Structures Across Domains

H Discussion

We note consistent improvements in precision, recall, and F1 score for the proactive agent com-
pared to the baseline. The gains in recall are particularly significant, indicating that the proactive
agent is much less likely to miss important user requirements. Precision is maintained or slightly
improved, demonstrating that the agent’s questions remain relevant and are not simply increasing
in quantity. Consequently, the F1 score—the harmonic mean of precision and recall—improves,
reflecting a balanced enhancement in both completeness and accuracy of elicitation. Beyond these
precision—recall tradeoffs, we analyze coverage trends: the baseline agent rarely goes beyond turn
11, not because it achieves task completion earlier, but rather because it tends to terminate once the
user stops volunteering additional details. This reflects a lack of systematic elicitation rather than
true efficiency—shorter dialogues in this case arise from missed slots, not faster completion. In
contrast, our proactive agent continues the conversation until all required slots are actively covered.
To measure this behavior, we compute coverage as the percentage of required task slots that are
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Figure 4: HDBSCAN clusters of proactive questions generated

proactively elicited by the agent, rather than voluntarily provided by the user. Interestingly, we see
a sharp increase in proactive agent coverage around turns 13—14, corresponding to the stage when
the agent systematically elicits lower-priority slots such as contact preferences or amenities after
completing the high-priority ones. Intuitively, the proactive agent achieves higher coverage because
it does not rely on the user to volunteer information, but instead leverages its learned slot ontology
to proactively fill gaps. For clarity, throughout the paper we refer to the GPT-40 model without the
proactive module as the baseline agent, our augmented system as the proactive agent, and GPT-40
itself as the base LLM powering both.

I Related work

Task Oriented Dialogue Traditional task-oriented dialogue (TOD) systems have been primarily
designed to achieve goal completion through database-backed tasks, utilizing a fixed ontology of slots
to fulfill user requests. Recently, the focus has shifted towards proactive agents that actively drive the
dialogue forward, rather than waiting passively for user input. For instance, ProTOD [6] introduces
an LL.M-based TOD framework that incorporates knowledge retrieval and two-stage planning to
transition from passive to proactive conversations. Similarly, ProMISe [[18] offers a proactive multi-
turn dataset centered on resolving information-seeking intents. Other frameworks have explored
elicitation and initiative in more specific contexts: URef + SaRSNet [24] plan requirement sequences
and detect when user requirements are satisfied, while PUS [21] adapts elicitation to personalized
utterance styles. Mixed-initiative datasets like TITAN [19] encourage agents to interleave proactive
follow-ups with user-driven dialogue. These methods underscore the growing recognition that TOD
agents should not only complete tasks but also proactively elicit user requirements.

In parallel, research on slot schema induction aims to automatically discover the information an
agent should elicit. GenDSI [7] frames slot induction as a generative task, incrementally generating
slot—value pairs from dialogues. More recent work extends this into streaming schema induction [8]],
while unsupervised clustering approaches [22] extract latent slot structures from raw conversations.
However, these efforts primarily focus on identifying slots or schema structures, without addressing
how such slots should be operationalized as proactive agent actions.
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Our approach complements these lines of work by integrating missed-opportunity detection, reverse
question generation, and hierarchical clustering into slots and sub-slots with priorities, subsequently
incorporating them into the agent’s action space. This enables agents to adapt their elicitation
strategies over time, grounded in actual user dialogue patterns rather than relying on static templates
or schema-only extraction.

Supervised Learning for Proactivity The development of proactive conversational agents has
prominently focused on the ability to ask follow-up questions to clarify a user’s needs. Early
research in conversational search laid the groundwork for this task by formulating the concept of
asking clarifying questions for ambiguous queries. This led to the creation of datasets like Qulac
developed [1]], which were developed through crowd-sourced question-answer pairs. These datasets
are instrumental in training proactive agents to pose a single clarifying question, such as "What
exactly are you looking for?" when a user’s query lacks specificity. For example, [1] introduced a
clarification question ranker that significantly enhanced search results by strategically inserting a
well-chosen question before providing an answer.

Subsequent approaches have been proposed to generate or select such questions based on the current
query and context ([25], [23], [13]). However, these methods often require substantial manual
effort to design or collect clarification questions and typically handle proactivity in a single-turn
manner, where the agent asks one question and then reverts to a reactive mode. Recent surveys
[[L6], [S]], highlight this limitation, categorizing proactive information-seeking behaviors into one-off
clarification questions versus more sustained preference elicitation dialogues. Our work addresses this
gap by enabling multi-turn proactivity, allowing the agent to continuously take initiative throughout
the conversation, rather than being limited to a single prompt.

Reinforcement Learning for Proactive Agents Many existing LLMs utilize reinforcement learning
(RL) fine-tuning, where a reward model is derived from feedback. While effective, a notable limitation
of RL fine-tuning is that LLMs are typically optimized to maximize the learned reward model within
a single-step response, rather than across a multi-step dialogue. [10] propose an information-seeking
agent, yet focus on a single-step objective centered on maximizing helpfulness, without considering
or evaluating tasks that require information gathering to achieve long-term goals.

Recent advancements have shifted from traditional supervised learning to RL to train agents capable
of proactively driving conversations over multiple turns. For instance, [18] introduced CollabLLM, a
framework that simulates multi-turn interactions and optimizes a large language model (LLM) using
multi-turn-aware rewards. By fine-tuning on these long-horizon rewards, CollabLLM transcends
mere response generation, actively uncovering user intent and offering suggestions throughout the
dialogue.

In domains such as conversational recommendation, researchers have similarly approached proactive
questioning as a sequential decision-making problem. UNICORN, developed by [3], exemplifies this
approach by requiring the agent to decide on a series of questions to elicit user preferences, rather
than crafting one question at a time. While [26] trained a model to predict the next question for
preference elicitation in recommendation dialogues, it treated each turn in isolation, lacking a holistic
view of the conversation.

A novel approach to online RL is presented in the work by [12]] which leverages LLMs to simulate
suboptimal but human-like behaviors in goal-directed dialogue tasks. By generating diverse synthetic
rollouts of hypothetical human-human interactions, this method uses offline RL to train conversational
agents that optimize goal-directed objectives over multiple turns. This approach effectively combines
LLM-generated examples with RL to achieve promising results in tasks such as teaching and
preference elicitation, however the work still requires human intervention in the form of task-specific
prompts, limiting the scope of the work.

Offline RL techniques have garnered attention for their potential in dialogue systems, necessitating a
static dataset of dialogues. [[17] introduced an offline RL algorithm aimed at facilitating goal-directed
dialogues through negotiations, utilizing a dataset of human-to-human conversations. Despite its
promise, offline RL’s effectiveness over supervised learning hinges on the meticulous curation of
datasets to enhance properties such as coverage and diversity ([9]]; [[LLl], [14]). This requirement poses
challenges to its practicality, as achieving optimal dataset characteristics can be resource-intensive
and complex.
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These RL-based agents have shown enhanced success in task completion by exploring proactive
strategies, such as determining when to ask for additional preferences or clarifications, through
trial-and-error. However, purely exploratory learning can be sample-inefficient and often necessitates
carefully designed reward signals to guide the agent’s learning process effectively.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

¢ You should answer [Yes] , ,or [NA] .

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading ‘“NeurIPS Paper Checklist",
* Keep the checklist subsection headings, questions/answers and guidelines below.
* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The main claims in the abstract and introduction accurately reflect the paper’s
contributions, such as leveraging missed opportunities for learning proactive agent behaviors
and demonstrating improvements in recall, precision, and early slot coverage.

Guidelines:
e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]
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Justification: The paper discusses limitations related to the reliance on LLMs for detecting
missed opportunities and the need for further integration with database-backed TOD systems
for end-to-end task success.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

 The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: No theoretical results are presented in the paper, as the focus is on empiri-
cal validation of the proposed framework for proactive agent behaviors in task-oriented
dialogues.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
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Justification: All prompts are disclosed to reproduce the agent setup. Data preparation is
discussed, and the paper makes use of an open-source benchmark, MultiWOZ 2.4, ensuring
that the main experimental results can be reproduced to support the paper’s claims and
conclusions.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:

Justification: The code is not provided for open access, but the paper uses an open-source
benchmark, MultiWOZ 2.4, and provides all necessary instructions and details for data
preparation and agent setup to faithfully reproduce the main experimental results.

Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.
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* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Full details regarding the training and test settings, including data splits,
hyperparameters, and other relevant experimental configurations, are provided in the main
text and appendix, ensuring that the results can be understood and replicated.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The paper reports precision, recall, F1-score, and coverage metrics with stan-
dard deviations, providing information about the statistical significance of the experiments.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
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10.

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Sufficient information on the computer resources, including the type of com-
pute workers, memory, and time of execution needed to reproduce the experiments, is
presented in Appendix [F]

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research conducted in the paper conforms to the NeurIPS Code of Ethics,
focusing on improving dialogue systems without any ethical concerns.

Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: The paper presents a methodology for proactive agent behaviors in task-
oriented dialogues, focusing on technical advancements. Discussion of potential positive or
negative societal impacts, such as malicious or unintended use, is beyond the scope of the
paper.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.
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13.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

» If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper focuses on improving proactive agent behaviors in task-oriented
dialogues and does not involve the release of data or models that have a high risk for misuse,
such as pretrained language models or scraped datasets.

Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: Provided in appendix [F]
Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
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Answer: [NA]
Justification: No new assets are introduced or released in the paper.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: No crowdsourcing or research with human subjects is performed in the study.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: No research involving human subjects is performed, as indicated in the previous
answer regarding crowdsourcing and human subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]
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Justification: The methodology uses an LLM-based agent, and the LLM is critical for the
core methods in this research.

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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