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Abstract
The capabilities of Large Language Models001
(LLMs) to model and imitate humans offer new002
perspectives for simulating politicians and so-003
ciety. However, the specific aspects and extent004
to which LLMs can effectively simulate politi-005
cians remain unexplored. Previous evaluations006
have primarily focused on fictional characters007
and superficial characteristics, such as linguis-008
tic styles, while ignoring LLMs’ capacity to009
accurately replicate individuals’ complex fea-010
tures, such as their opinions and actions. This011
paper introduces PoliSim, a novel benchmark012
designed to comprehensively and objectively013
assess the effectiveness of politician simulation014
by LLM-driven agents. Grounded in cognitive015
behavior theory, PoliSim evaluates simulations016
across cognition, attitude, and behavior. By017
utilizing data from 1,000 politicians, PoliSim018
transforms the information into a unified evalu-019
ation framework consisting of multiple-choice020
and generation questions. We apply PoliSim to021
various LLMs and simulation schemas to offer022
insights and directions for future research in023
realistic agent-based simulations.024

1 Introduction025

Research on political actor modeling focuses on026

developing computational techniques to analyze027

and predict the language and behavior of political028

figures (Kornilova et al., 2018; Feng et al., 2022).029

Among these actors, politicians are particularly030

crucial, as their decisions and communications di-031

rectly shape governance and public opinion. Tradi-032

tional statistical or deep models, trained on various033

data (Budhwar et al., 2018; Yang et al., 2021; Mou034

et al., 2023), are limited to classifying individuals035

with discrete labels. In contrast, recent advance-036

ments in Large Language Models (LLMs) (Xi et al.;037

Wang et al., 2024) enable agents to simulate more038

complex human behaviors, such as mimicking re-039

sponses to specific situations, revolutionizing the040

modeling of politicians.041

(a)

Ratings:

Personality: 3

Linguistic Style: 2

Role Knowledge:4

…

Question: Which party are you belong to?

A. Democratic   B. Republican

C.  Libertarian     D. Green Party

Question: Do you generally support removing 

barriers to international trade?

A. Yes    B. No

Question: What would you like to vote on passage 

of the bill "Disapproving the action of the District of 

Columbia Council …”?

A. Nay    B. Yea

Oh yeah? Look behind you. She’s 

staying in the village. I bet she’s 
coming to watch the first task.

Alright, let's go to find Ron and have 

a pint of butterbeer together.

Come on, please just take off your 

Cloak for a bit, no one’s going to 

bother you here.

Why don’t we go to find Ron and 

have a butterbeer in the Three 

Broomsticks, it’s a bit cold, isn’t it?

(b)

Profile: Harry 

Potter is known for 

his bravery and …

Memory: At the 

age of one, Harry's 

parents were killed

Profile: Vernon 

Gale Buchanan is 

an American …

Memory: Vern 

Buchanan voted 

Yea On Motion …

Question: What's the most memorable scene you've 

ever filmed for the Harry Potter series?

Answer: There might be some confusion. I am Vern …

Real-world Data Reformulation

Cognition: 80.1

Attitude: 90.7

Behavior: 55.2

Figure 1: (a) An illustration of previous virtual character
role-playing evaluation, which relies on ratings given
by GPT or humans. (b) An illustration of our proposed
PoliSim. We reconstruct real-world data to evaluate the
performance of agents across various dimensions.

With the potential to imitate humans, LLMs have 042

been utilized to empower social simulation (Park 043

et al., 2022, 2023, 2024), which can be applied 044

to various scenarios, such as policy making (Xiao 045

et al., 2023), election poll (Argyle et al., 2023) and 046

public opinion mining (Törnberg et al., 2023; Mou 047

et al., 2024c). In these scenarios, whether LLM- 048

based agents can authentically simulate individuals 049

is at the core of the replication of the actual situa- 050

tions. Although some works have evaluated LLMs’ 051

role-playing capabilities (Chen et al., 2024b) to sim- 052

ulate specific characters, these attempts are mostly 053

limited to (1) virtual scenarios such as novels 054

and scripts (Chen et al., 2023; Xu et al., 2024) 055

and (2) surface-level features such as linguistic 056

styles (Wang et al., 2023b) and role-specific knowl- 057

edge (Shao et al., 2023), as shown in Figure 1(a) 058

and Table 1. This leaves a gap in whether LLMs 059

can replicate more complex attributes of politicians, 060

such as opinions and well-considered actions, hin- 061

dering the simulations for real-world applications. 062

To bridge these gaps, we introduce PoliSim, a 063
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Work chars # chars Eval dims Method

CharacterLLM (Shao et al., 2023) real 9 memorization, values, personality, hallucination, stability Subjective
RoleLLM (Wang et al., 2023b) virtual 100 speaking style, response accuracy, role knowledge Subjective

CharacterGLM (Zhou et al., 2023) virtual 250 consistency, human-likeness, engagement Subjective
LifeChoice (Xu et al., 2024) virtual 1,401 decision-making Objective

PoliSim (ours) real 1,000 cognition, attitude, behavior Objective

Table 1: Comparison between PoliSim and previous works.

benchmark designed to comprehensively and ob-064

jectively assess the effectiveness of LLM-based065

agents for politician simulation in real scenarios.066

The foundation of the evaluation is built on two067

key questions: (1) What dimensions should be068

considered to observe the agents simulating politi-069

cians? and (2) How to evaluate the fidelity, i.e.,070

the alignment with the corresponding individuals071

of different simulation methods? For the first ques-072

tion, we adopt the cognitive behavior theory (Beck,073

1979) to identify three interrelated dimensions for074

analyzing humans: cognition, attitude and behav-075

ior. For the second question, to avoid the instability076

and high costs of subjective methods like GPT-4077

or human ratings, we construct questions linked to078

these dimensions for a wide range of politicians.079

However, due to the sparsity of real-world data, it080

is difficult to directly collect evaluation questions.081

For cognition, we design multiple-choice questions082

and specific generation questions based on personal083

experiences to evaluate whether agents reflect the084

cognitive boundaries of their counterparts. For atti-085

tude, we reconstruct questionnaires and statements086

to test whether the agent’s ideology and opinions087

align with those of the individual. For behavior,088

we re-formulate the legislative data to see whether089

the agents express group preferences and take ac-090

tions consistent with the corresponding individuals.091

Ultimately, we have developed 37,887 questions092

covering 1,000 politicians.093

We conduct a comprehensive evaluation on vari-094

ous LLMs and simulation schemas. Our analysis095

reveals that activating a robust base model, such as096

GPT-4 (OpenAI, 2023) or Llama-3 (Team, 2024),097

along with profiles and memory, produces the best098

results across multiple dimensions. For smaller099

models, incorporating memory proves to be par-100

ticularly beneficial. However, models generally101

struggle with recognizing and managing their cog-102

nitive boundaries. The most significant challenge103

across all models is behavior replication, although104

improvements in attitude modeling can enhance105

behavior simulation. Additionally, we examine fac-106

tors influencing simulation effectiveness, including 107

LLMs’ internal reasoning processes and the meth- 108

ods of knowledge provision. 109

In summary, our contributions include: 110

• We first explore politician simulation using 111

LLMs and employ the cognition behavior the- 112

ory to observe agents and provide a compre- 113

hensive evaluation of political simulation. 114

• We construct a benchmark for politician simu- 115

lation based on real scenarios, paving the way 116

for evaluating and improving the abilities of 117

LLMs to simulate humans. 118

• We conduct thorough experiments and analy- 119

sis on politician simulation, providing insights 120

for the optimization of the simulation schema. 121

2 Related Work 122

2.1 Political Actor Modeling 123

Political actor modeling focuses on modeling the at- 124

tributes and behaviors of political actors. Previous 125

work mainly applies statistical methods (Clinton 126

et al., 2004; Gu et al., 2014; Vafa et al., 2020) or 127

deep models (Kornilova et al., 2018; Mou et al., 128

2021; Feng et al., 2022; Mou et al., 2023) to esti- 129

mate the ideology or votes of political actors. De- 130

spite improvements in target tasks, they are limited 131

to the training and testing schema. Benefiting from 132

the strong generalization capabilities, LLMs have 133

demonstrated the potential to model political ac- 134

tors in zero-shot settings (Wu et al., 2023; Mou 135

et al., 2024b). However, the full extent and nature 136

of LLMs’ ability to simulate political actors remain 137

largely unexplored. 138

2.2 LLM-based Social Simulation 139

LLMs have recently been applied to simulate social 140

dynamics, aiming to replicate real-world phenom- 141

ena (Mou et al., 2024a). Efforts have been made to 142

simulate users in recommendation systems (Wang 143

et al., 2023a), opinion dynamics (Yang et al., 2024) 144

and fake news propagation (Liu et al., 2024). These 145
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BehaviorAttitudeCognition

LLM-driven Agent

Question: What was the name of the printing 

company you founded in May 1976 with Jim 

McDonald?

A. Speedy Printing Solutions    B. Rapid Print   

C. Quick Print Express  D. American Speedy 

Printing

Question: What's the most memorable scene 

you've ever filmed for the Harry Potter ?

Response: Sorry, there may be some 

misunderstanding. I’m Vern and this question 

is out of my expertise.

RK

UR

IA

OA

EG

DE

Question: Do you generally support 

removing barriers to international trade?

A. Yes    B. No

Question: What would you like to vote on 

passage of the bill "Disapproving the action 

of the District of Columbia Council …”?

A. Nay    B. Yea

Question: What is your stance on the 

allocation of funding for South Florida 

Ecosystem Restoration in the Energy …?

A. I am opposed to allocating any federal 

funding for South Florida Ecosystem…

B. I think that the $200 million requested …

C.  I believe that allocating any funding for…

D. I urge the committee to allocate …

Context:

              Vern:  I move to suspend …

Mr. Speaker: The gentleman from Florida…

Rep. Brad R: Thankfully, many of …

Mr. Speaker: Is there objection to the …?

Question: What would you like to say next?

A. I request the …    B. The Family First …

C. The opioid and heroin … D. Child welfare …

Name: Vern 

Buchanan

Profile: Vernon 

Gale Buchanan 

is an American 

politian and …

Memory: 

Vern Buchanan 

voted Yea On 

Motion to … 

Buchanan grew up in Inkster, Michigan, a 

small town outside Detroit, the son of a 

factory foreman in a family of six children.

…

Buchanan was sworn in as Representative 

for Florida‘s 13th Congressional District 

on January 3.

"IAVA is committed to ensuring that every 

veteran can take full advantage of their 

earned education benefits ….“
“I've witnessed firsthand how the White 

House and its allies in Congress have 

consistently misdiagnosed the problems 

ailing our economy and chosen 

partisanship over progress.”

Sponsored bill to protect infant survivors of 

abortion.

Voted YES on banning federal health 

coverage that includes abortion.

“…to address the opioid and heroin 

epidemic gripping our nation, leading to a 

rise in foster …

Figure 2: An illustration of PoliSim. PoliSim consists of 6 types of questions re-formulated from real-world data to
evaluate the simulation of political actors in cognition, attitude and behavior.

simulations often focus on how LLMs can repli-146

cate human-like responses and attitudes. Although147

LLMs can generate realistic and contextually rel-148

evant outputs, challenges still remain, such as en-149

suring the accuracy of simulated behaviors and150

addressing the potential biases and hallucinations151

inherent in LLMs (Guo et al., 2024).152

2.3 Evaluating Role-playing Agents153

Evaluation of LLM-based role-playing agents can154

be divided into two categories. One line of re-155

search focuses on assessing role-playing capabil-156

ities that are not tied to specific personas, such157

as engagement (Zhou et al., 2023), emotion under-158

standing (Huang et al., 2023a) and problem-solving159

ability (Xu et al., 2023). Another line concentrates160

on persona fidelity, i.e., whether the agents can161

replicate the intended personas. They mainly fo-162

cus on the alignment with regards to role knowl-163

edge (Shao et al., 2023), linguistic style (Wang164

et al., 2023b) and personality(Huang et al., 2023b),165

but ignore more complex characteristics such as166

behaviors. Although very recently Xu et al. test167

decision-making, they focus on characters in nov-168

els and thus may simplify the challenging situation169

of simulation of real human choice.170

3 PoliSim: Benchmark for Politician171

Simulation172

We present the PoliSim benchmark in this sec-173

tion. First, guided by cognitive behavior theory,174

we identify the dimensions to be observed. Then,175

we construct multi-dimensional evaluation ques- 176

tions based on real-world data. Different from 177

previous work, our focus shifts from evaluating 178

conversational abilities as in dialogue systems to 179

assessing performance across critical dimensions 180

of responses and interactions in various scenarios. 181

3.1 Observe Agents using Cognition Behavior 182

Theory 183

To evaluate how closely an agent resembles the 184

person it simulates, we first need to determine the 185

key aspects that define such resemblance. Previous 186

work has mostly regarded agents as dialogue sys- 187

tems (Zhou et al., 2023) rather than substitutes for 188

humans in social research (Park et al., 2024), focus- 189

ing on isolated dimensions such as speaking style 190

and role-specific knowledge. However, the aspects 191

emphasized when observing human behavior in 192

social experiments and surveys differ significantly. 193

The cognitive behavior theory (Beck, 1979; Adler, 194

2014) provides a useful framework by exploring in- 195

ternal mental processes and conceptualizing human 196

psychological functions as interconnected systems 197

of thoughts, emotions, and behaviors. Building 198

on this theory, we identify three dimensions, i.e., 199

cognition, attitude, and behavior. 200

3.1.1 Cognition Dimension (Cog.) 201

In the cognition dimension, agents are expected 202

to exhibit cognitive boundaries similar to those of 203

the individuals they are simulating. This should be 204

measured in two aspects: 205

Role Knowledge (RK). Agents should demon- 206
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strate an accurate awareness of their own role and207

the surrounding world. We evaluate this by testing208

whether agents can answer role-specific questions209

correctly, without factual errors or hallucinations.210

Unknown Knowledge Rejection (UR). Agents211

should recognize and refuse to answer questions212

that fall outside their cognitive boundaries due to213

factors like age, era, or personal experience (Lu214

et al., 2024). This tests the agents’ ability to reject215

questions that are beyond their knowledge, thereby216

minimizing hallucinations.217

3.1.2 Attitude Dimension (Att.)218

In addition to cognition, we expect the agents to219

have emotional attitudes consistent with the corre-220

sponding individuals. This alignment is crucial for221

applications in social simulations such as public222

opinion analysis and legislative processes (Baker223

and Azher, 2024). We measure attitude alignment224

through both coarse and fine-grained aspects:225

Ideology Alignment (IA). Ideology grasps the226

overall political leaning or preferences issues such227

as abortion and immigration (Liu et al., 2022; Mou228

et al., 2023). Agents are expected to display con-229

sistent ideological positions, such as conservative230

or liberal, and to support or oppose issues in line231

with the individuals they simulate.232

Opinion Alignment (OA). Compared to the dis-233

crete position provided in ideology, fine-grained234

opinions reflect more specific thoughts of individ-235

uals. Opinion alignment assesses whether agents236

maintain consistency with the designated political237

actors when responding to specific questions.238

3.1.3 Behavior Dimension (Beh.)239

Behavior is the ultimate external manifestation of240

an individual’s traits. Whether agents could take241

actions consistent with the intended personas is242

challenging but indispensable for real-world appli-243

cations. However, it remains an under-explored244

question. To fill this gap, we propose to observe245

the performance at the behavior dimension from ex-246

pression in group dynamics and decision-making.247

Expression in Group Dynamics (EG). Individ-248

uals can exhibit complex behaviors in group con-249

versation scenarios, such as controlling the pace250

of the discussion and considering others’ perspec-251

tives (Chen et al., 2024a). Agents need to maintain252

consistent preferences and responses when engaged253

in sophisticated group conversations.254

Decision-making (DE). When being at the de-255

cision points, well-established agents should make256

the same choice as the corresponding individuals. 257

This requires agents to accurately identify and rea- 258

son about the individuals’ attitudes and behaviors 259

relevant to the scenario. 260

3.2 Construction of PoliSim 261

In this part, we introduce the construction of 262

PoliSim. As illustrated in Figure 2, we build our 263

dataset on real data from various sources. Then we 264

re-formulate the data into questions to cover the 265

dimensions outlined before. 266

3.2.1 Data Collection 267

Our data collection consists of two main compo- 268

nents: profile and memory of politicians, and sce- 269

nario data for evaluation. 270

Profile and Memory The profile is the descrip- 271

tion of the corresponding individual. For politi- 272

cians, we collect their biography from the website 273

of Congress 1 and follow Wang et al. to summarize 274

the profiles into natural languages using GPT-3.5. 275

For memory, since real people do not have a com- 276

plete storyline like fictional characters in novels, 277

we pay attention to records of words and deeds, 278

by collecting their historical statements and vot- 279

ing records before 2023 from Twitter (Mou et al., 280

2023), VoteSmart, and Legiscan 2. More details 281

can be found in Appendix A. 282

Evaluation Data Source Following (Shao et al., 283

2023; Lu et al., 2024), we collect wiki pages of 284

politicians to construct the cognition-related ques- 285

tions. For the attitude dimension, we collect po- 286

litical courage tests 3 for issue positions and state- 287

ments after 2023 from VoteSmart. For the behavior 288

dimension, we collect roll-call voting records af- 289

ter 2023 from Legiscan and parsed congressional 290

records (Gentzkow et al., 2018) of the 112th to 291

114th sessions to get the legislative debate records. 292

3.2.2 Formulation of the Questions 293

We reformulate the raw data into multiple-choice 294

questions and specific generation questions to en- 295

able automatic and objective model evaluation. 296

Cognition Dimension To evaluate cognition, 297

we adopt a reading comprehension approach (Lu 298

et al., 2024), consisting of three key steps. (1) 299

Question Generation: We provide GPT-3.5 with 300

wiki pages of both the target individual A and a 301

comparison individual B. GPT-3.5 generates two 302

1https://www.congress.gov/
2https://legiscan.com/
3https://justfacts.votesmart.org/
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types of questions: positive questions that A can303

answer to test A’s RK dimension and negative ques-304

tions that B can answer but A cannot, to test A’s305

cognitive boundaries, i.e., the UR dimension. (2)306

Answer Generation: For RK, the positive ques-307

tions are appended after A’s wiki description, and308

GPT-3.5 extracts relevant information to emulate309

A’s responses, which serve as the correct answers.310

(3) Option Generation: For each positive question,311

GPT-3.5 generates three additional distractor op-312

tions to form multiple-choice questions. Detailed313

are included in Appendix B.314

Attitude Dimension To test the attitude di-315

mension, we use political courage test data with316

predefined reference answers to evaluate IA. For317

OA, to address the misalignment between model-318

generated broad questions and specific statements319

as answers, we use a three-step process: (1) extract320

the core opinion from statements, (2) generate spe-321

cific questions based on the opinion, and (3) create322

three distractor options by rephrasing the opinion323

with alternative arguments or stances.324

Behavior Dimension For EG, we used legisla-325

tive debate data, providing scenario descriptions326

and multi-turn discussions as context. The original327

responses serve as correct answers, while GPT-3.5328

rephrased responses with different preferences as329

distractors. For DE, we used post-2023 roll-call330

voting data, asking agents how they would vote on331

each bill. Actual voting results are correct answers,332

with potential voting options as candidates.333

3.2.3 Data Validation and Analysis334

Manual Filtering Since we construct the data335

with the help of LLMs, it is necessary to manually336

review the data to remove any unreasonable entries.337

For UR questions, we manually remove those ques-338

tions that the individuals could answer or for which339

we were unsure whether they could answer, such340

as “What’s the most challenging role you’ve ever341

taken on?”. For RK, OA, and EG questions, we342

removed negative options that had noticeable dif-343

ferences in length or discourse markers compared344

to the correct answers, to avoid the model making345

inferences based on these shortcuts.346

Data Analysis We show the statistics of PoliSim347

in Table 2. Except for the EG questions, which348

include multi-turn dialogue history in the debate,349

all other evaluations can be conducted through a350

single round of Q&A. Due to data sparsity, only 101351

politicians have complete evaluation data across all352

Cognition Attitude Behavior
RK UR IA OA EG DE

Metrics Acc. Rej. Acc. Acc. Acc. Acc.

# Characters 917 937 912 253 500 381
# Questions 4,226 4,630 15,822 4,739 4,328 4,142
# of options per Question 4 N/A 2 4 4 2
Avg. Instruction Len. (words) 14.34 14.56 12.69 16.48 10.48 40.54

Table 2: Metrics and statistics of PoliSim. There are
1,000 political actors in total, including 37,887 ques-
tions. Among them, 101 individuals have evaluation
questions in all the dimensions, including 7,725 ques-
tions. We call this subset PoliSim-role.

dimensions, but this subset, named PoliSim-role, 353

is still comparable to previous works (Wang et al., 354

2023b; Chen et al., 2024a) in size. More details 355

about data can be found in Appendix A. 356

4 Experiment Settings 357

4.1 Evaluation Metrics 358

Previous works (Shao et al., 2023; Wang et al., 359

2023b) often rely on LLMs or human evalua- 360

tions, leading to unstable results and high costs. 361

In PoliSim, all tasks except for UR are con- 362

structed as multiple-choice questions. Following 363

the MMLU(Hendrycks et al., 2020), we use ac- 364

curacy (Acc.) as the evaluation metric. For UR, 365

where models are required to generate complete 366

answers, we calculate the rejection rate (Rej.). 367

We use rule-based methods and an LLM judge to 368

determine whether the model correctly rejects the 369

question. Notably, if a model refuses to answer by 370

stating it is an AI model, this will not be counted as 371

a valid refusal since it deviates from the persona. 372

4.2 Reasoning Models 373

We use the following model as the base of the 374

agent for testing: Llama-2-7B-chat-hf (Touvron 375

et al., 2023), Llama-3-8B-Instruct (Team, 2024), 376

Vicuna-7B-v1.5 (Zheng et al., 2023), Mistral- 377

7B-Instruct-v0.3 (Jiang et al., 2023),ChatGLM2- 378

6B (GLM et al., 2024), GPT-3.5-Turbo (OpenAI, 379

2022), and GPT-4-Turbo (OpenAI, 2023). We 380

focus on open-source models around 7B because 381

most existing role-playing models (Shao et al., 382

2023; Yu et al., 2024) are of this size. 383

4.3 Simulation Methods 384

We include three mainstream methods for con- 385

structing agents to simulate individuals. 386

Profile Using the profile of the individuals as the 387

system prompt has been widely adopted by previ- 388
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Model

Sample-Level Role-Level
Cognition Attitude Behavior

Avg.
Cognition Attitude Behavior

Avg.RK UR IA OA EG DE RK UR IA OA EG DE

Acc. Rej. Acc. Acc. Acc. Acc. Acc. Rej. Acc. Acc. Acc. Acc.

Only Profile

Llama-2-7B-chat-hf 61.8 38.9 62.8 83.7 45.8 53.8 57.8 57.1 46.9 69.7 84.9 47.5 39.5 57.6
Llama-3-8B-Instruct 76.0 59.6 82.0 92.1 80.5 62.3 75.4 73.8 77.8 85.2 94.8 81.3 50.4 77.2
Vicuna-7B-v1.5 62.4 13.6 66.3 84.0 71.0 54.4 58.6 60.6 13.4 74.6 84.5 73.5 43.0 58.2
Mistral-7B-Instruct-v0.3 70.2 58.3 77.3 90.0 71.2 58.8 71.0 70.4 83.2 83.0 89.9 72.4 46.5 74.2
ChatGLM2-6B 45.9 9.7 58.9 74.8 45.9 50.6 47.6 43.7 9.2 67.9 76.9 55.1 49.3 50.3
GPT-3.5-Turbo 70.8 67.6 70.7 90.9 80.5 67.7 74.7 73.0 89.0 86.3 90.5 85.4 58.9 80.5
GPT-4-Turbo 85.6 75.8 85.6 94.3 84.4 77.2 83.8 78.8 80.4 91.2 93.8 87.9 75.0 84.5
Avg. 67.5 46.2 71.9 87.1 68.5 60.7 67.0 65.3 57.1 79.7 87.9 71.9 51.8 68.9

Profile+Memory

Llama-2-7B-chat-hf 61.3 49.2 65.3 81.4 54.5 57.4 61.5 60.8 48.1 68.6 80.7 59.4 49.8 61.2
Llama-3-8B-Instruct 71.2 85.4 85.0 93.0 82.2 65.9 80.4 82.3 87.2 84.0 92.5 85.0 68.9 83.3
Vicuna-7B-v1.5 68.5 54.5 75.9 87.8 72.0 60.4 69.9 63.0 50.9 78.6 88.0 74.1 59.1 68.9
Mistral-7B-Instruct-v0.3 69.0 70.5 81.2 90.1 72.7 63.5 74.5 67.6 74.9 81.7 89.5 78.5 59.3 75.3
ChatGLM2-6B 52.6 28.7 59.2 81.0 46.0 51.0 53.1 54.7 27.1 64.0 81.1 55.1 48.2 55.0
GPT-3.5-Turbo 77.2 80.7 84.3 92.2 78.7 63.2 79.4 77.0 73.3 90.8 94.1 86.1 80.3 83.6
GPT-4-Turbo 84.3 73.6 88.6 93.8 82.1 74.6 82.8 77.4 85.4 91.4 93.0 86.9 77.1 85.2
Avg. 69.1 63.2 77.1 88.5 69.7 62.3 71.7 69.0 63.8 79.9 88.4 75.0 63.2 73.2

Role-playing Models

CharacterGLM-6B 45.3 10.9 59.1 74.4 50.1 51.1 48.5 43.2 10.2 68.5 75.0 57.5 46.6 50.2
Ditto-Llama3 78.3 94.1 79.0 93.9 78.5 57.5 80.2 74.2 97.0 81.9 93.5 77.0 45.5 78.2
Neeko-Llama3 59.8 14.6 70.3 28.6 19.6 54.4 41.2 37.6 14.8 29.0 44.5 12.0 39.9 29.6
Baichuan-NPC-Turbo 73.6 85.9 79.4 89.4 68.3 52.8 74.9 71.1 84.8 82.8 90.1 81.7 46.3 76.1
Xingchen-plus 77.3 66.4 88.7 92.1 76.0 76.5 79.5 81.4 65.1 86.8 90.1 67.7 66.0 76.2
Avg. 66.9 54.4 75.3 75.7 58.5 58.5 64.9 61.5 54.4 69.8 78.6 59.2 48.8 62.0

Table 3: Main results of PoliSim evaluation. Sample-level columns present the results of evaluation on samples of
PoliSim, while Role-level columns report the averaged results of individuals in PoliSim-role. Best performances are
shown in bold, and suboptimal ones are underlined.

ous works (Wang et al., 2023b; Lu et al., 2024).389

This approach primarily mimics individuals lever-390

aging the internal knowledge of LLMs.391

Profile with Memory Since it’s impractical to in-392

clude all data of the individuals within the context393

of LLMs, memory modules have been incorporated394

into the agent framework, where relevant informa-395

tion is retrieved and provided to the LLMs. We396

use the BM25 algorithm (Robertson et al., 2009)397

to retrieve top-5 relevant records from the memory398

bank constructed in Sec. 3.2.399

Role-playing Models Role-playing models are400

specially trained for role-playing specific charac-401

ters, but can also be used to model untrained char-402

acters. The models either learn character knowl-403

edge from large-scale web corpus in pre-training404

or learn to role-play specific characters through405

fine-tuning (Yu et al., 2024; Lu et al., 2024).406

In summary, for the nonparametric prompting407

methods, i.e., profile and profile with memory,408

we use vanilla LLMs described in the last sec-409

tion. For the parametric training-based schema,410

we include the existing open-source role-playing411

models CharacterGLM-6B (Zhou et al., 2023), 412

Ditto (Lu et al., 2024) based on Llama-3-8B- 413

Instruct, Neeko (Yu et al., 2024) based on Llama- 414

3-8B, and close-source models Baichuan-NPC- 415

Turbo 4 and Xingchen-Plus 5. Since Ditto and 416

Neeko have not released model weights, we used 417

methods and data described in their papers for SFT. 418

4.4 Implementation Details 419

We set the temperature to 0.2 and limit the max- 420

imum token. For most questions, the limit is 32, 421

except for the UR, where it is set to 128 to generate 422

complete sentences. All input texts are format- 423

ted as conversations with consistent system mes- 424

sages, roles, and separators. The main experiment 425

is conducted based on PoliSim, while the follow-up 426

analysis experiments are based on the PoliSim-role 427

subset. More details are in Appendix C. 428

5 Experiment Results 429

In this section, we evaluate the mainstream LLMs 430

and analyze the experimental results. 431

4https://npc.baichuan-ai.com/index
5https://xingchen.aliyun.com/
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5.1 Overall Results432

Table 2 illustrates the results and we can find that:433

• How do different models perform? Llama-434

3, GPT-3.5 and GPT-4 demonstrate the most435

impressive performance across dimensions.436

Some specialized role-playing models such437

as Ditto and Baichuan perform well in the438

cognition dimension but show less advantage439

in attitude and behavior. This may be be-440

cause their training emphasizes role knowl-441

edge and other dialogue system character-442

istics, without considering enhancements443

for these aspects. CharacterGLM and Neeko444

tend to underperform compared to their gen-445

eral counterparts, i.e., ChatGLM-2 and Llama-446

3, since they are specialized for character di-447

alogues but fall short in understanding and448

following instructions. While learning to sim-449

ulate individuals, maintaining general capa-450

bilities is equally important.451

• How do different simulation schemes per-452

form? Models that integrate memory gener-453

ally outperform those relying solely on pro-454

files, particularly in attitude and behavior.455

This indicates that both overall and detailed456

data about the individuals are important457

for mimicking politicians. Besides, the degree458

of improvement from memory varies across459

models. Overall, the enhancement is more pro-460

nounced for smaller models, suggesting that461

memory mainly supplements the knowledge462

that models lack. Meanwhile, role-playing463

models show more pronounced advantages in464

certain abilities, such as the capacity to refuse465

to answer questions beyond one’s cognitive466

boundary, which may be difficult to enhance467

through context alone.468

• What are the situations for different dimen-469

sions? Most models are well-performed at470

RK of cognition dimension and IA and OA of471

attitude dimension since these questions can472

be answered with knowledge about the indi-473

vidual. However, most models are not aware474

to reject unknown questions without specific475

training. Also, the simulation of behavior476

seems to be challenging to the models. It477

shows an absence of capabilities to simulate478

individuals’ thoughtful behaviors.479

• Are there certain politicians more difficult480

Model OA EG

Acc. Sim. GPT
Rank Acc. Sim. GPT

Rank

Llama-2-7B-chat-hf 83.7 86.8 2.7 45.8 86.2 3.0
Llama-3-8B-Instruct 92.1 87.9 2.2 80.5 87.5 2.8
Vicuna-7B-v1.5 84.0 85.3 3.9 71.0 81.9 3.2
Mistral-7B-Instruct-v0.3 90.0 89.5 1.9 71.2 89.1 2.7
ChatGLM2-6B 74.8 83.5 4.2 45.9 84.4 3.3

Table 4: Evaluation of OA and EG based on PoliSim
multiple-choice questions, generated content similarity
and LLM judgment by GPT.

to simulate? We analyze errors across politi- 481

cians in Appendix D.2 and we find significant 482

variation in the simulation results across politi- 483

cians. The models perform poorly on moder- 484

ate politicians and those whose decisions de- 485

viate from their party’s mainstream positions. 486

LLMs often mispredict due to over-reliance 487

on party affiliation as a dominant signal. 488

5.2 Comparison with Generation-based 489

Evaluation 490

Although multiple-choice questions provide an ob- 491

jective measure of model performance, they sim- 492

plify the task to some extent. Thus, we conduct 493

a generation-based evaluation for OA and EG to 494

assess the consistency of results between the two 495

evaluation methods. We calculate the cosine simi- 496

larity of the generated response and the reference 497

answer. We also follow Wang et al. to instruct 498

GPT-3.5 to rank the responses and give explana- 499

tions at the same time. As shown in Table 4, for 500

open-source models, the rankings based on genera- 501

tion evaluations are generally consistent with those 502

based on multiple-choice questions, except for the 503

rankings between LLama-3 and Mistral. We prob 504

into the samples and find it difficult to determine 505

which model generates better even for human evalu- 506

ators, making such evaluation potentially unstable. 507

5.3 Relationship between Dimensions 508

Cognitive behavioral theory suggests an intercon- 509

nection between cognition, attitude, and behavior. 510

We investigate whether this applies to LLM-based 511

agents by using relevant QA pairs from the Cog., 512

Att., and Beh. dimensions as historical dialogues 513

to enhance responses in other dimensions, based 514

on the only profile settings. As shown in Figure 3, 515

cognitive information has minimal impact on atti- 516

tudes and behaviors, likely because the data lacks 517

highly relevant cognitive content. This suggests 518
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Figure 3: Improvement of performance after cognition,
attitude and behavior enhancement through in-context
learning. In the Cog. dimension, only RK is involved in
the calculation since UR consists of irrelevant questions
to the individuals, so it is unreasonable to retrieve related
questions from the other two dimensions.

that enhancing irrelevant cognition doesn’t improve519

responses. In contrast, enhancing attitudes signifi-520

cantly and consistently influences the other dimen-521

sions. However, behavior’s predictive power for522

attitudes is limited, possibly due to the insufficient523

detail in a single behavior record to fully capture524

ideological perspectives.525

5.4 Leveraging Internal Reasoning Process526

Besides relying on external components such as527

memory modules or additional training, we are cu-528

rious about whether the simulation can be improved529

by leveraging LLMs’ ability to model the internal530

thought processes of politicians. To investigate this,531

we explored two strategies: (1) Chain of Thought532

(CoT) (Wei et al., 2022): we prompt the agents to533

recall his or her personality, experiences, prefer-534

ences and values first, and then answer. (2) Belief-535

Desire-Intention (BDI) (Rao and Georgeff, 1997;536

Adam and Gaudou, 2016): the BDI framework is537

a classical tool for modeling the decision-making538

process of politicians. We prompt the agents to539

write down his or her belief, desire and intention540

before answering. The details can be found in Ap-541

pendix B. Figure 4 shows that these strategies can542

improve the performance of Llama-3 and Mistral,543

while hugely damaging the instruction-following544

ability of Vicuna, resulting in a substantial decrease545

in performance. It is the result of the fact that Vi-546

cuna can not generate effective reasoning processes547

as it often jumps out of the setting and claims to be548

an AI model. This further underscores that accu-549

rately simulating internal thought processes is the550

basis for modeling actual interactions.551

5.5 Impact of the Form of Knowledge552

Although existing work has explored providing role553

knowledge to models through external memory554

Llama-3 Vicuna Mistral
Models

30

40
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60

70

80

90

Ac
c.

(a)
Profile
w/ Memory
w/ CoT
w/ BDI

Llama-3 Vicuna Mistral
Models

50

60

70

80

90

100

Ac
c.

(b)
Profile
w/ Memory
w/ CoT
w/ BDI

Llama-3 Vicuna Mistral
Models

30

40

50

60

70

80

90

Ac
c.

(c)
Profile
w/ Memory
w/ CoT
w/ BDI

RK

URIA

OA

EG DE

(d)

Profile
w/ SFT
w/ Memory

Figure 4: (a)-(c): Performance on Cog., Att. and Beh.
under the profile settings, with memory, CoT and BDI.
(d) Average performance of Llama3, Vicuna and Mistral
on different dimensions under the profile settings with
different knowledge augmentation methods.

modules or parameter training, a comparative anal- 555

ysis of these approaches has yet to be conducted. 556

We performed an experiment to determine whether 557

providing the same information as memory within 558

the prompt or integrating it through supervised fine- 559

tuning (SFT) is more effective. Specifically, we 560

convert the memory records retrieved into QA pairs 561

using Llama-3. For example, an original statement 562

about abortion could be transformed into a question 563

asking for the individual’s view on abortion and 564

the response. We then use these dialogue data to 565

fine-tune the models using LoRA (Hu et al., 2022). 566

Figure 4(d) illustrates that although SFT may show 567

improvements in certain dimensions such as RK 568

and OA, it is prone to overfitting, which can lead 569

to a significant decline in capabilities in UR. The 570

memory-based method is more stable across di- 571

mensions, benefiting from the explicit and direct 572

information provided through natural languages. 573

6 Conclusion 574

In this paper, we introduce PoliSim for evaluat- 575

ing LLM-based agents in politician simulation, 576

grounded in cognitive behavioral theory. We evalu- 577

ate agents across cognition, attitude, and behavior 578

dimensions by re-formulating real-world data. Ex- 579

periments reveal that strong base models with pro- 580

files and memory perform best, but behavior proves 581

to be challenging for all models. To improve, mod- 582

eling attitude can enhance other dimensions and 583

effective modeling of internal processes is crucial 584

for simulating politicians. 585
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Limitations586

Although we have constructed evaluation data587

across multiple dimensions as comprehensively as588

possible from real-world data, some limitations still589

remain:590

• Simplification of Politician Behaviors: Cur-591

rently, our focuses on evaluating mainstream592

simulation methods rather than proposing new593

models to capture the more complex inter-594

nal processes of politicians. Internal strategic595

considerations and audience-focused reason-596

ing may represent additional important dimen-597

sions worth investigation. However, obtaining598

comprehensive data on politicians’ context,599

audience, and internal thought processes is600

challenging. Given these limitations, rather601

than modeling these unverifiable intermediate602

processes, we directly evaluate whether the603

behavioral outcomes align with those of the604

corresponding individuals.605

• Insufficient Interactive Evaluation: Cur-606

rently, except for the EG task, which includes607

group dynamics, all other evaluation tasks608

are single-turn, potentially missing simula-609

tion challenges unique to dynamic interac-610

tions. However, existing public data, whether611

from authoritative sources or political web-612

sites, primarily consist of static records with-613

out rich context. Apart from a very few politi-614

cians, such as presidents who have debate and615

other interactive data, it is challenging to ob-616

tain such data for most individuals. Thus, it is617

temporarily unavailable to objectively evalu-618

ate the consecutive behaviors of agents. Due619

to this condition, our benchmark still needs620

improvement. But we want to emphasize that621

given the current lack of even static, multi-622

dimensional evaluation frameworks, our work623

at least fills this gap.624

• Potential Bias in Data Construction: We re-625

mind readers that using the proprietary model626

for dataset construction may introduce poten-627

tial bias, which might make the tasks easier628

for the data generator model, i.e., GPT-3.5.629

This is a general systemic bias for benchmarks630

using model synthetic data. We will work on631

more data synthetic methods to minimize such632

risk.633

Ethical Statement 634

We have minimized the ethical concerns as follows: 635

• Data Collection and Privacy: The data we 636

use is completely available to the public and 637

does not contain any information about pri- 638

vacy. 639

• Benefit and Potential Misuse: This paper 640

aims to evaluate and improve LLMs’ abil- 641

ity to simulate political actors, helping the 642

public understand their representatives’ posi- 643

tions and behaviors on key issues, and laying 644

the foundation for applications such as policy 645

simulation and event simulation. However, 646

LLMs could be misused for other risky pur- 647

poses, such as deepfakes, where features like 648

speaking style are crucial. Therefore, we have 649

avoided simulating these dimensions. 650
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Figure 5: Word clouds of questions of different dimen-
sions.

A Data 943

A.1 Memory Data 944

We collect public statements and voting records be- 945

fore 2023 from multiple sources, i.e., Twitter (Mou 946

et al., 2023), VoteSmart, and Legiscan. In total, 947

we have 3,045,530 records, 1,843,805 from tweets, 948

1,157,540 from voting records and 44,185 from 949

statements. 950

A.2 Evaluation Data 951

Data Source For most dimensions, we use data 952

after 2023 to construct evaluation questions in order 953

to minimize data leakage as much as possible. Only 954

for the EG dimension we use debate data from the 955

112th to 114th sessions, as this is the most recent 956

data extracted from previous work (Gentzkow et al., 957

2018). We have supplemented the anonymization 958

experiments to mitigate the impact of this data leak- 959

age. 960

Diversity Figure 5 shows the word clouds of the 961

questions in different dimensions, showing that 962

diverse topics have been involved. 963

B Prompt Details 964

B.1 Prompt for Evaluation Data Construction 965

Profile Generation We crawl the biographies 966

of politicians from the website of congress and 967

rephrase the structural information into natural lan- 968

guages using GPT-3.5. 969

Question Generation for Cognition Dimension 970

We prompt GPT-3.5 to generate questions, answers 971

and options from given wiki pages. The prompt for 972

question generation is inspired by (Lu et al., 2024). 973
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Prompt for Profile Generation

Given the following observation about
{name}, please summarize the relevant
details from the profile. His or her profile
information is as follows:

Name: {name}
Profile Text: {text}
Party Affiliation: {party}
Represents State: {state}
Please avoid repeating the observations
or sources of the content. Please directly
summarize what kind of person this is:
Summary:

974

Prompt for Question Generation

You are skilled at designing questions for
specific characters based on background
information, as follows you will be
provided with information for two
characters:

[Character A] The name is {la-
bel1}, the description is {description1}.
Here is an introduction to Character A:
{wiki1}

[Character B] The name is {la-
bel2}, the description is {description2}.
Here is an introduction to Character B:
{wiki2}

Please design 3 questions that Character
A can answer, but are not suitable for
Character B to answer. The questions
should strictly conform to Character A’s
era background and character setting, but
go beyond the era, genre, occupation,
age, knowledge, etc., settings of Char-
acter B, therefore Character B cannot
answer them. Provide an explanation
with each question, explaining why
Character A can answer it but Character
B cannot.

Please use as casual language as
possible to ask questions, and try to use
the second person for questioning, such
as "Who are you?". Please respond in
English. Please return the results in the
following JSON structure:
[{{"question": str, "explanation": str}}]

975
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Prompt for Response Generation

Please answer the questions according
to your identity! When encountering
questions that do not match your identity,
please refuse to answer the question
in the role of {label}, and explain the
reason for refusal step by step based on
your identity. Please do not step out
of your role! Please avoid repeatedly
restating your identity or name.

You are {label}, your description
is {description}.
Here is your introduction:
{wiki}

Question: {question}
976

Prompt for Option Generation

You are a multiple-choice generator.
Given a Character and his relevant knowl-
edge, a question to the Character and his
answer, you need to generate three addi-
tional incorrect option answers. The op-
tions need to go beyond the knowledge of
the Character but keep the original tone
and first person. Please ensure their plau-
sibility and confusion with the original
answer at the same time.
Character: {label}
Knowledge: {description} {wiki}
Question: {question}
Answer: {gt_response}
Please return the options in the format of:
Option1: option1
Option2: option2
Option3: option3

977

B.2 Question Generation for Attitude978

Dimension979

To construct the questions for opinion alignment,980

we re-generate questions based on crawled state-981

ments:982

Prompt for Question Generation of OA

Here is a piece of statement by {name}:
"{statement}"
Give a simple question to which {name}
can respond with this statement.

983

B.3 Prompt for Question Answering in 984

PoliSim 985

Here, we list the prompt used in the question an- 986

swering in PoliSim. For only profile and role- 987

playing model settings, we use the system prompt 988

to assign the identity. For profile+memory setting, 989

we retrieve and provide the memory through the 990

user prompt. For multiple-choice questions, we 991

follow (Li et al., 2023) to provide an unrelated 992

question to guide the LLMs output in the required 993

format. For the generation task, i.e., UR, we do not 994

provide this sample. 995

Prompt for Question Answering without
Memory

System prompt: You are {name}. {pro-
file}
User prompt: Please answer the question
and output your choice: Which of the
following cities is located in the United
States? Options: (A) New York; (B)
Tokyo; (C) Beijing; (D) Paris.
Assistant Prompt: (A) New York
User prompt: Now please answer the
question and output your choice: {ques-
tion}

996

Prompt for Question Answering with
Memory

System prompt: You are {name}. {pro-
file}
User prompt: Please answer the question
and output your choice: Which of the
following cities is located in the United
States? Options: (A) New York; (B)
Tokyo; (C) Beijing; (D) Paris.
Assistant Prompt: (A) New York
User prompt: Your historical memory is:
{memory}
Now please answer the question and out-
put your choice: {question}

997
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Model
Cog. Att. Beh.

w/ anon. w/ anon. w/ anon.
Acc. Acc. Acc. Acc. Acc. Acc.

Only Profile

Llama-2 52.0 42.7 77.3 77.3 43.5 42.0
Llama-3 75.8 75.4 90.0 89.9 65.9 68.8
Vicuna 37.0 40.5 79.5 79.3 58.2 57.5
Mistral 76.8 67.7 86.4 87.8 59.4 58.3
ChatGLM-2 26.4 27.6 72.4 72.3 52.2 50.5

Profile+Memory

Llama-2 54.4 43.0 74.7 80.4 54.6 51.9
Llama-3 79.5 74.5 88.3 90.0 77.0 75.6
Vicuna 56.9 47.3 83.3 83.7 66.6 64.7
Mistral 71.2 62.7 85.6 87.9 68.9 69.5
ChatGLM-2 40.9 38.1 72.5 73.2 51.7 51.0

Table 5: Performance of open-source models with and
without anonymization strategies.

B.4 Prompt with CoT / BDI998

Prompt with CoT

Read the question and write your person-
ality, experience, preferences and values.
Question: {question}

999

Prompt with BDI

Read the question and write your BE-
LIEF, DESIRE and INTENTION.
Question: {question}

1000

C Implementation Details1001

Our benchmark and the evaluation framework are1002

PyTorch-based. All experiments are conducted on1003

8 NVIDIA GeForce RTX 4090 24GB GPUs. Dur-1004

ing the evaluation, half precision is used to acceler-1005

ate the process. Since the cost of LLM inference1006

can be very high and our data size is larger than1007

previous work (Wang et al., 2023b; Shen et al.,1008

2023; Chen et al., 2024a), we only run once for1009

each model. We follow Li et al. to prepend an1010

in-context sample to guide the models to gener-1011

ate responses in the desired format and shuffle the1012

options to reduce bias brought by option marks.1013

D Supplementary Experiment1014

D.1 Data Leakage and Anonymization1015

Compared to previous character data based on1016

fictional scripts, even though we adopt a better1017

Model Cog. Att. Beh.

RK UR IA OA EG DE

Llama-2-7B-chat-hf 26.97 25.13 14.76 11.37 30.77 43.95
Llama-3-8B-Instruct 27.04 19.17 10.54 6.96 23.33 38.38
Vicuna-7B-v1.5 28.15 24.01 18.20 11.44 27.81 38.93
Mistral-7B-Instruct-v0.3 25.61 21.65 15.17 10.59 27.86 38.44
ChatGLM2-6B 26.10 29.02 12.62 14.60 28.52 16.15
GPT-3.5-Turbo 25.22 23.97 13.59 9.84 23.02 27.80
GPT-4-Turbo 24.41 18.09 13.49 7.18 16.82 18.42

Table 6: std of performance across politicians in the
simulation of "only profile" settings.

strategy by constructing recent data for testing pur- 1018

poses, there is still a risk of data leakage. The data 1019

used might have already appeared in the model’s 1020

pre-training data. To address this, we adopt an en- 1021

tity replacement strategy (Xu et al., 2024), using 1022

[Character A] to anonymize the individuals. Ta- 1023

ble 5 indicates that anonymization has the greatest 1024

impact on the simulation of cognition. It is rea- 1025

sonable, as assessing a person’s knowledge and 1026

cognitive boundaries must be based on his or her 1027

real identity, while attitudes and behaviors can be 1028

partly inferred through the reading comprehension 1029

of the profile. 1030

D.2 Performance across Politicians 1031

In Table 6, we calculate the variance in per- 1032

formance at the role-level in Table 3 and analyze 1033

specific cases. By doing this, we found significant 1034

variation in the simulation results across politicians. 1035

For some moderate politicians (as inferred from 1036

their ideological positions on GovTrack), such as 1037

McHenry, Patrick T., Scalise, Steve, and Bishop, 1038

Sanford D, the models achieved the lowest accu- 1039

racy on more than half of the dimensions. Addition- 1040

ally, there are some politicians who make choices 1041

on certain issues that are not aligned with the main- 1042

stream of their party. LLMs tend to rely heavily on 1043

the strong signal of party affiliation, which leads to 1044

prediction errors in these cases. 1045
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