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Abstract

Generative models for 3D drug design have
gained prominence recently for their potential
to design ligands directly within protein pockets.
Current approaches, however, often suffer from
very slow sampling times or generate molecules
with poor chemical validity. Addressing these
limitations, we propose Semla, a scalable E(3)-
equivariant message passing architecture. We
further introduce a molecular generation model,
SemlaFlow, which is trained using flow match-
ing along with scale optimal transport, a novel
extension of equivariant optimal transport. Our
model produces state-of-the-art results on bench-
mark datasets with just 100 sampling steps. Cru-
cially, SemlaFlow samples high quality molecules
with as few as 20 steps, corresponding to a two
order-of-magnitude speed-up compared to state-
of-the-art, without sacrificing performance. Fur-
thermore, we highlight limitations of current eval-
uation methods for 3D generation and propose
new benchmark metrics for unconditional molec-
ular generators. Finally, using these new metrics,
we compare our model’s ability to generate high
quality samples against current approaches and
further demonstrate SemlaFlow’s strong perfor-
mance.

1. Introduction
Generative models for 3D drug design have recently seen
a surge of interest due to their potential to design binders
directly within protein pockets. Some recently proposed
models have attempted to directly generate ligands within
protein pockets (Peng et al., 2022; Guan et al., 2023; Schneu-
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ing et al., 2022). More thorough analysis, however, revealed
that many of these models generate ligands with unrealistic
binding poses (Harris et al., 2023). Others have attempted
to train unconditional 3D molecular generators as a starting
point (Hoogeboom et al., 2022; Song et al., 2024; Vignac
et al., 2023; Hua et al., 2024; Morehead & Cheng, 2023;
Xu et al., 2024; Le et al., 2023). Specifically, models which
apply diffusion (Ho et al., 2020; Song et al., 2020) to molec-
ular coordinates have been particular popular. However,
these models also suffer significant practical limitations;
namely, they almost all require hundreds or even thousands
of forward passes during generation, making them impracti-
cal for most downstream applications. Many also generate
chemically unrealistic or poor quality samples when applied
to datasets of drug-like molecules.

For molecular generators which represent molecules as
strings or 2D graphs, fine-tuning for specific protein pockets
has proven very fruitful (Blaschke et al., 2020; Loeffler et al.,
2024; Atance et al., 2022) and is currently standard practice
in the field. Frequently, these models are guided into opti-
mised chemical spaces using reinforcement learning (RL).
This approach, while very effective, requires that high qual-
ity molecules can be sampled very quickly. Existing 3D
molecular generators, which use fully-connected message
passing, exhibit very poor scaling to larger molecules and
larger model sizes. State-of-the-art unconditional genera-
tors (Vignac et al., 2023; Le et al., 2023) take minutes to
sample a single batch, making them impractical for RL-
based fine-tuning.

In this work we tackle this problem from two directions.
Firstly, we introduce a novel equivariant architecture for 3D
molecular generation which exhibits significantly better ef-
ficiency and scalability than existing approaches. Even with
3 times as many parameters as the current state-of-the-art,
our model processes a batch of molecules more than twice
as quickly. Secondly, we introduce a novel type of optimal
transport, scale optimal transport, which extends equivari-
ant optimal transport (Klein et al., 2024; Song et al., 2024)
to account for different sizes of molecules. Using our model
architecture, we then train an unconditional molecular gen-
erator, SemlaFlow, using flow matching with scale optimal
transport. With only 100 sampling steps our model outper-
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Figure 1. An overview of our approach. Firstly, prior coordinate noise is sampled according to the respective scale of the molecules (atom
and bond type noise is not shown for brevity). Our trained model, SemlaFlow, transports this noise to the data distribution to generate a
molecular sample.

forms all existing approaches on two benchmark datasets.
We further show that with as few as 20 sampling steps Sem-
laFlow’s performance is comparable to the existing state-of-
the-art while producing a 2-orders-of-magnitude speedup
in sampling times. Finally, we highlight issues with cur-
rent evaluation metrics and introduce two new benchmark
metrics for unconditional molecular generation to combat
these. We provide an overview of our molecular generation
approach using scale optimal transport in Figure 1.

2. Background
Flow Matching Flow matching seeks to learn a generative
process which transports samples from a noise distribution
pnoise to samples from a data distribution pdata. Conditional
flow matching (CFM) has emerged in different flavors as
an effective way to train flow matching models (Albergo
& Vanden-Eijnden, 2023; Liu et al., 2022b; Lipman et al.,
2022). CFM works in a simulation-free manner by inter-
polating between noise and a data sample x1 ∼ pdata(x1).
To do this a time-dependent conditional flow pt|1(·|x1) is
defined, from which a conditional vector field ut(xt|x1) can
be derived. Typically, a model vθt (xt) is trained to regress
the vector field, but other formulations (Campbell et al.,
2024; Stark et al., 2023) have trained a model to estimate
the distribution pθ1|t(·|xt), which reconstructs clean data
from noisy data. The vector field can then be constructed
using the expectation:

vθt (xt) = Ex̃1∼pθ
1|t(x1|xt)([ut(xt|x̃1)]) (1)

Samples can then be generated by integrating the vector
field with an arbitrary ODE solver.

The static optimal transport (OT) problem seeks to identify
a coupling π between samples from two distributions that

minimises a cost function (Monge, 1781). Identifying the π
which is the 2-Wasserstein OT map defined by

W 2
2 = inf

π∈Π

∫
c(x0, x1)π(dx0,dx1) (2)

where c(x0, x1) = ∥x0 − x1∥2 is the cost function and Π
is the set of all couplings, has proven to be a successful
strategy to improve the efficiency of CFM. Previous work
has proposed mini-batched (Pooladian et al., 2023; Tong
et al., 2023) and group equivariant (Klein et al., 2024; Song
et al., 2024) variations of this. In equivariant OT, the cost
function is replaced by ming∈G ĉ(x0, x1) = ∥x0 − Tgx1∥2
where Tg is a linear representation of g ∈ G (Serre et al.,
1977).

Invariance and Equivariance Group invariance and
equivariance are crucial properties to consider when de-
signing models for 3D molecular generation. For a group
G, if Tg and Pg are linear representations of a group el-
ement g ∈ G, then a probability density p(x) is consid-
ered invariant with respect to G iff p(Tgx) = p(x) for all
g ∈ G, and a function f is considered equivariant to G iff
Tg(f(x)) = f(Pg(x)) for all g ∈ G.

Köhler et al. (2020) showed that, if a base density p0(x0)
is G-invariant and a target density p1(x1) is generated by
following a G-equivariant vector field, then p1(x1) is also
G-invariant. We use this finding to ensure that the density of
molecular coordinates learned by our model is G-invariant
by only applying equivariant updates and sampling coordi-
nate noise from an isotropic Gaussian. For molecular gen-
eration we are concerned with the group G = E(3) × SN

where E(3) is the Euclidean group in 3 dimensions, encom-
passing translations, rotations and reflections, and SN is the
symmetric group for a set with N elements – the group of
all possible permutations.
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3. The Semla Architecture
Existing state-of-the-art models for 3D molecular genera-
tion (Hoogeboom et al., 2022; Vignac et al., 2023; Le et al.,
2023) use fully-connected, multi-layer perceptron (MLP)-
based message passing layers. However, the computational
cost of such layers scales quadratically in both the feature
dimension and the number of atoms. Consequently, these
layers become a significant computational bottleneck when
scaling to larger, drug-like molecules.

To alleviate this problem we propose Semla - a scalable
equivariant model which uses multi-head latent graph
attention, where message passing is performed on com-
pressed latent representations. This extension allows us
to scale the dimensionality of the node features and the
number of learnable model parameters without leading to
prohibitory increases in computational cost. We illustrate
the Semla architecture in Fig. 2 and further expand on each
component below.

Similarly to previous approaches, Semla makes use of E(3)
invariant and equivariant features. Enforcing group symme-
try provides strong inductive biases and improves sample
complexity (Bietti et al., 2021; Tahmasebi & Jegelka, 2023;
Hoogeboom et al., 2022). However, unlike previous molec-
ular generation models, Semla does not distinguish between
molecular coordinates and equivariant feature vectors, but
rather treats them as a single learnable representation, which
we refer to as coordinate sets. Coordinate sets are analo-
gous to the sets of 3D geometric equivariant vectors found
in other equivariant architectures (Jing et al., 2020; Schütt
et al., 2021; Le et al., 2022). We argue that this representa-
tion has two key benefits over previous molecular generation
approaches. Firstly, learnable coordinate sets provide much
more expressivity than models which store only one set of
coordinates per molecule (Hoogeboom et al., 2022; Vignac
et al., 2023). Additionally, a joint representation of equivari-
ant features allows for a simpler update mechanism – we can
simply apply linear projections (without bias) to create and
update the coordinate sets while maintaining equivariance.

To ensure stable training we use normalisation layers
throughout the model. LayerNorm (Ba et al., 2016) is ap-
plied to invariant features, and, for equivariant features, we
adapt the normalisation scheme from MiDi (Vignac et al.,
2023) to allow for multiple coordinate sets. We hypothesise
that this allows coordinate sets to learn equivariant features
of different length scales, which helps to circumvent the
problem of molecules of different sizes being normalised to
have the same average vector norm. We further extend the
normalisation to ensure that coordinates are zero-centred.
An additional zero-centering, which we apply at the end
of the model, ensures that the learned density is transla-
tion invariant (Garcia Satorras et al., 2021; Xu et al., 2022).
For the remainder of this paper we will use ϕinv(·) and

ϕequi(·) to refer to the normalisation functions for invariant
and equivariant features, respectively.

Throughout this paper we denote invariant and equivariant
features for an atom i as hi ∈ RD and xi ∈ RS×3, respec-
tively, where D is the model dimension and S is the number
of coordinate sets. We also use N to refer to the number
of atoms in the molecule. To simplify the notation we as-
sume that operations applied to xi implicitly correspond
to the concatenation of the results of the operation applied
to individual vectors, unless we make the coordinate set
explicit using a superscript. For example, the norm of xi is
implicitly applied as ∥xi∥ =

[
∥x1

i ∥, ∥x2
i ∥, . . . , ∥xS

i ∥
]
.

3.1. Feature Feed-forward

The feed-forward component provides a simple feature up-
date mechanism while also allowing the exchange of in-
formation between invariant and equivariant features. The
feed-forward update is given as follows:

h̃k = ϕinv(hk) x̃k = W1
θϕequi(xk) (3)

hff
i = hi +Φθ(h̃i, ∥ϕequi(xi)∥) (4)

xff
i = xi +W2

θ

 S∑
j=1

x̃j
i ⊗Ψθ(h̃i)

 (5)

where Φθ and Ψθ are learnable multi-layer perceptrons,
W1

θ ∈ RP×S and W2
θ ∈ RS×P are learnable weight ma-

trices with hyperparameter P , and ⊗ is the outer product.
For simplicity we set P = M , the message size, which
is defined below. Similarly to the transformer architec-
ture (Vaswani et al., 2017), Φθ linearly maps features to 4D,
applies a non-linearity (we use SiLU (Elfwing et al., 2018)
throughout) and then maps back to the model dimension D.

3.2. Equivariant Graph Attention

In this section, we introduce a novel attention mechanism
for 3D graph structures. Like previously proposed attention
mechanisms for equivariant architectures (Satorras et al.,
2021; Le et al., 2022; Liao & Smidt, 2023), our model
computes pairwise messages using a multi-layer perceptron
(MLP). These pairwise messages are then split in two and
passed to attention mechanisms for invariant and equivariant
features, respectively. We describe each of these compo-
nents in more detail below.

Latent Message Passing Pairwise messages are com-
puted using a 2-layer MLP which combines invariant node
features with pairwise dot products from the coordinate sets.
Similarly to previous approaches we compute messages be-
tween all pairs of nodes in the graph. Unlike models such
as EGNN (Satorras et al., 2021), MiDi (Vignac et al., 2023)
and EQGAT (Le et al., 2022), however, we first compress
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Figure 2. Architectural overview of a full Semla model (left) and one Semla layer (right).

the invariant node features into a smaller latent space, with
dimensionality M , using a learnable linear map. This re-
duces the computational complexity of the pairwise MLP
from O(N2D2) to O(N2M2) where M ≪ D, leading to a
significant reduction in the compute and memory overhead
of the MLP, especially on larger molecules. It also allows
us to scale the size of the invariant node features, D, inde-
pendently of M . Formally, messages between nodes i and
j, which are split into invariant and equivariant attention
components, are computed as follows:

(m
(inv)
i,j ,m

(equi)
i,j ) = Ωθ(h̃i, h̃j , x̃i · x̃j) (6)

h̃k = W3
θϕinv(h

ff
k) x̃k = ϕequi(x

ff
k) (7)

where Ωθ is the pairwise message MLP and W3
θ ∈ RM×D

is a learnable weight matrix.

Invariant Feature Attention Once messages have been
computed a softmax operation is applied to produce atten-
tion weights between pairs of nodes. These weights are
then used to aggregate node features by taking a weighted
average. Since the message vectors can, in general, be
smaller than the node features, each scalar in the message
vector attends to a fixed number of scalars within the node
feature vectors. We note that this attention implementa-
tion generalises the attention mechanism found in EQGAT

and related models such as the Point Transformer (Zhao
et al., 2021), where each scalar in the message attends to
exactly one scalar in the node features, and is very closely
related to the multi-head attention mechanism adopted in
GAT (Veličković et al., 2018; Brody et al., 2021) and the
Transformer (Vaswani et al., 2017). We also make use of the
recently proposed variance preserving aggregation mecha-
nism (Schneckenreiter et al., 2024), which corresponds to
multiplying the attended vectors by weights wk

i . Overall,
our invariant feature attention is computed as:

αk
i,j =

exp(mk,(inv)
i,j )∑N

j′=1 exp(mk,(inv)
i,j′ )

wk
i =

√√√√ N∑
j=1

αk
i,j (8)

h̃i = W4
θϕinv(h

ff
i ) aki =

N∑
j=1

αk
i,jh̃

k
j (9)

hout
i = hff

i +W5
θ

(∥∥∥K
k=1

wk
i a

k
i

)
(10)

where W4
θ ∈ RD×D and W5

θ ∈ RD×D are learnable
weight matrices and ∥ is the concatenation operation. Here,
node features are split into K equally sized segments and
each scalar attention score αk

i,j attends to one segment h̃k
j .

For simplicity we use K = M , the message size, which is
128 in all of our experiments.
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Equivariant Feature Attention Similarly to the invariant
features, messages for the equivariant features are used to
apply an attention-based update. The attention function ap-
plied here is line with previous work (Satorras et al., 2021;
Vignac et al., 2023; Le et al., 2022), however we extend
it to allow for multiple coordinate sets. Notably, we also
find the use of softmax normalisation on raw messages to
be beneficial for overall model performance. Analogously
to the invariant feature attention, we also apply variance pre-
serving updates to the equivariant features. Semla attention
for equivariant features is therefore defined as follows:

x̂i,j =
x̃j − x̃i

∥x̃j − x̃i∥
x̃k = W6

θϕequi(x
ff
k) (11)

αk
i,j =

exp(mk,(equi)
i,j )∑N

j′=1 exp(mk,(equi)
i,j′ )

(12)

aki =

N∑
j=1

αk
i,j x̂

k
i,j wk

i =

√√√√ N∑
j=1

αk
i,j (13)

xout
k = xff

k +W7
θ

( [
w1

i a
1
i , . . . , w

K
i aKi

]T )
(14)

3.3. Overall Architecture

As shown in Fig. 2 a full Semla model consists of a stack
of L Semla layers along with embedding layers and MLPs
for encoding the atom and bond types, and MLP prediction
heads for producing unnormalised distributions for atoms,
bonds and formal charges. Unlike EQGAT, our model does
not carry edge features throughout the network. Instead,
the first layer embeds bond information into the node fea-
tures by passing the encoded bond features into the pairwise
message module. Analogously, the final layer produces pair-
wise edge features which are then further updated through
a bond refinement layer at the end of the network. This
layer acts in a similar way to the pairwise message block
described above but only updates the edge features. Absorb-
ing bond information into the node features like this leads to
a further increase in the efficiency of our model and, in our
experiments, had little impact on generative performance.

All models we present in this paper are constructed from 12
Semla layers, with D = 512, M = 128 and S = 64. This
corresponds to approximately 40M learnable parameters,
which is more than 3 times as many than the current state-of-
the-art, EQGAT-diff (Le et al., 2023). Despite this additional
expressivity, our model processes batches more than twice
as fast due to the efficiency improvements outlined above.
We discuss this in more detail in the experiments section,
below.

4. Flow Matching for Molecular Generation
To assess the ability of Semla to model distributions with
E(3) × SN symmetry we apply conditional flow match-
ing (Lipman et al., 2022; Albergo & Vanden-Eijnden, 2023;
Albergo et al., 2023; Liu et al., 2022b) with optimal trans-
port to create a generative model for molecules, which we
refer to as SemlaFlow. In this section we outline the train-
ing and sampling procedure for SemlaFlow with molecular
structures. In the following we represent each molecule by
a tuple z = (x,a,b, c) of coordinates, atom types, bond
types and formal charges, respectively.

Training SemlaFlow As shown in existing conditional
flow matching frameworks (Lipman et al., 2022; Albergo
& Vanden-Eijnden, 2023; Campbell et al., 2024), train-
ing proceeds by firstly sampling: noise z0 ∼ pnoise(z0);
data z1 ∼ pdata(z1); and a time t ∈ [0, 1], and using
these to sample from the time-dependent conditional flow
zt ∼ pt|1(z|z0, z1). In practice, we apply scale optimal
transport (OT) and sample noise from the scaled distribu-
tion pπnoise(z0|n), where n is the number of atoms. We
discuss this further, along with the OT transformation ap-
plied to the noise during training below. Previous work on
molecular structure generation has found it beneficial to
train models to predict data directly rather than noise (Le
et al., 2023) or a vector field (Stark et al., 2023). SemlaFlow
is therefore trained to learn a distribution pθ1|t(z1|zt) which
predicts clean data from interpolated data using a Semla
model with parameters θ. Different conditional flows are
used for continuous and discrete data. For coordinates, we
apply a linear interpolation with the addition of a small
amount of Gaussian noise. Atom and bond types are sam-
pled according to the recently proposed discrete flow models
(DFM) framework (Campbell et al., 2024). The joint molec-
ular interpolation is therefore given as follows:

xt ∼ N (tx1 − (1− t)x0, σ
2) t ∼ Beta(α, β) (15)

at ∼ Cat(tδ(a1) + (1− t)
1

|A|
) (16)

bt ∼ Cat(tδ(a1) + (1− t)
1

|B|
) (17)

Where A and B are the sets of atom and bond types, respec-
tively, and δ(·) is the one-hot encoding operation. We use
(α, β) = (2.0, 1.0) and σ = 0.2 for all models presented in
this paper. Notably, although our model predicts the formal
charge for each atom, the charges do not participate in the
generative flow-matching process and so there is no need to
interpolate them.

After sampling a predicted molecule z̃1 ∼ pθ1|t(z1|zt) where

z̃1 = (x̃1, ã1, b̃1, c̃1), the model is trained with a mean-
squared error loss function (LMSE) for coordinates, and
cross-entropy losses (LCE) for atom types, bond types and
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charges. The final loss for the model is then given by the
weighted sum:

LSemlaFlow = λxLMSE(x̃1,x1) + λaLCE(ã1,a1) (18)

+λbLCE(b̃1,b1) + λcLCE(c̃1, c1) (19)

We also make use of self-conditioning, which was originally
proposed for diffusion models as way of reusing the model’s
previous prediction when sampling (Chen et al., 2023). To
create a self-conditioned SemlaFlow model, we adopt the
same training procedure as HarmonicFlow (Stark et al.,
2023). We provide further details on this, along with the
hyperparameters used for SemlaFlow, in Appendix C.

Sampling Molecules Once we have trained a SemlaFlow
model, molecules can be generated by, firstly, sampling
noise z0 ∼ pπnoise(z0|n), and then integrating the ODE
corresponding to the conditional flow pt|1 from t = 0 to
t = 1. For coordinates, the vector field corresponding to
our choice of conditional flow is given by x̃1 − x0 where
x̃1 is sampled from pθ1|t as shown above. We then apply
an Euler solver to integrate the ODE with step sizes ∆t as
follows: xt+∆t = xt +∆t(x̃1 − x0). We refer readers to
DFM (Campbell et al., 2024) for the sampling procedure
for atom and bond types. In practice, we found that taking
logarithmically spaced steps resulted in better performance
than using constant step sizes.

Scale Optimal Transport For molecular distributions the
average length between atom coordinates and the centre of
the molecules increases with the number of atoms N . In
polymer theory the standard deviation of atom coordinates
within self-avoiding polymer chains has been shown to scale
with

√
N , known as the Flory radius (Rubinstein & Colby,

2003). Typically, however, for molecular generation models,
coordinate noise is sampled from a unit Gaussian which
doesn’t reflect differences in molecular sizes. Instead we
sample from a Gaussian distribution with a variance that
depends on N , the number of atoms in x1. We produce a
sample xπ

0 from the noise distribution pπnoise during training
and inference as follows:

xπ
0 =

{
fπ(x0,x1) training
x0 inference

x0 ∼ N (0, σ2
N )

(20)

Where fπ(x0,x1) is the equivariant optimal transport (Klein
et al., 2024; Song et al., 2024) transformation which corre-
sponds to applying a permutation and rotation which min-
imises the transport cost (in this case the mean-squared
error) between x0 and x1. Since existing 3D generative
models already require N to be known at inference time,
no additional restrictions are placed on the sampling when
using scale OT.

Since it applies to long polymer chains, we consider the
Flory radius as an upper-bound for small molecule drugs,
and empirically find σN = k log(N) with k = 0.2 to be a
good fit for a dataset of drug-like molecules. In Appendix A
we provide further details on this approach and show that
it leads to a significant reduction in the transport cost com-
pared to equivariant optimal transport, especially for smaller
molecules.

5. Experiments
In this section we provide results on benchmark 3D molec-
ular generation tasks and compare the performance of
our model to existing state-of-the-art approaches. In Ap-
pendix B, we provide results on ablation experiments which
show how different components of the training, such as scale
OT and self conditioning, affect performance on molecular
generation tasks. We also provide samples from a Sem-
laFlow model trained on GEOM Drugs in Appendix D.

Evaluation Setup Two benchmark datasets, QM9 (Ra-
makrishnan et al., 2014) and GEOM Drugs (Axelrod &
Gomez-Bombarelli, 2022), are used to assess SemlaFlow’s
abilities as an unconditional molecular generator. Since
QM9 contains only very small molecules GEOM Drugs
serves a more useful benchmark for distinguishing model
performance. We therefore provide the results on QM9
in Appendix B and discuss the GEOM Drugs results here.
For both datasets we use the same data splits as MiDi and
EQGAT-diff. To improve training times, however, we dis-
card molecules with more than 72 atoms from the GEOM
Drugs training set. This corresponds to about 1% of the
training data. Validation and test sets are left unchanged. All
metrics for SemlaFlow presented below are calculated by,
firstly, sampling molecule sizes from the test set, and then
generating molecules with the sampled number of atoms
using the model, as outlined above. We use standard bench-
mark evaluation metrics: atom stability; molecule stability;
validity; uniqueness; and novelty, which have been thor-
oughly described in previous works. We also provide a
full description of these metrics in Appendix B. Addition-
ally, for each baseline model we provide the number of
function evaluations (NFE) required to sample one batch of
molecules. These were taken from the respective publica-
tions, if available, or using the default values in the official
codebases.

Molecular Generation Results Table 1 compares our
model to MiDi and EQGAT-diff, which we regard as the cur-
rent state-of-the-art, on this dataset. We do not include mod-
els which infer bonds since these models typically perform
very poorly on larger molecules and often do not provide
results for all evaluation metrics. We see that SemlaFlow
outperforms existing state-of-the-art models on all key evalu-
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Table 1. Molecular generation results on GEOM Drugs. Values for models we evaluated are given as an average over 5 runs, sampling
5000 molecules on each run, with standard deviations in subscripts.

Model Atom Stab ↑ Mol Stab ↑ Valid ↑ Unique ↑ Novel ↑ NFE ↓
MiDi 99.8 91.6 77.8 100.0 100.0 500
EQGAT-diff 99.8±0.01 93.4±0.21 94.6±0.24 100.0±0.0 99.9±0.07 500
SemlaFlow (Ours) 99.8±0.01 97.7±0.07 95.2±0.22 100.0±0.0 99.6±0.09 100

ation metrics, while generating only marginally fewer novel
molecules. In addition to requiring significantly fewer eval-
uation steps our model also requires much less compute
for training. SemlaFlow trains for 200 epochs on a single
Nvidia A100 GPU, compared to 800 epochs with 4 GPUs
for EQGAT-diff.

Sampling Efficiency To further improve the efficiency of
our model we tried varying the number of ODE integration
steps and we provide a one-to-one comparison of these
results with EQGAT-diff in Table 2. We also measure the
time required by each model to sample 5000 molecules.
For EQGAT-diff we measure the sample time using the
given evaluation code with a batch size of 75, which was
the largest multiple of 25 we could consistently fit on an
Nvidia A100 40GB GPU. In the table we can see a stark
difference in runtime between the two models. SemlaFlow
provides comparable performance to EQGAT-diff with as
few as 20 sampling steps, corresponding to a two order
of magnitude speed-up in sampling time. Much of this
improvement is due to the very small number of sampling
steps, which we hypothesise is due to the use of optimal
transport, since this aims to minimise the cost of transporting
probability mass between distributions. However, we further
see a two-fold improvement in the time per forward pass,
which demonstrates the importance of designing efficient
equivariant architectures for molecular generation.

Conformer Evaluation The validity and stability metrics
presented here, however, only measure the 1D structure of
the molecule (i.e. the SMILES string); they provide no infor-
mation on the quality of the conformations. We can also see
that recent models have saturated these metrics on both QM9
and GEOM Drugs, warranting other evaluation methods. To
further compare model performance and to allow evaluation
of 3D generation, we introduce energy and strain energy
as new benchmark metrics for this task. The energy mea-
sures the quality of a conformer, considering typical bonded
and non-bonded interactions. The energy U(x) of a confor-
mation is inversely related to its probability according to
the Boltzmann distribution p(x) = Z−1 exp (−U(x)/kT )
where T is the temperature and k is the Boltzmann constant.
The strain is given by the difference U(x) − U(x̃) where
x̃ is the relaxed (i.e. minimised) conformation for x. We
argue that these metrics provide a useful overview of the

quality of the generated conformations and directly include
measurements such as bond lengths and bond angles which
have been proposed previously (Vignac et al., 2023). We use
RDKit (Gred Landrum et al., 2023) with an MMFF94 (Hal-
gren, 1996) forcefield to calculate the energies and perform
the minimisation.

Table 2 shows that SemlaFlow produces molecules with
better energies and strain energies than EQGAT-diff, despite
the significantly faster sampling time. Notably, however,
molecules generated by EQGAT-diff have lower minimised
energies than SemlaFlow, suggesting that their model is
better at finding molecular conformations which have lower
energy minima, while our model is better at producing lower
strain energies. In ablation experiments in Appendix B we
also show that the use of scale optimal transport is a crucial
component for generating low energy conformations with
our model.

6. Related Work
3D Molecular Generation In addition to the uncondi-
tional molecular generators we outlined above, a number
of works have attempted to directly generate ligands within
protein pockets (Peng et al., 2022; Guan et al., 2023; Schneu-
ing et al., 2022). However, these models also suffer from
the issues we outlined previously, including long-sampling
times (100s - 1000s of seconds for 100 molecules (Schneu-
ing et al., 2022)) and generating invalid chemical structures
or molecules with very high strain energies (Harris et al.,
2023). GraphBP (Liu et al., 2022a), an autoregressive model
for protein-conditioned generation, is able to generate lig-
ands faster, but suffers from worse docking scores than more
recent diffusion models.

Flow Matching for 3D Structures Outside of small
molecule design flow-matching has recently gained traction
with generative models for biomolecules. FoldFlow (Bose
et al., 2024) and FrameFlow (Yim et al., 2023) are both
recently introduced flow-matching models for protein struc-
ture generation. Multiflow (Campbell et al., 2024) attempts
to jointly generate protein sequence and structure and intro-
duces the discrete flow models (DFM) framework for flow-
matching generation of discrete data. Stark et al. (2024)
also introduce a framework for flow-matching on discrete
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Table 2. Comparison between EQGAT-diff and SemlaFlow with different numbers of sampling steps. Molecule stability and validity are
given as percentages, energy and strain energy are measured in kcal ·mol−1, NFE refers to the number of function evaluations required
to sample one batch of molecules and sample time is measured by the number of seconds required to generate 5000 molecules, averaged
over 5 runs.

Model Mol Stab ↑ Valid ↑ Energy ↓ Strain ↓ NFE ↓ Sample Time ↓
EQGAT-diff 93.4±0.21 94.6±0.24 148.8±0.88 140.2±0.72 500 11521
SemlaFlow20 94.8±0.28 93.7±0.36 168.7±3.1 130.5±3.1 20 167
SemlaFlow50 97.2±0.25 95.2±0.40 141.1±2.1 102.0±2.1 50 412
SemlaFlow100 97.7±0.07 95.2±0.22 127.5±2.1 88.9±1.3 100 821

Data 100.0 100.0 50.3 15.9 – –

data, DirichletFM, and apply this to DNA sequence design.
Finally, Verma et al. (2023) use a conjoined system of ODEs
to train a model to jointly generate antibody sequences and
structures.

7. Conclusion
In this work we have presented Semla, a novel equivariant
message passing architecture which exhibits much better
efficiency and scalability than existing approaches for uncon-
ditional molecular generation. Additionally, we introduced
a novel type of optimal transport (OT), scale OT, which
extends equivariant OT but noticeably reduces the trans-
port cost. We then trained a Semla model for 3D molecular
generation using flow matching with scale OT. Our model,
SemlaFlow, achieves state-of-the-art results on molecular
generation benchmarks and, crucially, is able to generate
high quality molecules with only 20 sampling steps. We also
highlighted issues with current molecular evaluation metrics
and proposed the use of energy and strain for evaluating the
quality of generated molecular conformations.

While we believe our model has made significant progress in
solving key challenges for 3D molecular generators, many
challenges remain. Firstly, the energies of the molecules
generated by SemlaFlow are still significantly higher than
that of the dataset; generating molecular coordinates with
very high fidelity remains a problem for these models. In-
cluding further inductive biases or fine-tuning against an
energy model could be an avenue to improve this in future
work (Noé et al., 2019; Schreiner et al., 2023; Viguera Diez
et al., 2024). Additionally, while SemlaFlow has shown sig-
nificant efficiency improvements over existing methods, it
still uses a full-connected message passing component, lim-
iting it’s scalability to larger molecular systems. We leave
the further enhancement of the scalability of Semla to future
work. We believe our model makes crucial step towards the
practical application of 3D molecular generators, although
we leave the integration of SemlaFlow into drug discovery
workflows, either through RL-based fine-tuning or protein
pocket conditioned generation, to future work.

Impact Statement
We acknowledge that, in its current form, our models have
the potential to contribute towards malicious activities, such
as helping to design toxic small molecules. However, we
believe our model would form only a very small part of the
resources required for such an application, and we strongly
believe the potential positive contributions of this model,
helping to design new therapeutics, for example, strongly
outweigh the negatives.
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Noé, F., Olsson, S., Köhler, J., and Wu, H. Boltzmann gener-
ators: Sampling equilibrium states of many-body systems
with deep learning. Science, 365(6457):eaaw1147, 2019.

Peng, X., Luo, S., Guan, J., Xie, Q., Peng, J., and Ma, J.
Pocket2mol: Efficient molecular sampling based on 3d
protein pockets. In International Conference on Machine
Learning, pp. 17644–17655. PMLR, 2022.

Pooladian, A.-A., Ben-Hamu, H., Domingo-Enrich, C.,
Amos, B., Lipman, Y., and Chen, R. T. Q. Multisam-
ple flow matching: Straightening flows with minibatch
couplings. In Proceedings of the 40th International Con-
ference on Machine Learning, volume 202 of Proceed-
ings of Machine Learning Research, pp. 28100–28127.
PMLR, 23–29 Jul 2023.

Ramakrishnan, R., Dral, P. O., Rupp, M., and Von Lilienfeld,
O. A. Quantum chemistry structures and properties of
134 kilo molecules. Scientific data, 1(1):1–7, 2014.

Reddi, S. J., Kale, S., and Kumar, S. On the conver-
gence of adam and beyond. In International Confer-
ence on Learning Representations, 2018. URL https:
//openreview.net/forum?id=ryQu7f-RZ.

Rubinstein, M. and Colby, R. Polymer Physics. Ox-
ford University Press, 2003. ISBN 9781613449431.
URL https://books.google.se/books?id=
EJrYoAEACAAJ.

Satorras, V. G., Hoogeboom, E., and Welling, M. E (n)
equivariant graph neural networks. In International con-
ference on machine learning, pp. 9323–9332. PMLR,
2021.

Schneckenreiter, L., Freinschlag, R., Sestak, F., Brandstetter,
J., Klambauer, G., and Mayr, A. Gnn-vpa: A variance-
preserving aggregation strategy for graph neural networks.
In The Second Tiny Papers Track at ICLR 2024, 2024.

Schneuing, A., Du, Y., Harris, C., Jamasb, A., Igashov, I.,
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A. Scale Optimal Transport
Figure 3 shows the transport cost for different sizes of molecules. We measure the transport cost as the mean-squared error
between a batch of molecular coordinates and a batch of coordinate noise sampled using either equivariant OT or scale
OT. For each batch of molecules we sample 10 different batches of noise and calculate the mean transport cost. We use a
batch of 100 as a representative example. Although the distribution is much wider, we only show transport cost values for
molecules with between 20 and 70 atoms since almost all of the probability mass lies within this region. A histogram of
the frequency of different sizes of molecules is also shown in Figure 3. We can see that scale OT provides a significant
reduction in the transport cost overall. The reduction is very pronounced for smaller molecules but becomes less so as the
molecular size increases. Even for molecules with between 40 and 50 atoms – the densest part of the distribution – scale OT
still provides a noticeable reduction in the transport cost.

Figure 3. Left: average transport cost (mean squared error) for molecules of different sizes with both equivariant and scale optimal
transport. Shaded areas show 2 standard deviations either side of the mean. Right: histogram of the number of atoms per molecule for the
GEOM Drugs dataset.

B. Additional Experiments
In this section we provide results on the QM9 benchmark dataset, as well as results on ablation experiments showing the
importance of various components of the model and training regime. Firstly, we provide a full definition for each of the
existing benchmark metrics we have used:

• Atom stability measures the proportion of atoms which have the correct number of bonds, according to a pre-defined
lookup table.

• Molecule stability then measures the proportion of generated molecules for which all atoms are stable.

• Validity is given by the proportion of molecules which can be successfully sanitized using RDKit.

• Uniqueness measures the proportion of generated molecules which are unique in their 1D (i.e. SMILES string) form.

• Novelty measures the proportion of molecules which are not in the training set.

Table 3 compares the performance of SemlaFlow with existing approaches. We compare SemlaFlow to a number of recently
proposed models for 3D molecular generation, including both models which infer bonds based on coordinates and models
which generate bonds directly. EDM (Hoogeboom et al., 2022), GCDM (Morehead & Cheng, 2023), MUDiff (Hua et al.,
2024) and GFMDiff (Xu et al., 2024) are all diffusion-based models which infer bonds from atom positions. We also
compare to EquiFM (Song et al., 2024) which uses flow-matching along with equivariant optimal transport to generate atom
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Table 3. Molecular generation results on QM9. Values for models we evaluated are given as an average over 5 runs, sampling 5000
molecules on each run, with standard deviations given in subscripts. Models are grouped into those which infer bonds from coordinates
(top) and those which generate bonds directly (bottom). Since some models only publish the proportion of molecules which are both
unique and valid, results marked ∗ are estimates for uniqueness.

Model Atom Stab ↑ Mol Stab ↑ Valid ↑ Unique ↑ NFE ↓
EDM 98.7 82.0 91.9 98.9∗ 1000
GCDM 98.7 85.7 94.8 98.4∗ 1000
MUDiff 98.8 89.9 95.3 99.1 1000
GFMDiff 98.9 87.7 96.3 98.8∗ 500
EquiFM 98.9 88.3 94.7 98.7∗ 210

MiDi 99.8 97.5 97.9 97.6 500
EQGAT-diff 99.9±0.0 98.7±0.18 99.0±0.16 100.0±0.0 500
SemlaFlow (Ours) 99.9±0.0 99.6±0.06 99.4±0.12 97.5±0.20 100

types and coordinates; bonds are then inferred based on these. Finally, we also compare to MiDi (Vignac et al., 2023) and
EQGAT-diff (Le et al., 2023), which we discussed in the main text. Following (Vignac & Frossard, 2021; Hoogeboom et al.,
2022) we do not provide novelty scores on QM9. SemlaFlow is trained for 300 epochs on QM9 on a single Nvidia A100
GPU. From the table we can see that SemlaFlow matches or exceeds all models on all metrics other than uniqueness, despite
using 5 times fewer sampling steps than MiDi and EQGAT-diff. Our model also significantly outperforms EquiFM, the only
other flow-matching-based model in the table. We also note that since EquiFM uses an adaptive ODE solver the number of
function evaluations in the table is an average and could be significantly higher for larger, more complex molecules.

In Table 4 we present the results of ablation experiments showing the importance of various model components. The results
in the table work in the following way – Baseline refers to a SemlaFlow model with one coordinate set, using equivariant
optimal transport and no self conditioning. The models below then build on each other, starting at the top and working down
the table, adding the component given in the model column. For example, the model in the row marked by + Scale OT uses
64 coordinate sets and scale optimal transport. The final model is the same as presented in the main text but trained for only
100 epochs, as with the other models in Table 4.

The ablation results show that all three additions are important for model performance. Unlike using additional coordinate
sets and self conditioning, scale optimal transport comes with no increase in training time. Scale OT leads to a significant
reduction in the energies and strains of the generated molecules, although does come at the cost of slightly decreased validity.
In practice we believe this is still a very beneficial trade-off – validity becomes much less important when it’s close to 100%
and the lower energies and strains show that the model is producing higher quality conformations.

Table 4. SemlaFlow ablation results on the Geom Drugs dataset. Each model was trained for 100 epochs. During evaluation an average
over 5 evaluation runs was taken where each run consisted of sampling 5000 molecules with sizes sampled randomly from the test set.

Model Mol Stab Validity Energy Strain Uniqueness Novelty

Baseline 88.8±0.54 82.7±0.43 692.0±26.5 662.3±26.4 100.0±0.0 99.7±0.03
+ Coord Sets 96.2±0.11 95.0±0.12 318.7±4.08 269.3±3.48 99.9±0.01 99.8±0.06
+ Scale OT 95.9±0.23 91.9±0.14 199.5±2.12 161.4±2.12 100.0±0.0 99.7±0.08
+ Self Cond 97.4±0.18 94.6±0.24 135.9±2.0 98.4±2.30 100.0±0.0 99.7±0.06

C. Training Details
All models were trained with the AMSGrad (Reddi et al., 2018) variant of the Adam optimiser (Kingma & Ba, 2014)
with a learning rate (LR) of 0.0003. We also apply linear LR warm-up, using 2000 warm-up steps for QM9 and 10000
warm-up steps for GEOM Drugs. During training we clip the norms of the gradients at 1.0 for all models. Loss weightings
(λx, λa, λb, λc) = (1.0, 0.2, 0.5, 1.0) were used to train QM9 models. The same weightings were used for GEOM Drugs,
except we set λb = 1.0.
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When training with self-conditioning half of the training batches are treated as normal and the other half are trained on as
self-conditioning batches. In this case the batch is firstly processed by the model to generate conditioning inputs, these are
then detached from the computation graph, and finally used as conditioning inputs for the model training step. In practice
the conditioning inputs are concatenated with the interpolated data and embedded at the start of the model. For atom and
bond types the conditioning inputs are Softmax-normalised probability distributions over the predicted categorical types.

In order to make the training as efficient as possible we place molecules in the dataset into buckets based on their size, and
then form minibatches for training and evaluation within the buckets. This ensures that all batches contain similarly sized
molecules so that the amount of padding within each batch is minimised. With this setup we can also apply a cost function
to select the batch size for each bucket separately; since the amount of memory required to process a molecule increases
quadratically with the number of atoms, this helps to balance the GPU memory consumption for each batch. In practice,
though, we simply apply a linear cost function and use a batch size of 4096 atoms per batch for all our models. While we
have found our bucketing scheme leads to a significant increase in training speed, it may also introduce additional bias
into the training since molecules within each batch are no longer selected completely at random. Although we have not
attempted to quantify this bias our results seem to show that bucketing is not significantly detrimental to performance.

D. Samples from SemlaFlow
In this section we present samples from SemlaFlow trained on GEOM Drugs. The samples were generated randomly but we
have rotated them where necessary to aid visualisation.

Figure 4. Random samples from a SemlaFlow model trained on GEOM Drugs, generated using 100 ODE integration steps.
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