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Abstract

We introduce a new PAC-Bayes oracle bound for unbounded losses that extends
Cramér-Chernoff bounds to the PAC-Bayesian setting. The proof technique relies
on controlling the tails of certain random variables involving the Cramér transform
of the loss. Our approach naturally leverages properties of Cramér-Chernoff bounds,
such as exact optimization of the free parameter in many PAC-Bayes bounds. We
highlight several applications of the main theorem. Firstly, we show that our
bound recovers and generalizes previous results. Additionally, our approach allows
working with richer assumptions that result in more informative and potentially
tighter bounds. In this direction, we provide a general bound under a new model-
dependent assumption from which we obtain bounds based on parameter norms
and log-Sobolev inequalities. Notably, many of these bounds can be minimized
to obtain distributions beyond the Gibbs posterior and provide novel theoretical
coverage to existing regularization techniques.

1 Introduction

PAC-Bayes theory provides powerful tools to analyze the generalization performance of randomized
learning algorithms —for an introduction to the subject see the recent surveys of Guedj (2019);
Alquier (2024) and Hellstrom et al. (2023)—. Let ® be a model class parametrized by 8 € R?. With
a small abuse of notation, 8 € ® will represent both a model and its parameters. Instead of learning a
single model, we consider the set of probability measures over our class, M7 (@), and aim to find the
optimal distribution p* € M;(@). This approach is more robust than finding the single best model
in ©, and is tightly related to Bayesian and ensemble methods. The learning algorithm infers this
distribution from a sequence of n training data points D = {x;}_;, which are assumed to be i.i.d.
sampled from an unknown distribution v/(x) with support in X C R*.

Given a loss function £ : ® x X — R, bounding the gap between the population risk L(0) :=
E,[¢(8, X )] and the empirical risk L(6, D) := £ """ | ¢(6, ;) of individual models is the standard
approach in statistical learning theory. In contrast, PAC-Bayes theory provides high-probability

bounds over the population Gibbs risk E,[L(8)] in terms of the empirical Gibbs risk E,[L(8, D)
and an extra term measuring the dependence of p to the dataset D. This second term involves
an information measure —usually the Kullback-Leibler divergence K L(p|m)— between the data
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dependent posterior' p € M1(©)and a prior m € M1(®), chosen before observing the data. These
bounds hold simultaneously for every p € M;(®), hence minimizing them with respect to p provides
an appealing approach to derive new learning algorithms with theoretically sound guarantees.

The foundational papers on PAC-Bayes theory (Shawe-Taylor and Williamson, 1997; McAllester,
1998, 1999; Seeger, 2002) worked with classification problems under bounded losses, usually the
zero-one loss. This framework was significantly extended in Catoni (2007), who introduced some of
the first bounds for unbounded losses. McAllester’s bound (McAllester, 2003) is one of the most
representative results for bounded losses: for any m € M (©) independent of D and every § € (0, 1),
we have
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simultaneously for every p € M1 (®), where the above inequality holds with probability no less than
1 — 4 over the choice of D ~ v™. Another significant example under the bounded loss assumption
is the Langford-Seeger-Maurer bound —after (Langford and Seeger, 2001; Seeger, 2002; Maurer,
2004)—. Under the same conditions as above,
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where kl is the so-called binary-kl distance, defined as kl(a,b) := aln ¢ + (1 — a) In 1=%.

These bounds illustrate typical trade-offs in PAC-Bayes theory. In (1), the relation between the
empirical and the population risk is easy to interpret because the expected loss is bounded by the
empirical loss plus a complexity term. More crucially, the right-hand side of the bound can be directly
minimized with respect to the posterior p, resulting in the Gibbs posterior (Guedj, 2019). Conversely,
(2) is known to be tighter than (1), but it is not straightforward to minimize because it requires
inverting kI (E,[L(D, 6)], -) —several techniques deal with this issue (Thiemann et al., 2017; Reeb
etal., 2018)—.

With the trade-offs among explainability, tightness, and generality in mind, the PAC-Bayes community
has come up with novel bounds with applications in virtually every area of machine learning, ranging
from the study of particular algorithms —linear regression (Alquier and Lounici, 2011; Germain
et al., 2016), matrix factorization (Alquier and Guedj, 2017), kernel PCA (Haddouche et al., 2020),
ensembles (Masegosa et al., 2020; Wu et al., 2021; Ortega et al., 2022) or Bayesian inference
(Germain et al., 2016; Masegosa, 2020)— and generic versions of PAC-Bayes theorems (Bégin et al.,
2016; Rivasplata et al., 2020) to the study of the generalization of deep neural networks (Dziugaite
and Roy, 2017; Rivasplata et al., 2019).

Such applications often require relaxing the assumptions of the classical PAC-Bayesian framework,
such as data-independent priors, i.i.d. data or bounded losses. Here we are interested in the case of
PAC-Bayes bounds for unbounded losses —such as the squared error loss and the log-loss—.

PAC-Bayes bounds for unbounded losses

The main challenge of working with unbounded losses is that one needs to deal with an exponential
moment term which cannot be easily bounded without specific assumptions about the tails of the
loss. The following theorems, fundamental starting points for many works on PAC-Bayes theory over
unbounded losses, illustrate this point.

Theorem 1 ((Alquier et al., 2016; Germain et al., 2016)). Let m € M1(®) be any prior independent
of D. Then, for any § € (0,1) and any X > 0, with probability at least 1 — § over draws of D ~ V",

E,[L(6)] < E,[L(D,0)] + — [KL(p|7r) T log e )] ,

simultaneously for every p € M1(©). Here fr ,(A\) == E;E,n {e)‘" (L(g)*ﬁ(D’e))}.

'In PAC-Bayes theory the term posterior is used to emphasize that p € M (@) depends on training data,
and does not necessarily refer to the Bayesian posterior. We refer the reader to Germain et al. (2016) for a
discussion of the relation between PAC-Bayesian and Bayesian methods.



This is an oracle bound, because f, , (A) depends on the data generating distribution ™. To obtain
empirical bounds from the theorem above, the exponential term f , is usually bounded by making
the appropriate assumptions on the tails of the loss, such as the Hoeffding assumption (Alquier et al.,
2016), sub-Gaussianity (Alquier and Guedj, 2018; Xu and Raginsky, 2017), sub-gamma (Germain
et al., 2016) or sub-exponential (Catoni, 2004). See Section 5 of Alquier (2024) for an overview.

Many of these assumptions are generalized by the notion that the cumulant generating function (CGF)
of the (centered) loss, Ag(\), exists and is bounded (Banerjee and Montifar, 2021; Rodriguez-Gélvez
et al., 2024). Remember that we say Ag () exists if it is bounded in some interval [0, b) with b > 0.

Definition 2 (Bounded CGF). A loss function £ has bounded CGF if for all 8 € O, there is a convex
and continuously differentiable function 1 : [0, ) — R such that ¢)(0) = ¢’(0) = 0 and

Ag(\) :=logE, |e* FO—U@0) 1 < 4(\) forall A € [0,b). 3)

We will say that a loss function £ is ¥-bounded if it satisfies the above assumption under the function
1. In this setup, Banerjee and Montifar (2021) obtain the following PAC-Bayes bound under the
Bounded CGF assumption:

Theorem 3. Let { be a loss with 1-bounded CGF and m € M1(®) any prior independent of D.
Then, for any § € (0,1) and any \ € (0,b), with probability at least 1 — § over draws of D ~ v™,

KL(p|r) + log N ()

simultaneously for every p € M1(0©).

Theorems 1 and 3 illustrate a pervasive problem of many PAC-Bayes bounds for unbounded losses:
they often depend on a free parameter A > 0 —see for example (Alquier et al., 2016; Hellstrom
and Durisi, 2020; Guedj and Pujol, 2021; Banerjee and Montifar, 2021; Haddouche et al., 2021)—.
The choice of this free parameter is crucial for the tightness of the bounds, and it cannot be directly
optimized because its choice is prior to the draw of data, while the optimal A would be data-dependent.
The standard approach is to optimize A over a grid using union-bound arguments, but the resulting A
is not guaranteed to be optimal. Seldin et al. (2012) carefully design the grid so that the optimal A is
inside its range, but their work only deals with bounded losses. See the discussion in Section 2.1.4 of
Alquier (2024) for an overview.

Recently, Rodriguez-Gélvez et al. (2024) improved the union-bound approach for the bounded
CGF scenario using a convenient partition of the event space. However, their optimization remains
approximate. Hellstrom and Durisi (2021) could circumvent this problem for the particular case of
sub-Gaussian losses, but the exact optimization of A for the general case remains an open question. A
positive result in this direction would lift the restriction of having to optimize A over restricted grids
or using more complex approaches.

The use of the bounded CGF assumption entails another potential drawback: both uniform control
of the CGF —Ag () < 9(A) for every 8 € ®— and integrability assumptions as in Alquier et al.
(2016) —E[Ag(N)] < C for some constant C—, necessarily drop information about the different
concentration properties of individual models. For example, Masegosa and Ortega (2023) show
that within the class of models defined by the weights of common neural networks, the behavior of
their CGFs —and hence of their Cramér transforms, which control generalization error via Cramér-
Chernoff bound— varies significantly. As Figure 1 shows, uniformly bounding the CGFs can result
in loose worst-case bounds that ignore the properties of the models that interest us most.

The bounds of Seldin et al. (2012) and Haddouche et al. (2021) partially address this issue including
average variances and model-dependent range functions to their bounds, which account for the fact
that different models have different CGFs. However, the former only applies to bounded losses, while
the latter cannot be exploited to obtain better posteriors because their model-dependent function only
impacts the prior. Outside the PAC-Bayes framework, Jiao et al. (2017) generalized the bounded
CGF assumption, but their result only applies to finite model sets.

Exploiting these differences among models within the same class could be an important line of
research in PAC-Bayes theory. This approach would provide more informative generalization bounds,
paving also the way for the design of better posteriors. This is one of the main appeals of our work.
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Metric / Model Standard L2 Random  Zero 0 —#— Standard /

Train Acc. 99.9% 100% 100% 10.0% —— 12

Test Acc. 84.3%  86.6% 10.1%  10.0% 0.1/ —— Random

Test log-loss 0.65 0.49 5.52 2.30 ' Zero

f2-norm 304 200 311 0

E, [[IV.0(z,0)2] 839 519 4112 0

v, (((x,0)) 3.58 2.21 12.6 0 00 "

0.0 0.1 0.2 0.3 0.4 0.5

Figure 1: Models with very different CGFs coexist within the same model class. On the left,
we display several metrics for InceptionV3 models trained on CIFAR10 without regularization
(Standard) and with L2 regularization (L2). Random refers to a model learned over randomly
reshuffled labels and Zero refers to a model where all the weights are equal to zero. For each model,
the metrics include train and test accuracy, test log-loss, £2-norm of the parameters of the model, the
variance of the log-loss function, denoted V,, (¢(x, 8)), and the expected norm of the input-gradients,
denoted E,, [||V,£(x,8)||3]. On the right, we display the estimated CGFs of each model, following
Masegosa and Ortega (2023). Note how models with smaller variance V(¢(x, 0)), £2-norm or input-
gradient norm E,, [||V,{(x, 8)|/3] have smaller CGFs. Bounds derived from Theorem 7 naturally
exploit these differences. Experimental details in Appendix C.

Overview and Contributions

The main contribution of this paper is Theorem 7, a novel (oracle) PAC-Bayes bound for unbounded
losses which extends the classic Cramér-Chernoff bound to the PAC-Bayesian setting. The theorem
is introduced in Section 3, while Section 2 contains the necessary prerequisites. As far as we know,
the proof technique based on Lemma 6 is also novel and can be of independent interest.

We discuss the applications of our main theorem in sections 4 and 5. First, we show that our bound
allows exact optimization of the free parameter ) incurring in a log n penalty without resorting to
union-bound approaches. In the case of bounded CGFs, we recover bounds which are optimal up
to that logarithmic term. We also show that versions of many well-known bounds —such as the
Langford-Seeger bound— can be recovered from Theorem 7.

In Section 5, we show how our main theorem provides a general framework to deal with richer
assumptions that result in novel, more informative, and potentially tighter bounds. In Theorem 11,
we generalize the bounded CGF assumption so that there is a different bounding function, ¥ (8, -),
for the CGF of each model. We illustrate this idea in three cases: generalized sub-Gaussian losses,
norm-based regularization, and input-gradient regularization based on log-Sobolev inequalities.
Remarkably, the bounds in Section 5 can be minimized with respect to p € M, (@), resulting in
optimal posteriors beyond Gibbs’ and opening the door to the design of novel algorithms.

Appendix A contains the proofs not included in the paper.

2 Preliminaries

In this section we introduce the necessary prerequisites in order to prove our main theorem. Its proof
relies in controlling the concentration properties of each model in ® using their Cramér transform.
Definition 4. Let / C R be an interval and f : I — R a convex function. The Legendre transform of
f is defined as
f*(a) :=sup {da— f(N)}, VaeR. 4)
AT

Following this definition, the Legendre transform of the CGF of a model 8 € ©® is known as its
Cramér transform:

Ay(a) := sup {Aa—Ag(N)}, VaeR. 5)
A€[0,b)

Throughout the paper, we will use the abbreviation gen(@, D) to denote the generalization gap
L(#) — L(D,8), in order to make the notation more compact. Cramér’s transform provides non-



asymptotic bounds on the right tail of gen(@, D) via Cramér-Chernoff’s theorem —see Section 2.2
of Boucheron et al. (2013) or Section 2.2 of Dembo and Zeitouni (2009)—.

Theorem 5 (Cramér-Chernoff). Forany 8 € © and a € R,
P, (gen(@, D) > a) < e o) 6)
Furthermore, the inequality is asymptotically tight up to exponential factors.

Importantly, Cramér-Chernoff’s bound can be inverted to establish high-probability generalization
bounds: for any § € (0,1),

P,n (gen(O,D) < (Ap) "' (+ log %)) >1-4. (N

where (A}) ! is the inverse of the Cramér transform. We cannot directly use Theorem 5 to obtain
PAC-Bayes bounds, because we need a bound which is uniform for every model. The following
lemma will be our main technical tool for this purpose.

Lemma 6. Forany 0 € © and ¢ > 0, we have
Pur (A5 (gen(8, D)) = ¢) < Pxmep (X = ).

This way of controlling the survival function of Aj(gen (6, D)) for every 6 € © will allow us to
bound an exponential moment term in our main theorem.

3 PAC-Bayes-Chernoff bound

As we hinted above, instead of directly introducing boundedness conditions on the loss or its CGF, we
stay in the realm of oracle bounds, aiming to provide a flexible starting point for diverse applications.
A key element of our theoretical approach is the averaging of the CGFs with respect to a posterior
distribution. For any posterior distribution p € M;(®), we may consider the expectation of the
CGF, E,[Ag())], as in Jiao et al. (2017). In analogy to the standard definition, we define the Cramér
transform of a posterior distribution p as the following function:

Aj(a) == sup {da—E,[Ag(N)]}, a€R. (8)
AE[0,b)

Since the CGFs Ag()\) are convex and continuously differentiable with respect to A, their expectation
E,[Ag())] retains the same properties. Hence according to Lemma 2.4 in Boucheron et al. (2013),
the (generalized) inverse of A; exists and can be written as

(A5) 7" (s) = inf {H]E”[A"M} . )

A€[0,b) A

With these definitions in hand, we are ready to introduce our main result, a novel (oracle) PAC-Bayes
bound for unbounded losses:

Theorem 7 (PAC-Bayes-Chernoff bound). Let m € M1(©) be any prior independent of D. Then,
Sorany § € (0, 1), with probability at least 1 — § over draws of D ~ v™,

{KL(p|7T) tlogs  E[Ag(N)] }
Aln—1) A

E,[L(0)] < B,[L(D,0)] + inf

simultaneously for every p € M1(©).

The above result gives an oracle PAC-Bayes analogue to the Cramér-Chernoft’s bound of equation (7),
because the second term of the right hand side of the inequality corresponds with the inverse of A%,
as described in equation (9). Theorem 7 shows that bounds like the one given in Theorem 3 can
hold simultaneously for every A > 0 —and hence optimized with respect to A— by paying a log(n)
penalty, virtually the same as if we were optimizing over a uniform grid of size n using union-bound
arguments. Although the dependence in union bound arguments can be improved to log(log(n))
(Alquier, 2024), our optimization is exact.



Furthermore, Theorem 7 also shows that the posterior minimizing its right-hand-side is involved in a

three-way trade-off: firstly, p must explain the training data due to E,[L(D, 0)]; secondly, it must be
close to the prior due to the KL term K L(p|r); and lastly, it must place its density in models with
a lower CGF due to the E,[Ag())] term. We note that the first two elements are standard on most
PAC-Bayesian bounds, but the role of the CGF in defining an optimal posterior p is novel compared
to previous bounds. We explore the implications of this fact in Section 5.

4 Relation with previous bounds

We first relate Theorem 7 to previous bounds. As a first application, we show how some well-known
PAC-Bayes bounds can be recovered from ours. When the distribution of the loss is known, we can
often compute its Cramér transform. This happens to be the case with the zero-one loss, where we
recover Langford-Seeger’s bound (Seeger, 2002, Theorem 1).

Corollary 8. Let ¢ be the 0 — 1 loss and m € M1(©) be any prior independent of D. Then, for any
d € (0,1), with probability at least 1 — § over draws of D ~ V™,

< KL(p|r) +log %

3

kL (E,[L(6, D)L, E,[L(6))]) -

simultaneously for every p € M1(©).

The dependence on n in Corollary 8 was further improved by Maurer (2004). However, our version
is enough to illustrate the role played by Cramer transforms in obtaining tight PAC-Bayes bounds,
which is a recent line of work by Foong et al. (2021) and Hellstrom and Guedj (2024).

When the loss is of bounded CGF —recall Definition 2—, Theorem 7 results in a generalization of
Theorem 3, where the bound holds simultaneously for every A € (0,b) with a log n penalty.

Corollary 9. Let { be a loss function with 1-bounded CGF. Let m € M1(®) be any prior independent
of D. Then, for any 6 € (0, 1), with probability at least 1 — 0 over draws of D ~ v",

E,[L(6)) < E,[L(D.6)] + inf {KL<§(|Z>_+11)og§ . IZJ()\A) } |

simultaneously for every p € M1(©).
Proof. Directly follows from the definition of )-bounded CGF and Theorem 7. O

Corollary 9 is the first PAC-Bayes bound that allows exact optimization of the free parameter A > 0
for the general case of losses with bounded CGF without resorting to union-bound approaches (Seldin
et al., 2012; Rodriguez-Gdlvez et al., 2024), which cannot guarantee an exact minimization. Although
in the particular case of sub-Gaussian losses the logn penalty is worse than that in Hellstrom and

Durisi (2021), when K L(p|7) > 7V6:/6 — 1, Corollary 9 is tighter than the general Theorem 14
in Rodriguez-Gdlvez et al. (2024). We instantiate Corollary 9 in the case of sub-Gaussian and
sub-gamma losses in the Appendix B.

S PAC-Bayes bounds under model-dependent assumptions

As discussed in the introduction, most boundedness conditions used to bound the exponential moment
term in Theorem 7 discard information about the statistical properties of individual models. In this
section, we show that the structure of Theorem 7 allows for a more fine-grained control of the CGFs,
resulting in potentially tighter and more informative bounds. We start by generalizing Definition 2.

Definition 10 (Model-dependent bounded CGF). A loss function ¢ has model-dependent bounded
CGF if for each 8 € ©, there is a convex and continuously differentiable function (@, \) such that
¥(0,0) = 1'(0,0) = 0 and for any A € [0,b),

Ag(N) :=1logE, |} L@ =H@OD | < 4y(, \). (10)



As motivated in Figure 1 and in opposition to Definition 2, this new condition acknowledges the
possibility of having different bounding functions, (@, \), for each Ag(A).

Using this definition, we can easily exploit Theorem 7 to derive the following bound:

Theorem 11. Let ¢ be a loss function satisfying Definition 10. Let m € M;(®) be any prior
independent of D. Then, for any 6 € (0, 1), with probability at least 1 — 6 over draws of D ~ V",

A KL(plm) +log % E,[:(6,))]
E, [L(@)] <E,L(D,@ inf L ’ 11
L) < B L0+ it {FHEEE  BEEAL
simultaneously for every p € M1(©).
Proof. The proof is analogue to that of Corollary 9. [

This theorem can be understood as a PAC-Bayesian version of Theorem 2 in Jiao et al. (2017), where
we allow infinite model classes. Note that if we tried to exploit this model-dependent CGF assumption
on other oracle bounds, as the one shown in Theorem 1, we would end with an empirical bound where
the (0, \) term would be exponentially averaged by the prior, In E [e¥(®-))], instead of having the
more amenable term [E,[¢)(0, \)], which directly impacts on the choice of the optimal posterior p*.

As discussed in Section 3, the posterior distribution in Theorem 11 is involved in a three-way trade-off
which has the potential to result in tighter bounds and the design of better posteriors. It is worth
noting that the posterior minimizing the bound in Theorem 11 is not the standard Gibbs posterior.

Proposition 12. If we fix some A > 0, the bound in Theorem 11 can be minimized with respect to
p € M1(®). The optimal posterior is

p*(8) x 7(8) exp {—(n “D)AL(D, 6) — (n — 1)(6, /\)} . (12)
Observe that under the posterior in Proposition 12, the maximum a posteriori (MAP) estimate is

. 1 1
(7] = argmin< L(D, 0 +1/)0,A—1n7r0}.
MAP egee { ( ) \ ( ) )\(n—l) ( )
As we will illustrate below, the extra term, t(0, ), can often be understood as a regularizer. In what
remains, we exemplify the general recipe of Theorem 11 in several cases. To start providing concrete
intuition, we instantiate Corollary 11 in the case of sub-Gaussian losses.

Generalized sub-Gaussian losses

It is well known that if X is a o2-sub-Gaussian random variable, we have V(X) < o? (Arbel et al.,
2020). In many cases, it might not be reasonable to bound V,,(£(0, X)) < o2 for every 8 € O,
because the variance of the loss function highly depends on the particular model, as illustrated in
Figure 1. This is where Corollary 11 comes into play: we may assume that (6, X) is o(0)?-sub-
Gaussian for each @ € ©. In this case the variance proxy o(8)? is specific for each model, leading to
the following bound:

Corollary 13. Assume the loss (0, X) is 0%(0)-sub-Gaussian. Let 1 € M1(®) be any prior
independent of D. Then, for any 6 € (0, 1), with probability at least 1 — 6 over draws of D ~ V",

KL(p|T) +log %
n—1

E,[L(6)] < E,[L(D,0)] + \/2Ep[0(9)2] ; (13)

simultaneously for every p € M1(0©).

Proof. Use Theorem 11 and the fact that 1)(0, \) = w. Then optimize \. O

This result generalizes sub-Gaussian PAC-Bayes bounds —Corollary 2 in Hellstrom and Durisi
(2021) or Corollary 19— and shows that posteriors favoring models with small variance-proxy,
02(0), generalize better. It is, therefore, potentially tighter than previous results, because the o2



factor in standard sub-Gaussian bounds is a worst-case constant, while Corollary 13 exploits the fact
that some models have much smaller variance-proxy than others.

Analogous bounds can be straightforwardly derived for generalized sub-gamma or sub-exponential
losses, but Theorem 11 is not limited to explicit tail assumptions on the loss. The following subsections
explore model-dependent assumptions on Ag () that result in novel PAC-Bayes bounds involving
well-known regularization techniques.

L2 regularization

We now introduce bounds based on the norm of the model parameters. For that purpose we use the
following standard assumption in machine learning (Li and Orabona, 2019).

Assumption 1 (Parameter Lipschitz). The loss function ¢(a, 8) is M-Lipschitz with respect to 6, that
is, for any @ € © and any « € X we have |Vg/(z, 0)||3 < M.

If the model class is parametrized in such a way that the model with null parameter vector has null
variance —i.e., V,(¢(x,0)) = 0, which is the case of a neural net with null weights—, then, as
shown in Masegosa and Ortega (2023), we can derive the following model-dependent bound for the
CGF:

Ao(N\) < 2M)N?|0]]3. (14)
This case further illustrates the idea we motivated in the introduction: bounding the CGFs with

model-dependent proxies for generalization. Figure 1 illustrates how models with smaller norm has
increasingly smaller CGFs.

Using Equation (14) we obtain the following generalization bound penalizing model’s L2-norm:

Corollary 14. If Assumption 1 holds, then for any prior distribution m € M (@) independent of D
and any 6 € (0, 1), with probability at least 1 — & over draws D ~ V",

KL(p|m) +log %

. — (15)

E,[L(6)] < E,[L(D,6)] + \/QMEp [l613]
simultaneously for every p € M1(0©).
Proof. The result follows from using ¢/(6, \) = 2M \?||0||3 in Theorem 11 and optimizing A.  []

Corollary 14 shows that models with smaller parameter norms generalize better, and provides PAC-
Bayesian certificates for norm-based regularization. Many other PAC-Bayesian bounds contains
different kind of parameter norms (Germain et al., 2009, 2016; Neyshabur et al., 2017), but their
parameter norm term is always introduced through the prior —e.g., using a zero-centered Gaussian
prior distribution—. The novelty here is that this parameter norm term appears independently of the
prior as a result of Theorem 11.

According to Proposition 12, the MAP estimate of the optimal posterior is, Oyap =
argming {L(D,0) + 2£|10|13 — s In7(0) }, which is the result of L2-regularization with

2
tradeoff parameter =~.

Gradient-based regularization

We finish this section providing novel bounds based on log-Sobolev inequalities that include a
gradient term penalizing the sensitivity of models to small changes in the input data. First, let
us simplify the notation for this section. We use | V0|2 := E,||Va/(z,0)||2 and ||[V4¢||2 =
LS IVal(x;,0)|3 to denote the expected and empirical (squared) gradient norms of the loss.

Including a gradient-based penalization is the idea behind input-gradient regularization (Varga et al.,

2017), which minimizes an objective function of the form L(D, 8) + %H@JH%, where £ > Ois a
trade-off parameter. This approach is often used to make models more robust against disturbances in
input data and adversarial attacks (Ross and Doshi-Velez, 2018; Finlay and Oberman, 2021).

We make the connection between PAC-Bayes bounds and gradient norms assuming that v and ¢
satisfy certain log-Sobolev inequality (Chafai, 2004).



Assumption 2 (log-Sobolev). For any 8 € ® and any A > 0, we have

C
Ao(N) < §A2||Vmé||§, for some C > 0.

For example, Assumption 2 holds when v is strictly uniformly log-concave, as shown in Corollary
2.1 of Chafai (2004) —this case includes the Gaussian and Weibull densities (Saumard and Wellner,
2014)—. We also try to empirically verify Assumption 2 for certain class of neural networks in
Appendix C.2. Assumption 2 is going to be our model-dependent bound on the CGF. We first provide
a bound for expected gradients.

Theorem 15. [f Assumption 2 is satisfied, then for any prior distribution 1 € M1(©) independent
of D and any 6, € (0, 1), with probability at least 1 — 61 over draws D ~ v",

E,[L(0)] < E,[L(D,0)] + \/20Ep [1V22|12] KL(pl[m) +log 5;

-1

(16)
simultaneously for every p € M1(©).
Proof. Follows from the application Assumption 2 to Theorem 11 and the optimization of \. O

This bound shows that —under certain regularity conditions— posteriors favoring models with
smaller expected gradients, ||V /|3, generalize better, which is the heuristic behind input-gradient
regularization (Varga et al., 2017). However, Theorem 15 is still an oracle bound. We can obtain a
new, fully empirical one if we concatenate Corollary 15 with a PAC-Bayes concentration bound for
E, [|[V||3]. This can be done if we assume that the loss is Lipschitz w.r.t. the input-data.

Assumption 3 (Input-data Lipschitz). Forany @ € © and forany x € X, we have | V/(x,0)||3 < L.
Assumption 3 is satisfied in standard deep neural network architectures, and the Lipschitz constant
can be efficiently estimated (Virmaux and Scaman, 2018; Fazlyab et al., 2019).

Theorem 16. If Assumptions 2 and 3 are satisfied, then for any prior distribution 1 € M;(0©)
independent of D and any § € (0, 1); with probability at least 1 — § over draws of D ~ v™,

E,(L(0)] < B,[L(D,0)) + /20, [|9tlg] - K. 7n.8) + VACL- K(p,mn,0)}

K L(p|m)+log 22
n—1 .

simultaneously for every p € M1(®), where K(p,m,n,0) :=

With minimal modifications, the result above also holds under the assumption that on-average
gradients are bounded, ||Vz/||3 < g, or when ||V;£(0, X)||3 are sub-Gaussian.

Similar bounds with input-gradients were first introduced by Gat et al. (2022) under the assumption
that the underlying distribution of data was a mixture of Gaussians plus a technical “per-label loss
balance” assumption. However, Theorem 16 is, as far as we know, the first empirical PAC-Bayes
bound for input-gradients. Furthermore, in contrast with Gat et al. (2022), our bounds optimize the
free parameter A\ and explicitly relate the gradients with the generalization ability of the posterior
p € M1(O). The recent work of Haddouche et al. (2024) also includes gradient terms in their
bounds, but they are gradients with respect to the model parameter, not input-gradients.

As for the optimal posterior p*, if we minimize the bound in Theorem 15 for a fixed A > 0, the MAP

estimate in Proposition 12 is Oyap = arg ming{L(D, 0) + A5 || V(|3 — s I 7(0)}, which
is the result of input-gradient regularization with trade-off parameter %

In conclusion, the approach suggested by Theorem 11 not only provides novel insights —in the form
of tight bounds or PAC-Bayesian interpretations of previously known algorithms—, it also hints
towards the design of new regularized learning algorithms with solid theoretical guarantees.

6 Conclusion

We derived a novel PAC-Bayes oracle bound using basic properties of the Cramér transform —
Theorem 7—. In general, our work aligns with very recent literature (Rodriguez-Gilvez et al.,



2024; Hellstrom et al., 2023) that highlights the importance of Cramér transforms in the quest for
tight PAC-Bayes bounds. This bound has the potential to be a stepping stone in the development
of novel, tighter empirical PAC-Bayes bounds for unbounded losses. Firstly, because it allows
exact optimization of the free parameter A > 0 without the need for more convoluted union-
bound approaches. But, more relevantly, because it allows the introduction of flexible, fine-grained,
model-dependent assumptions for bounding the CGF —Theorem 11— which results in optimal
distributions beyond Gibbs’ posterior. The importance and wide applicability of this result have
been illustrated with three model-dependent assumptions: generalized sub-Gaussian losses, bounds
based on parameter norms, and input-gradients based on log-Sobolev inequalities. In the last case we
introduce PAC-Bayes bounds including empirical input-gradients norms.

Limitations and future work

A limitation of our approach is that the we are implicitly assuming that ¢(6, X) is light-tailed
(equivalently, sub-exponential), as in every Cramér-Chernoff bound. This is only partially true.
Although there are specific studies for heavy-tailed losses (Alquier and Guedj, 2018; Holland, 2019;
Haddouche and Guedj, 2023; Chugg et al., 2023), we avoid this limitation because we are only
interested in the right tail of gen(@, D) —that is, P, (L(0) — L(D, 8) > a) for a > 0—. This is
done by defining the CGF only for A > 0. In this way, as we show in Remark 17, the finiteness of
E,[L(0)] guarantees the existence of E,[Ag(\)] in Theorem 7. This approach is motivated by the

fact that most state-of-the-art models lie in the interpolating regime, hence P, (L(D,0) — L(0) > a)
for a > 0 has less practical importance. However, in the case where one is looking for two-tailed
bounds, our work is restricted to sub-exponential losses. See the discussion on Section 4.2.1 of Zhang
et al. (2024).

Given the generality of Theorem 7, the dependence of the logarithmic penalty term in the bound may
be suboptimal in certain cases, as discussed in Section 4. Going beyond Lemma 6 and improving this
dependence is one of the main open tasks.

Our results provide a systematic approach for integrating general model-dependent CGF bounds
into PAC-Bayes theory, and can open exciting new research lines: they can provide a PAC-Bayesian
extension of the work of Masegosa and Ortega (2023), which studies the effects of different regular-
ization techniques and the role of invariant architectures, data augmentation and over-parametrization
in generalization. Since our bounds can be applied to unbounded losses such as the log-loss, it could
be interesting to apply them in a Bayesian setting (Germain et al., 2016) in order to study the relation
between marginal likelihood and generalization (Lotfi et al., 2022).
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A  Proofs

We first gather some standard properties of CGFs and Cramér transforms.

Let Dy, = {A € Ry |Ag()\) < oo}. Under the assumption that there is some A > 0 such that
Ag(X) < oo, we have Dy, = [0,b) for some b > 0. Furthermore, Ag is strictly convex and C*° on
(0,b) (Boucheron et al., 2013, Section 2.2).

In particular, since for any A > 0 we have Ag()) := logE, [e*FO~40)] <1ogE,, [er(O)] =
AL(0) < oo because ¢ > 0, we verify that Dy, = [0, 00) and that Ag is strictly convex and C* on
(0,00).

Remark 17. Observe that the previous proof also shows that E,[L(€)] < oo is enough to guarantee
that E,[Ag(\)] is finite for every A > 0.

The following technical result will be important for the proof of Lemma 6. It combines the previous
remarks with Lemma 2.2.5(c) of Dembo and Zeitouni (2009).

Lemma 18. A} (a) < oo for any a € [0, L(8)). Furthermore, A} is differentiable in (0, L(6)).

Proof. We start by proving the finiteness condition. Since Ag is strictly convex on (0, c0),
Ay is also strictly increasing on (0,00). This means that Ay is a bijection from (0,00) to

inf Ap(X), sup Ap()) |. In other words, for every a € inf Ap(N), sup Ap(A) |,
A€(0,00) Ae(0,00) A€(0,00) A€ (0,00)

the equation a = Aj(\) has a unique solution \, € (0, c0).
Now consider the function g(A) = Aa — Ag(\). The previous observation means that g’(\,) = 0,
and since g is concave, Aj(a) = sup {Aa—Ag(N)} = g(A,) < c0.

)

A€(0,00

It only remains to prove that N i(nf )Ag(/\) =0and sup Ay(A) = L(@). The first part follows
€(0,00 A€(0,00)
from the fact that Aj(0) = 0. The second one is equivalent to proving

/\ILm Ap(\) = esssup(L(0) — £(X, 0)),

where, without loss of generality, we assume that ess inf ¢(X, @) = 0. This is also a standard property
of CGFs (see, for example, this proof).

Finally, differentiability of A} follows from its finiteness in [0, L(6)) and Lemma 6(5) in Gantert
et al. 2016). O

With the tools we gathered above, we are ready to prove our main technical lemma:

Lemma 6. Forany 8 € © and ¢ > 0, we have
P,» (nAg(gen(G, D)) > c) < Pxrexp (1) (X > c).
Proof. The proof relies in the properties of generalized inverses. Consider
Ppoyn (nAg (gen(6, D)) > a)
for a > 0. We will separately consider three cases:

Case 1: a/n < sup,¢(o,1(0)) Mo (®)-
By Proposition 1(5) in Embrechts and Hofert (2013), we have

Ppoyn (nA;(gen(o, D)) > a) <Ppon (gen(a D) > (A;)—l(a/n)),

and using the Cramér-Chernoff bound on the right-hand side we obtain
Ppyn (nA;(gen(e, D)) > a) < e 6 ((A5) M a/m).
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This results in
Ppye (nj(gen(6, D)) > a) < e

because Ay is continuous (in fact differentiable, see Lemma 18) on a/n and we can apply
Proposition 1(4) in Embrechts and Hofert (2013).

Case 2: a/n = sup,¢(o,(g)) Ao (7)-
Py (nAg(gen(a, D)) > a) = Ppoyn (gen(o, D) = L(e))

=Py (£(X,0) = 0)”

_ oA (L(8).

If Aj(L(0)) < oo, then a/n = AL(L(0)) by the lower semi-continuity of Aj, and the
result holds. Otherwise it is trivially true.

Case 3: a/n > sup,c(o,(9)) Mo (). In this case

Ppn (nAg(gen(e, D)) > a) = Ppyn (Ag(gen(e, D)) = oo).

But Aj(gen(08, D)) = oo can only happen if gen(8, D) = L(0) and Aj(L(6)) = oo, and
this means that Pp.,n» (gen(e7 D)= L(G)) =0.

This concludes the proof. O

Now we list every result whose proof is not included in the paper.
Theorem 7 (PAC-Bayes-Chernoff bound). Let m € M1(®) be any prior independent of D. Then,
forany 6 € (0, 1), with probability at least 1 — § over draws of D ~ v™,
KL(plr) +log 3  E,[Ae(N)]
Aln —1) A

EL(6)] < E,L(D.0)] + int {

simultaneously for every p € M1(0©).

Proof. For any posterior distribution p € M;(®) and any positive m < n, consider
mA%(gen(p, D)), where gen(p, D) = E,[L(0)] — E,[L(D,8)]. The function A% (+) will play
arole analogue to the convex comparator function in Rivasplata et al. (2020). Since sup, EX, <
Esup, X, it verifies that

mAZ(gen(p, D)) < mE,[Ag(gen(8, D))] . (17)

Applying Donsker-Varadhan’s change of measure (Donsker and Varadhan, 1975) to the right-hand
side of the inequality we obtain

mA; (gen(p, D)) < KL(p|r) + log By (450 (®2D)) (18)

We can now apply Markov’s inequality to the random variable E, (e™Ae(9¢n(8:D))) Thus, with
probability at least 1 — 4,

1 «
mA (gen(p, D)) < KL(plr) +log 5 + log E,nE, (emo0en(@L)) (19)

Since 7 is data-independent, we can swap both expectations using Fubini’s theorem, so that we need

to bound E,» (emAé(gen(e’D))) for any fixed @ € ©. Here is where Lemma 6 comes into play: we
have that for any ¢ > 0,

* n n
Ppryn (nAg(gen(O,D)) 2 EC> < Pxexp (1) (X > Ec) .
Since X ~ exp(1), we get kX ~ exp(z). Thus, multiplying by Z,

Ppewn (mAj(gen(0, D)) > ¢) < Py ey () (X > c). (20)
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which in turn results in

Py (e85 ®D) > 4) < Py () (X > 1) @1
for any ¢ > 1. Finally, since X ~ exp(2), we have eX ~ Pareto (2, 1). Thus, for any ¢ > 1
Py (000 @0 > 4) <Py (X 2 0). (22)
Using that for any random variable Z with support 2 C R, its expectation can be written as
E[Z] = /QP(Z > z)dz, (23)
we obtein the desired bound:

Epopn (emA;@en(e’D))) = Ppo (emAswen(e,D)) > t) dt

1
00

<[ P
1

X ~Pareto( 2 ,1) (X > t) dt

m’

X~Parelo(ﬁ,1) (X)

Observe how the condition m < n is crucial because a Pareto(1, 1) has no finite mean. In conclusion,
with probability at least 1 — § we have
n

+ log } 24)
n—m 1)

mA;(gen(p, D)) < KL(p|m) + log

Dividing by m, setting m = n — 1 and applying (A,’;)_1 (+) in both sides concludes the proof. [

Corollary 8. Let ¢ be the 0 — 1 loss and 7 € M1(®) be any prior independent of D. Then, for any
0 € (0,1), with probability at least 1 — 6 over draws of D ~ V™,

- KL(p|T) +log %

Y

Kl (Ep[i(a, D)], IEP[L(O)}) p—]

simultaneously for every p € M1(0©).
Proof. We know that £(0,X) ~ Bin(L(0)), hence following the approach in Section 2.2 of
Boucheron et al. (2013), we obtain

Ag(a) = Kl (L(6) — a|L(6)) .

From the proof of Theorem 7 we have

KL(p|T) +log %
n—1

E,[Ag(gen(6, D))] < ; (25)

and the result follows from the convexity of kI and Jensen’s inequality. O

Proposition 12. If we fix some \ > 0, the bound in Theorem 11 can be minimized with respect to
p € My(O). The optimal posterior is

p*(8) x 7(8) exp {—(n —1)AL(D,6) — (n—1)(6, )\)} . (12)

Proof. We can solve the constrained minimization problem using standard results from variational
calculus —see Appendices D and E of Bishop (2006) for a succinct introduction—. We need to
minimize the functional

B alp) == E,[L(D,6)] + E’JW(;)’ )l + KL(QzHll)Ogg + </® p(8)do — 1) ,
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where v > 0 is the Lagrange multiplier. For this purpose, we compute the functional derivative of
Br alp] wrt p,
¥(6,)) L

2] ’
= LD,0)+ =+ (1ogﬂ_+1) +7,

and find p € M;(O) satisfying 635# = 0, which results in the desired p* after straightforward
algebraic manipulations. O

Theorem 16. If Assumptions 2 and 3 are satisfied, then for any prior distribution 1 € M;(0©)
independent of D and any § € (0, 1); with probability at least 1 — § over draws of D ~ v™,

E,[L(0)] < E,[L(D,0)] + \/20Ep [szug} - K(p,m,n,0) + V2CL - K(p,m,1,0)%

K L(p|m)+log 22
n—1 :

simultaneously for every p € M1(®), where K (p,m,n,d) :=

Proof. By Assumption 3, ||Vz£(0,x)||3 < L forany 6 € © and any = € X —note that with this we
can already obtain a bound that includes a model-dependent Lipschitz constant (6)—. In particular,
[V£(0,X)|3 is %-sub—Gaussian. Thus we can use Corollary 5.3 in Hellstrom et al. (2023) and
obtain the following PAC-Bayes bound:

KL(p|m) + log ‘g—f

n—1

= L
E, [IV43] <E, [||vwg||g] + \/E\/

; (26)

with probability at least 1 — 5.

Now taking 1 = Jo = g, the bound in Theorem 15 and the one in (26) hold simultaneously with
probability at least 1 — ¢. Finally, plugging (26) in Theorem 15 we obtain the desired result. O

B PAC-Bayes bounds for losses with bounded CGF

Corollary 19. Assume the loss is o%-sub-Gaussian. Let 1 € M1(®) be any prior independent of D.
Then, for any § € (0, 1), with probability at least 1 — § over draws of D ~ v™,

&WWSMWQW+¢&MMW+@?

n—1 ’

simultaneously for every p € M1(0©).

Proof. Follows from the fact that (¢*)~!(s) = v/202s for o?-sub-Gaussian random variables
(Boucheron et al., 2013, Section 2). O

Corollary 20. Assume the loss is (02, ¢)-sub-gamma. Let 1 € M1 (®) be any prior independent of
D. Then, for any 6 € (0, 1), with probability at least 1 — § over draws of D ~ v™,

E,[L(0)] < Ep[ﬁ(D, 0)] + \/202 KL(p|r) + log § n CKL(p|71') +log %

n—1 n—1 ’

simultaneously for every p € M1(0©).

Proof. Follows from the fact that (¢)*) ™1 (s) = V2025 + cs for (2, ¢)-sub-gamma random variables
(Boucheron et al., 2013, Section 2). O
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C Experimental details

C.1 Models and data

As for the experimental setting for Figure 1 and the verification of Assumption 2; we have used
the small InceptionV3 architecture (Szegedy et al., 2016) used in Zhang et al. (2017), where the
total number of parameters of the model is 1.814.106. We trained the model in the CIFAR10
dataset (Krizhevsky et al., 2009) with the default train/test split using SGD with momentum 0.9 and
learning rate 0.01 with exponential decay of 0.95. All models are trained for 30.000 iterations of
batches of size 200 or until the train loss is under 0.005. These settings are selected to ensure that the
random label model converges to an interpolator. For /5 regularization, the multiplicative factor is
0.01. We include a Jupyter Notebook in the Supplementary Material with the code for reproducing
our experiments and figures.

From the definition of the log-loss, we have

Ao(A) = InE, [NEO W eO)] — K, [p(y|2, 6))] — E.[Inp(ylw, 6)*],

and we estimate the expectations using the test data:

N 1 A 1 A
AoVl | on > plyle.0) ) -5 D> np(ylz.6)*.

(@,y)EDtest (z,y)eDtest

We also estimated V(¢) and ||V .£||2 using D"

C.2 Experimental backing for Assumption 2

We now experimentally evaluate Assumption 2 in the same setup as above. We need to show that
there is certain C' > 0 such that for any A > 0, we have

C
2
for every 6 € ©. Since in this case each 0 represents a configuration of weights in the InceptionV3

architecture, we cannot strictly verify the assumption for every 8, however, we provide empirical
backing for its feasibility.

Ao(N) < S N2[IVal]3,

We estimate Ag(\) and ||V £||3 with test data and plot %
. T

introduced in Figure 1 (in the case of Zero the inequality trivially holds).

for the three different models

We plot the results in Figure 2, showing that the quantity of interest decreases with A and that it is
reasonable to expect Assumption 2 holding with C' < 1. Observe that by a simple call to L’Hopital’s

: Ao( _ V@
rule, one can see that lim,_,q+ TENNLIE = TVullE
Ag(N) i Ag(\)
05X Va5 05NVl
0.004 —#—  Standard 0.0015 —#— Standard
—a— L2 —a— [2
—+— Random 0.0010 —*— Random
0.003 Zero —4&— Zero
0.0005
0.002 —
0.0000 ———a—a—a—n
0.0 0.1 02 03 0.4 05 0 20 i) 60 80 100
A A
. Ap (X . . .
Figure 2: The plots of W in two different scales. In the case of these models, Assumption 2
. 2002

holds with C' =~ 0.005.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We mention and discuss bounds and techniques that are introduced later in the
paper. Limitations of the assumptions are also mentioned.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: Both during related work discussion and in the conclusions.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]
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Justification: Yes, complete proofs are included in Appendix A, and the assumptions are
discussed and justified.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We include our code in the supplementary material, and the details of the
implementations are discussed in Appendix C.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]
Justification: The same as above.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized

versions (if applicable).

Providing as much information as possible in supplemental material (appended to the

paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: Yes, in Appendix C.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:
Justification: Not necessary.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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8.

10.

* The assumptions made should be given (e.g., Normally distributed errors).

e It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]
Justification: [NA|
Guidelines:

* The answer NA means that the paper does not include experiments.

 The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: No relevant issues in our work.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer:

Justification: This is a theoretical work aiming towards better understanding generalization,
no negative societal impact. Potential positive impact.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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11.

12.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: [NA]
Guidelines:

» The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification: [NA|
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

 For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

 If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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15.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification: [NA]
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: [NA|
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: [NA|
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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