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ABSTRACT

Matrix quantization is crucial for reducing the memory footprint of matrices
across various applications, including large-scale machine learning models and
data compression. We have observed that matrices in different application do-
mains exhibit heterogeneity in the distribution across columns. Leveraging this
characteristic, we introduce HyperChr, a novel matrix quantization algorithm
tailored for heterogeneous data distributions prevalent across different matrix
columns. Unlike traditional quantization methods, HyperChr capitalizes on the
heterogeneous distribution characteristics of each column to optimally partition
high-dimensional subspaces and perform compression within each subspace. This
technique enhances the compression effectiveness by grouping vectors with simi-
lar distribution ranges, enabling more precise quantization. Moreover, HyperChr
dynamically adjusts the number of centroids in each subspace based on the spe-
cific data distribution traits, optimizing both storage efficiency and data fidelity.
We evaluate HyperChr’s performance on diverse datasets, demonstrating its supe-
riority in reducing quantization errors compared to existing methods. Our results
show that HyperChr exhibits significant improvements at lower compression ra-
tios (θ = 2 − 8), reducing MAE by an average of 55.3% and MSE by 75.3%
compared to PQ. However, at higher compression ratios (θ = 10 − 16), the im-
provements are more moderate, with an average reduction of 14.9% in MAE and
25.9% in MSE compared to PQ. In addition, our algorithm reduces the average
dequantization time by 62.9%, which is crucial for large language model infer-
ence.

1 INTRODUCTION

Matrix quantization refers to the process of reducing the memory footprint of a matrix while mini-
mizing certain performance metrics, such as mean squared error (MSE) or cross-entropy. The goal
is to represent matrix elements in a more compact format without sacrificing too much accuracy.
When the quantized matrix needs to be used, it can be dequantized to restore the matrix, enabling
further computations with minimal loss in precision.

With the rise of big data and large models, the computation and storage of large matrices have
become increasingly critical. For instance, GPT-2 contains 1.5 billion parameters Solaiman et al.
(2019), whereas GPT-3 has expanded to 175 billion parameters Brown et al. (2020). There-
fore, matrix quantization plays a crucial role in Large Language Models (LLMs) weight quanti-
zation Dettmers et al. (2024); Lin et al. (2024); Shao et al. (2023); Xiao et al. (2023). Additionally,
the KV cache accounts for over 30% of GPU memory during deployment, compared to the 65%
occupied by the parameters Kwon et al. (2023). Both the parameters and KV cache are stored in
the form of matrices, and many recent model quantization techniques have been applied to LLM k-v
cache quantization Liu et al. (2024); Zhang et al. (2024); Hooper et al. (2024); Kawakibi Zuhri et al.
(2024); Duanmu et al. (2024); Yue et al. (2024); Lee et al. (2024); Adnan et al. (2024). In Q4 2023,
Facebook reported 3.05 billion monthly active users, with user data typically represented as graphs
and matrices fac. Consequently, matrix quantization is widely used in graph compression Brisaboa
et al. (2009); Claude & Ladra (2011). Matrix quantization also finds applications in other fields, such
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as vector databases Xu et al. (2018); Jegou et al. (2010) and image compression Yu et al. (2018);
Ning et al. (2016).

There has been a growing body of related work on matrix quantization, which can be broadly clas-
sified into two categories: general-purpose matrix compression algorithms and task-specific matrix
compression algorithms. General-purpose matrix compression techniques include product quanti-
zation (PQ) Jegou et al. (2010), optimized product quantization (OPQ) Ge et al. (2013), and locally
optimized product quantization (LOPQ) Kalantidis & Avrithis (2014). In contrast, task-specific ma-
trix compression algorithms are designed for particular use cases, such as large language models
(LLMs) or other machine learning applications. These include methods like LLM.int8 Ge et al.
(2013), Optimal Brain Damage LeCun et al. (1989), GPTQ Frantar et al. (2022), AWQ Lin et al.
(2023), SmoothQuant Xiao et al. (2023), OmniQuant Shao et al. (2023), and SqueezeLLM Kim et al.
(2023). The first category of methods primarily builds on the PQ algorithm, focusing on making
various optimizations for general use, while the second category integrates task-specific heuristics
into the Round-To-Nearest (RTN) algorithm Gray & Neuhoff (1998), which quantizes elements by
rounding each value to its nearest representable level.
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(a) LLM weight distribution.
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(b) GIST distribution.
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(c) SIFT distribution.

Figure 1: Column distribution of different datasets.

However, many real-world datasets exhibit heterogeneous distributions across different columns.
This heterogeneity is particularly prevalent in applications such as Large Language Model (LLM)
weights, LLM key-value (KV) caches, image retrieval, and other applications, where certain
columns of data display vastly different statistical properties compared to others.

Figures 1a, 1b, and 1c illustrate the column distributions for LLM weights, GIST cache, and SIFT
descriptor, respectively. In each figure, the solid line represents the distribution of the entire column,
while the dashed line shows the distribution when randomly selecting half of the data from that
column. These visualizations highlight that while different columns exhibit unique distributions,
the distributions within the same column are quite consistent, pointing towards the necessity for
distribution-aware quantization strategies.

Traditional quantization methods, which typically assume a homogeneous distribution across all
elements, often yield suboptimal results when applied to these heterogeneous matrices, ignoring the
diverse nature of real-world data.

Existing matrix quantization algorithms, such as Product Quantization (PQ), RTN, and its variations,
have demonstrated promising performance. Nevertheless, they do not explicitly consider hetero-
geneity in data distributions. These methods typically apply uniform quantization without adapting
to the diverse nature of the data. This uniform approach can lead to suboptimal performance when
dealing with matrices that exhibit heterogeneous data distributions across their dimensions.

In this paper, we introduce HyperChr (HyperChromosome), a novel algorithm tailored to exploit
the heterogeneity in data distributions across matrix columns. Recognizing that data exhibit diverse
distributions along each column, HyperChr strategically partitions high-dimensional subspaces ac-
cording to the distribution properties of each column. This approach allows for the grouping of
vectors with similar distribution ranges into the same subspace, enhancing the efficacy of the quan-
tization process. Additionally, we propose a method to dynamically determine the compression ratio
(number of centroids) for each subspace based on its characteristics.
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We validate the effectiveness of HyperChr across a range of datasets, demonstrating that it consis-
tently achieves lower quantization errors compared to conventional methods. The results show that
the HyperChr algorithm exhibits significant improvements at lower compression ratios1 (θ = 2−8),
reducing MAE by an average of 55.3% and MSE by 75.3% compared to PQ. However, for higher
compression ratios (θ = 10 − 16), the improvements are more moderate, with an average reduc-
tion of 14.9% in MAE and 25.9% in MSE compared to PQ. In addition, our algorithm reduces the
average dequantization time by 62.9%. Fast dequantization is crucial for large Language model
inference. Our code has been open-sourced 2.

Our contributions in this work are threefold:

• We identify the heterogeneous distribution characteristics of matrices in different application
scenarios.

• Leveraging the heterogeneous distribution properties of matrices, we design the HyperChr al-
gorithm to improve the performance of matrix compression.

• We dynamically adjust the intervals according to the varying distribution characteristics of the
data.

2 PROBLEM SETTING

In this section, we formally define the problem of heterogeneous matrix quantization. We then
discuss the feasibility of utilizing these heterogeneous distributions to enhance the effectiveness of
matrix quantization.

We define the matrix to be quantized as X , the quantized matrix as Xq , and the matrix recovered
through dequantization as X ′. Both X and X ′ are n× d matrices, while Xq depends on the quanti-
zation method. The elements of the matrices are denoted as xi,j , xq

i,j , and x′
i,j , respectively.

The memory usage of a matrix is given by memory(), and the memory constraint is denoted as
mem constraint.
Definition 1 (Heterogeneous Matrix Quantization). The goal of Heterogeneous Matrix Quantization
is to minimize the following objective function, which balances the Mean Squared Error (MSE) and
the memory used by the quantized matrix:

minimize MSE(X,X ′) + λ ·memory(Xq),

where the MSE between X and X ′ is defined as:

MSE(X,X ′) =
1

n · d

n∑
i=1

d∑
j=1

(
xi,j − x′

i,j

)2
.

The quantization process is subject to a memory constraint:

memory(Xq) ≤ mem constraint,

and considers the column-wise heterogeneous distribution of the matrix, such that:

X:,j ∼ Dj for j = 1, 2, . . . , d,

where Dj represents the distinct distribution governing the values in column j of matrix X .

Here, λ is a regularization parameter that adjusts the trade-off between minimizing MSE and the
memory footprint of Xq .

For datasets with column-wise heterogeneous distributions, directly applying quantization algo-
rithms can lead to inefficiencies for two main reasons. On the one hand, the value ranges in different
columns can vary significantly. For example, in the RTN (Round-to-Nearest) algorithm, a column
a might have values ranging from −10 to 10, while another column b might only span from −1
to 1. Applying a uniform quantization over the range [−10, 10] would lead to wasted quantization

1Compression ratio = Space occupied by the matrix before quantization
Space occupied by the matrix after quantization

2https://github.com/HyperChr-release/HyperChr-release
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Figure 2: Overview of the HyperChr algorithm.

levels for column b, as the regions [−9,−1] and [1, 9] would contain no data points, reducing the
efficiency of the quantization process. On the other hand, even when columns c and d have similar
ranges, such as [−10, 10], their data densities within that range may differ. For instance, column d
may have very few or no data points in the range [−9, 9], which would again result in inefficiencies
for quantization algorithms that do not account for these distributional differences. Thus, leveraging
the heterogeneous nature of data distributions across columns to optimize matrix compression is
both feasible and beneficial. By adapting the quantization strategy to the unique distribution of each
column, it is possible to achieve more efficient and accurate compression, preserving memory while
minimizing quantization error.

3 METHODS

The core idea of HyperChr is to leverage the characteristic that data within the matrix column have
similar distributions, while the distributions differ across columns. By partitioning data within each
column based on their distribution, different column intervals form high-dimensional subspaces.
The vectors within each high-dimensional subspace exhibit similarity, leading to more effective
quantization results.

3.1 ALGORITHM LOGIC

The design and operations of the HyperChr algorithm are illustrated in Figure 2, which provides a
conceptual overview of the algorithm’s workflow and its key components. The algorithm is struc-
tured into four main parts: matrix partition, subspace generation, subspace ID generation, and matrix
quantization. Each component plays a crucial role in optimizing the quantization process.

Matrix Partition: Firstly, during the matrix partition phase, we pre-partition the columns of the
original matrix to reduce the computational complexity of subsequent operations and to avoid the
exponential explosion associated with high-dimensional subspaces. Specifically, we divide the ma-
trix’s columns into several groups, such as grouping every four columns together as shown in Fig-
ure 2 This strategy helps reduce computational and storage overhead when dealing with large-scale
data.

Subspace Generation: During the subspace generation phase, we generate intervals for columns in
the same position across different groups based on their combined data distribution. For example,
as illustrated in Figure 2, the first column of the first group and the first column of the second group
are considered together. Considering each column’s data distribution separately would increase the
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storage space of intervals and lead to suboptimal results; in the example shown, it would triple the
storage space. These intervals reflect the range and distribution characteristics of the data in each
column. By combining intervals from different columns, we generate high-dimensional subspaces.

Subspace ID Generation: In the subspace ID generation phase, we map each vector in the origi-
nal matrix using the intervals generated in the subspace generation step. Specifically, we determine
the combination of intervals where each vector’s elements fall, thereby assigning it a unique sub-
space identifier. This process maps data from the original high-dimensional space into predefined
subspaces, facilitating subsequent quantization operations.

Matrix Quantization: Finally, in the Matrix Quantization phase, we perform independent quanti-
zation for the set of vectors within each subspace. Since vectors within a subspace exhibit similar
features, the quantization algorithm can improve quantization effectiveness and accuracy. We com-
press the vectors in each subspace into several centroids using a clustering algorithm, and then use
the indices of the centroids to replace the data in the original matrix.

3.2 HyperChr QUANTIZATION

Algorithm 1 Matrix Quantization Algorithm

1: Input: Matrix X ∈ Rn×d, number of subgroups m, number of intervals l for each dimension
2: Output: Quantized matrix Xq , Codebook C
3: Step 1: Matrix Partition
4: Partition X into m column groups {G1, G2, . . . , Gm}, where each group has s = d

m columns
5: Step 2: Subspace Generation
6: for each dimension k = 1 to s do
7: Collect columns {G(k)

1 , G
(k)
2 , . . . , G

(k)
m } ▷ G

(k)
i is the k-th column of group Gi

8: Combine data from these columns to determine l intervals {Ik,1, Ik,2, . . . , Ik,l} based on the
l-quantiles of their distribution

9: Ik ← {Ik,1, Ik,2, . . . , Ik,l}
10: I← I ∪ Ik
11: Step 3: Subspace ID Generation
12: for each group Gi in {G1, G2, . . . , Gm} do
13: for each data point gi,j in group Gi do ▷ gi,j is the j-th row vector of group Gi

14: for each dimension k = 1 to s do
15: Assign interval index idxi,j,k such that gi,j,k ∈ Ik,idxi,j,k

16: Concatenate indices idxi,j = [idxi,j,1, idxi,j,2, . . . , idxi,j,s]
17: Compute subspace ID Sj,i = ComputeSubspaceID(idxi,j) ▷ In matrix S, the j-th row

and i-th column correspond to group Gi and row j

18: Step 4: Matrix Quantization
19: for each unique subspace identifier s in set S do
20: Collect the vector Vs = {gi,j |Sj,i = s}
21: Calculate the number of centroids ks, ks = calcCentroids(Vs)
22: Apply clustering to Vs to obtain ks centroids, Cs

23: Add centroids Cs to the global codebook C, and assign new indices for each centroid in C
24: for each vector gi,j in subspace Vs do
25: Xq

j,i ← argmincj ∥gi,j − cj∥ ▷ Quantize to nearest centroid within group
26: Replace the centroid index in Xq

j,i with the new index in the global codebook C

27: return Quantized matrix Xq , Codebook C

As shown in Algorithm 1, the matrix quantization process begins by partitioning the input matrix
X ∈ Rn×d into m column groups, each containing s = d

m columns. For each dimension k within
these groups, subspace intervals are generated based on the data distribution’s quantiles, and these
intervals are stored in Ik. Each data point within the matrix is then assigned a subspace ID by
determining the interval indices across all dimensions for the corresponding group.

Once the subspace IDs have been computed, the quantization process begins. For each unique
subspace identifier, the corresponding vectors are collected, and a clustering algorithm (e.g., k-
means) is applied to these vectors to determine centroids. The number of centroids ks for each

5
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subspace is determined based on the distribution of the vectors within that subspace. The centroids
are stored in subspace-specific codebooks Cs, which are then merged into a global codebook C.
Each data point is quantized by replacing it with the nearest centroid, and the index of the centroid
from the global codebook is stored in the quantized matrix Xq .

Finally, the quantized matrix Xq , containing indices that point to centroids in the global codebook
C, and the codebook C itself are returned.

The HyperChr algorithm optimizes the quantization process through a structured approach, as il-
lustrated in Figure 2. The matrix partition phase pre-partitions the columns of the matrix to sim-
plify computational requirements. Subspace generation then creates high-dimensional subspaces by
combining intervals from the grouped columns based on their data distribution. Subspace IDs are
generated by mapping each vector to these subspaces based on its elements’ interval locations. Fi-
nally, matrix quantization is performed within each subspace, enhancing quantization effectiveness
and reducing overall memory usage.

3.2.1 HyperChr DEQUANTIZATION

As shown in Algorithm 2, the matrix dequantization process reconstructs the original matrix X from
the quantized matrix Xq and the codebook C. For each element Xq

i,j in the quantized matrix, the
algorithm retrieves the corresponding centroid ck from the codebook C using the index stored in
Xq

i,j . The retrieved centroid ck is then placed into the corresponding position in the reconstructed
matrix X , such that Xi,j ← ck. This process is repeated for all elements in Xq , resulting in the full
reconstruction of the original matrix X .

Algorithm 2 Matrix Dequantization Algorithm

1: Input: Quantized matrix Xq , Codebook C
2: Output: Reconstructed matrix X
3: for each element Xq

i,j in the quantized matrix Xq do
4: Retrieve the corresponding centroid ck from the codebook C using the index Xq

i,j
5: Assign Xi,j ← ck ▷ Place the centroid value into the reconstructed matrix X

6: return Reconstructed matrix X

3.3 THEORETICAL ANALYSIS OF HyperChr

We first present a comparison of HyperChr and PQ in terms of MSE, followed by a comparison of
the time complexity between PQ and HyperChr.
Theorem 1. (Theoretical analysis of MSE) The Mean Squared Error (MSE) of the HyperChr
algorithm is lower than that of the PQ algorithm:

MSEHyperChr = Γ ·MSEPQ, (1)

where 0 < Γ < 1 is the effective variance reduction factor achieved by HyperChr, and the proof can
be found in Appendix A.1.

According to Theorem 1, since Γ < 1, it follows that:

MSEHyperChr = Γ ·MSEPQ < MSEPQ. (2)

Thus, the MSE of the HyperChr algorithm is lower than that of the PQ algorithm.
Theorem 2. (Time Complexity for Quantization) The quantization time complexity of HyperChr
method is:

QTHyperChr =
1

m · l d
m

·QTPQ, (3)

where QTHyperChr and QTPQ are the time complexities of our method and the PQ algorithm, respec-
tively. The proof can be found in Appendix A.2.

6
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Since 1

m·l
d
m

< 1, the time complexity of HyperChr is lower than that of PQ.

Theorem 3. (Time Complexity for Dequantization) The time complexity of the dequantization
process in the Matrix Dequantization Algorithm is:

DQTHyperChr =
1

m
·DQTPQ, (4)

where DQTHyperChr and DQTPQ represent the time complexities of the Matrix Dequantization Al-
gorithm and the PQ algorithm, respectively. The proof can be found in Appendix A.3.

The Matrix Dequantization process of HyperChr has a lower time complexity than that of PQ, as
1
m < 1.

Thus, we draw three conclusions:

• The HyperChr algorithm achieves a lower Mean Squared Error (MSE) compared to the PQ
algorithm due to its effective subspace partitioning strategy.

• The quantization time complexity of the HyperChr method is lower than that of the PQ algo-
rithm.

• The dequantization process of the HyperChr algorithm also has a lower time complexity com-
pared to the PQ algorithm.

4 EXPERIMENTS

4.1 EXPERIMENT SETUP

Platform and Implementation: We performed our algorithm evaluations on a high-performance
server configured with an Intel Core i9-10980XE processor, which boasts 18 cores and 36 threads,
operating at a base frequency of 3.00 GHz. The server is equipped with 128GB of 3200MHz DDR4
memory and a 24.8MB L3 cache, ensuring robust computational capabilities. All algorithms were
implemented in Python, specifically version 3.8.10. In each experimental scenario, we repeated the
evaluation 100 times.

Dataset: To evaluate the effectiveness of our proposed algorithm, we conducted experiments using
one synthetic dataset and three real-world datasets: a synthetic normal distribution dataset, LLM
weight dataset, GIST dataset, and SIFT dataset. Below, we provide a detailed description of each
dataset. Each element in the matrix is represented with 32 bits.

(1) Synthetic normal distribution dataset: The dataset was constructed by sampling each entry of the
matrix from a truncated normal distribution, characterized by a mean of 0.5 and a standard deviation
of 0.16. Furthermore, approximately one element out of every ten thousand was substituted with an
outlier, randomly selected from the interval [-100, 100]. The matrix dimensions are set to 1,024 ×
128.

(2) LLM weight dataset: This dataset includes weight matrices derived from the large language
model (LLM) LLaMA2 (Touvron et al. (2023)). The dimensions of the LLM weight matrices are
11,008 × 4096.

(3) GIST dataset: The GIST dataset consists of feature vectors used for image recognition and
retrieval tasks. It contains the first 100,000 features extracted from the Tiny Image dataset (Torralba
et al. (2008)). Moreover, this dataset has been employed in Jegou et al. (2010) and Oliva & Torralba
(2001). The dimensions of the GIST dataset are 100,000 × 960.

(4) SIFT dataset: The SIFT descriptors were obtained by extracting the learning set from Flickr
images, while the database and query descriptors were sourced from the INRIA Holidays image
collection Jegou et al. (2008). The matrix size for the SIFT dataset is 100,000 × 128.

Metrics: We primarily assess the accuracy and time efficiency of the algorithm. Accuracy is eval-
uated using Mean Absolute Error (MAE), Mean Relative Error (MRE), and Mean Squared Error
(MSE). For time efficiency, we measure the Quantization Time (QT) and DeQuantization Time
(DQT).

7
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Let x(i,j) represent the elements of the original matrix to be quantized, while x′
(i,j) denotes the

elements of the dequantized matrix.

MAE =
1

n · d
∑
i,j

∣∣∣x(i,j) − x′
(i,j)

∣∣∣ , MSE =
1

n · d
∑
i,j

(
x(i,j) − x′

(i,j)

)2
Comparative Algorithms: We compare our approach with PQ (Product Quantization)( Jegou et al.
(2010)), OPQ (Optimized Product Quantization)( Ge et al. (2013)), and LOPQ (Locally Optimized
Product Quantization)( Kalantidis & Avrithis (2014)). For the comparative algorithms, under the
same space constraints, we use the same common parameters as our algorithm, while other parame-
ters are set according to the recommended configurations from their respective papers.

Parameter Selection for HyperChr: For an n×d matrix with a bits per element and a compression
ratio θ, the number of subgroups is m. Therefore, after the matrix partition operation, the dimension
of each vector becomes d

m . We first determine the total number of cluster centroids, ks, by solving
the following inequality using binary search to find the maximum value of ks:

ks ×
d

m
× a+ n×m× log2(k) ≤

n× d× a

θ

We use quantiles to divide each dimension into l intervals. Therefore, there are a total of l
d
m high-

dimensional subspaces. The number of centroids in each subspace is allocated based on the number
of subvectors in the subspace.

ks,j = ks ×
nj

n×m
(j = 1, 2, 3, . . . , l

d
m )

where nj is the number of vectors in the j-th subspace. Typically, we adopted the parameters d
m = 4

and l = 3.

4.2 MATRIX QUANTIZATION

This section primarily presents the accuracy (MAE and MSE) and computational efficiency (QT and
DQT) of the HyperChr algorithm.

MAE and MSE: The experimental results for MAE and MSE are presented in Figure 3. The
results clearly demonstrate that HyperChr consistently outperforms PQ, OPQ, and LOPQ in most
scenarios across various datasets and compression ratios, in both MAE and MSE metrics. For lower
compression ratios (θ = 2− 8), the HyperChr algorithm shows a significant improvement, reducing
MAE by an average of 55.3% and MSE by 75.3% compared to PQ. However, for higher compression
ratios (θ = 10 − 16), the improvements are more moderate, with an average reduction of 14.9% in
MAE and 25.9% in MSE compared to PQ.

For the Synthetic dataset, HyperChr exhibits the lowest MAE and MSE across all compression
ratios, significantly outperforming the other algorithms. At lower compression ratios, compared to
the PQ algorithm, HyperChr reduces MSE by 71.2% and MAE by 47.8%. At higher compression
ratios, it still achieves reductions of 41.2% in MSE and 24.1% in MAE.

In the LLM dataset, HyperChr exhibits a similar trend in maintaining lower MAE and MSE values.
At lower compression ratios, compared to the PQ algorithm, HyperChr reduces MSE by 90.3% and
MAE by 71.4%. At higher compression ratios, it still achieves reductions of 46.7% in MSE and
27.9% in MAE. It is worth noting that due to the additional space requirements of LOPQ, it was
unable to handle the compression of the LLM dataset.

The results on the GIST dataset further reinforce the strength of HyperChr, particularly in maintain-
ing lower errors across all compression ratios. While PQ and OPQ occasionally show comparable
performance, HyperChr consistently achieves better results. At lower compression ratios, compared
to the PQ algorithm, HyperChr reduces MSE by 76.8% and MAE by 58.5%. At higher compression
ratios, it still reduces MSE by 16.8% and MAE by 7.3%.

8
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Figure 3: MAE and MSE of different datasets.

Lastly, the analysis of the SIFT dataset reveals that HyperChr performs well at lower compression
ratios, but its performance is comparable to the PQ algorithm at higher compression ratios. At lower
compression ratios, compared to the PQ algorithm, HyperChr reduces MSE by 62.7% and MAE
by 43.6%. However, at higher compression ratios, it shows a slight increase of 1.2% in MSE and a
reduction of 0.5% in MAE.
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Figure 4: QT (s) and DQT (s) of different datasets.

QT and DQT: The experimental results for Quantization Time (QT) and DeQuantization Time
(DQT) are presented in Figure 4. The results clearly demonstrate that HyperChr consistently out-
performs PQ, OPQ, and LOPQ in most scenarios across various datasets and compression ratios, in
both QT and DQT metrics. The impact of compression ratio on QT is significant, while its effect on
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DQT is minimal. At low compression ratios, the QT of HyperChr is reduced by 60.2% compared
to PQ. However, at higher compression ratios, where the QT is already small, the QT of Hyper-
Chr increases by 113.4% compared to PQ. On the other hand, DQT remains relatively stable; for
lower compression ratios, the DQT of HyperChr is reduced by 60.2% compared to PQ, while at
higher compression ratios, the DQT of HyperChr is reduced by 65.7%. Specifically, for the Syn-
thetic dataset, LLM dataset, GIST dataset, and SIFT dataset, the DQT is reduced by 62.2%, 64.5%,
53.8%, and 53.6%, respectively. At low compression ratios, the QT is reduced by 40.9%, 44.8%,
71.4%, and 83.9%, respectively.

4.3 TRADE-OFF BETWEEN ACCURACY AND COMPUTATIONAL EFFICIENCY

We explored the tradeoff between accuracy and computational efficiency of the HyperChr algo-
rithm by varying the number of intervals l based on the LLM dataset. The experimental results are
shown in Figure 5. Figures 5a, 5b, 5c, and 5d present the accuracy (MAE/MSE) and computational
efficiency (QT/DQT) for compression ratios of 2, 4, 6, and 8, respectively.
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(d) θ = 8.

Figure 5: Trade-off between accuracy and computational efficiency.

For different compression ratios θ, the algorithm exhibits a similar trade-off characteristic. As the
number of intervals increases, the DQT of the HyperChr algorithm decreases, while QT remains
relatively stable, but both MAE and MSE increase. Upon closer analysis of the algorithm, we ob-
serve that when the number of intervals increases, fewer centroids exist for each high-dimensional
subspace, resulting in faster computation. During the dequantization phase, HyperChr retrieves the
corresponding vectors from the codebook (arrays of centroids) to reconstruct the matrix, which ex-
plains the stability in QT. Additionally, increasing the number of intervals provides finer partitioning
of each dimension, thus reducing MAE and MSE.

5 CONCLUSION

Matrix quantization is essential for reducing memory usage while maintaining accuracy across vari-
ous applications, especially with the increasing scale of models like GPT-3. Traditional quantization
methods often overlook the heterogeneous distribution characteristics of real-world datasets, which
can lead to suboptimal results.

In this paper, we introduced HyperChr, a matrix quantization algorithm tailored for heterogeneous
data distributions. By partitioning high-dimensional subspaces based on column-specific distribu-
tion properties, HyperChr enhances both compression effectiveness and computational efficiency.
Our experimental results demonstrate that HyperChr significantly reduces quantization errors and
dequantization time, particularly at lower compression ratios, outperforming traditional methods.

These improvements highlight the potential of HyperChr in optimizing large-scale matrix quanti-
zation for real-world applications, especially in large language models and other machine learning
tasks.
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A APPENDIX

A.1 THE PROOF OF THEOREM 1

Lemma 1. Suppose each element in the matrix is independently sampled with a mean µ and variance
σ2. After quantization by the PQ algorithm, the Mean Squared Error (MSE) is given by:

MSEPQ = σ2

(
1− 1

nk

)
.

Proof. Let c(i,j) denote the cluster centroid matrix, and let nk be the number of vectors in the cluster.
Define the residual matrix as s(i,j).

The expectation of the residual matrix is:

E[s(i,j)] = E[x(i,j) − c(i,j)] = µ− µ = 0.

The Mean Squared Error (MSE) can be expressed as the variance of the residual matrix:

MSEPQ = Var[s(i,j)] = Var[x(i,j)] + Var[c(i,j)]− 2 · Cov(x(i,j), c(i,j)).

Given that c(i,j) is the centroid within the cluster:

MSEPQ = σ2 +
σ2

nk
− 2E

[
(x(i,j) − µ)

(
1

nk

nk∑
i=1

x(i,j) − µ

)]

= σ2 +
σ2

nk
− 2 · 1

nk

E
[
(x(i,j) − µ)2

]
+
∑
i ̸=i′

E
[
(x(i,j) − µ)(xi′j − µ)

] .

Since x(i,j) and xi′j (for i ̸= i′) are independent:

MSEPQ = σ2 +
σ2

nk
− 2 · σ

2

nk
=

(
1− 1

nk

)
σ2. (5)

Theorem 1. (Theoretical analysis of MSE) The Mean Squared Error (MSE) of the HyperChr
algorithm is lower than that of the PQ algorithm:

MSEHyperChr = Γ ·MSEPQ, (6)

where 0 < Γ < 1 is the effective variance reduction factor achieved by HyperChr.

Proof. We assume that each element xi,j in the matrix X is independently sampled from a distribu-
tion with mean µ and variance σ2.

From Lemma 1, the MSE of the PQ algorithm is: MSEPQ = σ2
(
1− 1

nk

)
The HyperChr algorithm reduces quantization error through two main techniques:

Subspace Partitioning: Partitioning the data into subspaces based on interval indices, effectively
grouping similar data points together.

Localized Clustering: Clustering within each subspace allows for more precise centroids tailored
to the local data distribution.

Within each subspace s, the variance of the data σ2
s is less than the global variance σ2:

σ2
s = γsσ

2, with 0 < γs < 1. (7)
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This variance reduction occurs because the data within a subspace are more homogeneous due to
the partitioning based on interval indices.

The MSE for HyperChr can be expressed as the weighted sum of the MSEs within each subspace:

MSEHyperChr =
∑
s

ps ·MSEs, (8)

where ps is the proportion of data points in subspace s and MSEs is the MSE within subspace s.

Within each subspace s:

MSEs = σ2
s

(
1− 1

nks

)
= γsσ

2

(
1− 1

nks

)
, (9)

where nks
is the number of data points per centroid in subspace s.

Assuming that the average nks
across subspaces is approximately equal to nk in PQ, we can compare

the MSEs:

MSEHyperChr =
∑
s

ps · γsσ2

(
1− 1

nks

)
(10)

≈

(∑
s

psγs

)
σ2

(
1− 1

nk

)
(11)

= Γσ2

(
1− 1

nk

)
, (12)

where we define the effective variance reduction factor:+

Γ =
∑
s

psγs, with 0 < Γ < 1. (13)

A.2 THE PROOF OF THEOREM 2

Lemma 2. Assuming the same compression ratio, the number of centroids k1 per subspace in the
PQ algorithm is approximately equal to k2

m :

k1 ≈
k2
m

. (14)

Proof. The compressed memory size of the PQ algorithm is:

MemoryPQ = nm log2(k1) + k1d, (15)

where n is the number of data points, m is the number of subspaces, and d is the dimensionality of
the data.

In our method, since the total number of centroids across all subspaces is k2, the average number of
centroids per subspace is k2

m . Thus, the compressed memory size for our method is:

MemoryHyperChr = nm log2

(
k2
m

)
+ k2

d

m
. (16)

Assuming both methods achieve the same compression ratio, we set the compressed memory sizes
equal:

nm log2(k1) + k1d = nm log2

(
k2
m

)
+ k2

d

m
. (17)
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Given that k1 and k2

m represent the respective centroid counts per subspace in each method, we can
deduce that for the equality to hold, k1 ≈ k2

m . Therefore,

k1 ≈
k2
m

.

Theorem 2. (Time Complexity for Quantization) The quantization time complexity of HyperChr
method is:

QTHyperChr =
1

m · l d
m

·QTPQ, (18)

where QTHyperChr and QTPQ are the time complexities of our method and the PQ algorithm, respec-
tively. The proof can be found in Appendix A.2.

Proof. We will compare the time complexity of our method with that of the PQ algorithm by ana-
lyzing both grouping and clustering steps.

The time complexity of the PQ algorithm is:

QTPQ = O(nk1d), (19)

where n is the number of data points, k1 is the number of centroids per subspace, and d is the data
dimensionality.

In our method, each data point is divided into d
m dimensions, and each dimension is segmented into

l intervals. Determining the appropriate group for each data point involves assigning it to one of
l

d
m groups. The time complexity per data point for this assignment is O

(
d
m log l

)
, due to sorting or

searching through the intervals.

Therefore, the total grouping time complexity for all data points is:

QTgroup = O

(
n
d

m
log l

)
.

Since l
d
m is assumed to be a constant and k2 ≫ l, the grouping time QTgroup is negligible compared

to the clustering time, which dominates the overall time complexity.

After grouping, there are l
d
m groups in total. Each group contains approximately n

l
d
m

data points.
Assuming the number of centroids in each group is proportional to the number of data points, each
group will have about k2

l
d
m

centroids.

The clustering time complexity per group is:

O

(
n

l
d
m

· k2
l

d
m

· d
m

)
= O

(
nk2d

ml2
d
m

)
.

Multiplying by the total number of groups l
d
m , the total clustering time complexity becomes:

QTcluster = l
d
m ·O

(
nk2d

ml2
d
m

)
= O

(
nk2d

ml
d
m

)
.

Combining both grouping and clustering times, the total time complexity of our method is:

QTHyperChr = QTgroup +QTcluster = O

(
n
d

m
log l

)
+O

(
nk2d

ml
d
m

)
.

Since QTgroup is negligible compared to QTcluster, we can simplify:

QTHyperChr = O

(
nk2d

ml
d
m

)
.
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From Lemma 2, we have k1 ≈ k2

m . Substituting k2 = mk1 into the expression for QTHyperChr, we
get:

QTHyperChr = O

(
n(mk1)d

ml
d
m

)
= O

(
nk1d

l
d
m

)
.

Comparing this with QTPQ:

QTHyperChr

QTPQ
=

O
(

nk1d

l
d
m

)
O(nk1d)

=
1

l
d
m

.

However, since PQ processes m subspaces and our method effectively reduces computations by a
factor of m · l d

m , the actual ratio is:

QTHyperChr

QTPQ
=

1

m · l d
m

.

Thus, the total time complexity of our method is approximately 1

m·l
d
m

times that of the PQ algorithm.

This completes the proof, showing that our method is significantly more efficient compared to the
PQ algorithm when m is large and l

d
m is constant.

A.3 THE PROOF OF THEOREM 3

Theorem 3. (Time Complexity for Dequantization) The time complexity of the dequantization
process in the Matrix Dequantization Algorithm is:

DQTHyperChr =
1

m
·DQTPQ, (20)

where DQTHyperChr and DQTPQ represent the time complexities of the Matrix Dequantization Al-
gorithm and the PQ algorithm, respectively.

Proof. For the Matrix Dequantization Algorithm, the time complexity for retrieving the correspond-
ing centroid is:

THyperChr = O(1), (21)

as the centroid is directly accessed via an index lookup.

For the PQ algorithm, since it divides the vector into m sub-vectors and retrieves the corresponding
sub-centroid from each sub-codebook, the time complexity is:

TPQ = O(m). (22)

Therefore, the time complexity of HyperChr relative to PQ can be expressed as:

THyperChr =
1

m
· TPQ. (23)
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