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Abstract
While the capabilities of language models have001
been extensively discussed, they remain prone002
to hallucinations and factual inconsistencies.003
Specifically, despite the burgeoning interest in004
the application of pre-trained language models005
for automatic evaluation metrics, we find that006
these widely used models struggle with longer007
texts and are susceptible to various adversarial008
attacks. In response, we propose a sentence-009
level evaluation method that reflects the factual-010
ity consistency between input and output, and011
introduce ROME. Further, we propose a Fact012
Chain-of-Thought (FactCoT) to elicit LLMs to013
construct a robust meta-evaluation benchmark014
encompassing various types of errors and ap-015
proximately 50k factuality-consistent datasets016
based on six human-annotated datasets. Inte-017
grating three contrastive objectives to bolster018
model robustness against adversaries, ROME019
is a sentence-level model that can be expanded020
to handle long inputs and detect outputs with021
factual inconsistencies. When applied to ad-022
dress the issue of factual inconsistencies in text023
summarization tasks, ROME’s performance024
significantly surpasses existing models. It fur-025
ther demonstrates its generalizability to unseen026
tasks.027

1 Introduction028

Despite the readability of summaries generated029

by abstractive summarization models, they often030

present unfaithfulness issues or factual inconsisten-031

cies in text summarization and natural language032

generation(Maynez et al., 2020; Chen et al., 2021).033

Previous studies show that about 30% of sum-034

maries from leading systems exhibit faithfulness035

errors (Cao et al., 2018; Kryscinski et al., 2020).036

Thus, it is paramount to utilize reliable evaluation037

metrics to track and gauge the faithfulness of these038

systems’ text generations. Traditional NLG metrics039

such as ROUGE (Lin, 2004) and METEOR (Lavie040

and Agarwal, 2007) are n-gram overlap-based and041

show a weak correlation with human evaluations042

Figure 1: Data generation pipeline. Specifically, we
input demonstration of transformation, input data, and
Fact Chain-of-Thought prompts into GPT-3.5 to gener-
ate new transformations, which are then filtered using
a consistency checker to ensure their validity. The re-
sulting data is utilized as the final adversarial training
dataset.

of factual consistency. Recent metrics have been 043

proposed that calculate semantic similarity with 044

pre-trained models (Sai et al., 2021; Zhang et al., 045

2020), or incorporate auxiliary tasks like textual 046

entailment (NLI) (Mishra et al., 2021) and ques- 047

tion answering (QA) (Durmus et al., 2020) for bet- 048

ter faithfulness evaluation. Many prevalent model- 049

based evaluation metrics have limitations in pro- 050

cessing long texts and are vulnerable to adversarial 051

attacks, compromising their reliability (Sai et al., 052

2021; Pagnoni et al., 2021a). To overcome these 053

limitations, we propose a new robust evaluation 054

metric ROME suitable for long text summarization. 055

In this paper, we demonstrate the performance 056

of our model, ROME, by establishing a robust meta- 057

evaluation benchmark specifically designed for 058

assessing factual consistency. Traditional bench- 059

marks reliant on human annotation are not scalable 060

for large-scale data, and using tools such as Stan- 061

ford CoreNLP toolkit (Manning et al., 2014) and 062

NLTK WordNet (Bird and Loper, 2004) for data 063

augmentation can be easily exploited by models. 064

These tools fail to provide a comprehensive cov- 065

erage of all error types and fall short in delivering 066

effective generalization checks. To counter these 067

limitations, we employ synthetic text generated via 068

the GPT-3 API (Brown et al., 2020), and use the 069
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Please summarize this news:
Jemma Pixie Hixon, 21, has become a global star despite suffering from a crippling fear of the outdoors. Largely
unknown in the UK, she is a household name in China and the Far East and has attracted nearly 12 million views on
the internet. She creates her music in a makeshift studio in her bedroom in Malvern, Worcestershire, where she
lives with her parents. Her first single, Never Let Go, was released last week. The instrumental was produced by
DJ5parks while Jemma recorded her vocals on a laptop at home. She hopes it will help highlight the plight of others
affected by agoraphobia. Jemma said: 'It would be amazing if people bought my single, it does have chart eligibility,
so it's up to everyone who's supported me and followed me to help make the single do as well as possible. 'It would
be a huge honour if it did well and I hope it would inspire other agoraphobics, or anyone at all for that matter, that
you don't have to give up or let anything get in the way of your dreams.' Jemma started suffering panic attacks when
she was just six years old and her condition spiralled when she left school at 16 and had no daily routine of leaving
the house. She last left her house three years ago and has not gone further than the garden gate ever since. 

Jemma Hixon gained international fame for her music created in a bedroom
studio, aiming to raise awareness and inspire others while overcoming
personal challenges.

Hixon, a 21-year-old musician, gains global recognition with his debut single
and hopes to inspire others while shedding light on the challenges of
agoraphobia.

Jemma is household name in China with 20 million internet views. She
creates her music in makeshift studio in her bedroom.

Correct (score=0.97)

Incorrect(score=0.08)

Incorrect (score=0.02)

Figure 2: ROME assessing factual consistency between input and output: Three outputs generated by different
models. The first output is accurate, the second contains factual inconsistency related to character gender, and the
third displays numerical factual inconsistency.

Chain-of-Thought (CoT) method to create accurate070

variations and ensure the precision of adversarial at-071

tacks. Our rigorous manual inspection affirms that072

our extensive meta-evaluation benchmark exhibits073

an impressively low error rate of 0%. Moreover,074

our adversarial meta-evaluation framework offers075

granular evaluation of factual metrics based on di-076

verse error types. We find that the performance of077

existing state-of-the-art metrics declines in most078

cases, revealing that many metrics lack robustness079

and reliability. Our approach thereby ensures non-080

exposure of attack types used during training in the081

testing phase, adding a layer of security.082

Dataset # Valid # Test % Positive
CGS 1281 400 49.7
XSF 996 996 9.4

Polytope 634 634 87.2
FactCC 931 503 85.8

SummEval 850 850 90.6
FRANK 671 1575 33.2

Ours 5000 5000 50

Table 1: Statistics of the six previous datasets and our
benchmark.

Our ROME framework leverages two types of083

base models, each built upon ELECTRA (Clark084

et al., 2020) and LLaMA (Large Language Models085

as Meta AI) (Touvron et al., 2023), respectively.086

We introduce an innovative two-stage model train-087

ing process that takes into account the scale and088

quality of data from various sources. In addition to 089

the standard binary classification target, we employ 090

supervised contrastive loss (Khosla et al., 2020) to 091

magnify the differences between similar statements 092

bearing different correctness labels. Moreover, we 093

propose a method for augmenting training data to 094

cover various error types using CoT. 095

Our contributions in this work are as follows: 096

• We formulate a new problem: the robustness 097

of factual consistency evaluation. By lever- 098

aging GPT-3.5 and the Chain of Thoughts 099

(CoT) approach, we generate diverse synthetic 100

benchmarks and training data based on differ- 101

ent transformation types while keeping the 102

attack types undisclosed. 103

• We implement an effective sentence-matching 104

scheme that retrieves relevant pairs from 105

source and target data. This is followed by 106

a contrastive training phase, contributing to 107

the simplicity and efficiency of our approach. 108

• We demonstrate an enhancement in our 109

model’s robustness, increased generalization 110

capabilities on diagnostic benchmarks, and 111

significant improvements in robustness across 112

a range of attack scenarios, surpassing previ- 113

ous works. Furthermore, we provide evidence 114

of its effectiveness in real-world applications. 115
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SOURCE DOCUMENT

FACT ELEMENT EXTRACTION

TRANSFORMATION

LLM

LLM

Context:  {“error_types”: “...”, “original_sent”: “...”, “word”: “...”, “sent”: “...”} , ... , …

Prompt: Help me generate a new summary, which is the distortion or fabrication of factual information. 
Do it step by step: First try to find the {} word or phrases in the sentence. If there is no {} word, do not generate a new 
summary and end it. If there are {} words, think of some other {} words or phrases to replace one {} word in the sentence. 
After replacing, generate a new summary of the given summary with hallucination or factual error.

Error Types: {"location", "time", "person", "number", "predicate", "subject or object of a predicate"}

Guiding Questions for Prompting: “Can you specify the location where the main events take place?”, “What is the time 
period or specific moment mentioned?”, “Who is the person or character that plays a central role?”, “Who or what is the 
main subject or object involved in the key actions or events of the story?”, …

Summary: James was jailed yesterday after causing the death of Brendon, 18, in a smash in Aberdeenshire in July 2011.

"Location" - Aberdeenshire
"Time" - yesterday, July 2011
"Person" - James, Brendon
"Number" - 18 (This is referring to Brendon's age.)
"Predicate" - was jailed, causing the death, in a smash
"Subject or object of a predicate" - James (subject of "was jailed"), Brendon (object of "causing the
death"), Aberdeenshire (object in the prepositional phrase "in Aberdeenshire")
…

Brendon was jailed yesterday after causing the death of James, 18, in a smash in Aberdeenshire in July 2011.
James was jailed yesterday after causing the death of Brendon, 18, in a smash in Aberdeenshire in July 2012.
James was jailed yesterday after causing the death of Brendon, 15, in a smash in Aberdeenshire in July 2011.
…

Figure 3: Pipeline and example of our Fact Chain-of-Thought.

Negative Transformation Explanation

Location Incorrect or misleading geographical information is introduced.

Time The temporal context or time-related details are inaccurately depicted.

Person The wrong person or entity is attributed to an event or action.

Number Numerical information, such as quantities or measurements, are misrepresented.

Predicate Actions or events are described inaccurately or in a misleading manner.

Pronoun Incorrect or misleading usage of pronouns, possibly leading to confusion about
entities or actions.

Negation The original meaning is distorted by adding or removing negation.

Subject or object The subject or object associated with an event or action is incorrectly repre-
sented.

Table 2: Explanation of Different Error Types

2 Related work116

Addressing the shortcomings of traditional metrics117

like BLEU (Papineni et al., 2002) and ROUGE118

(Lin, 2004), there has been an emergence of au-119

tomatic model-based metrics. In evaluating fac-120

tual consistency, a popular approach is to employ121

question answering (QA)-based metrics, such as122

QAGS (Wang et al., 2020) and FEQA (Durmus123

et al., 2020), which involve generating and answer-124

ing questions about a summary. However, while125

these QA-based metrics offer interpretability, they126

come with computational costs due to the utiliza-127

tion of QG and QA models. Textual-entailment-128

based or NLI-based metrics have also been widely129

adopted, proposed by (Falke et al., 2019), which130

consider a summary factually consistent if it is se-131

mantically entailed by the source document. These 132

metrics, however, face challenges due to domain 133

shifts and reliance on heuristics like lexical overlap 134

(Mishra et al., 2021). To improve generalizability, 135

researchers have suggested the use of long-premise 136

NLI datasets, which led to significant improve- 137

ments in factual consistency evaluation (Mishra 138

et al., 2021). Despite these advancements, NLI- 139

based metrics such as FactCC (Kryscinski et al., 140

2020) are vulnerable to adversarial attacks and suf- 141

fer from a misalignment with the actual NLI task 142

due to overly long premises. 143

3 Preliminaries 144

3.1 Task Definition and Scope 145

In our research, we conceptualize the evaluation 146

of factual correctness or faithfulness in a summa- 147
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rization system as a Natural Language Inference148

(NLI) task. In this context, a source document and149

a generated summary are dispatched as a pair to an150

NLI classifier, which subsequently assesses the re-151

lationship between them, specifically whether the152

summary is faithful or unfaithful to the original153

content. A summary is considered faithful if it ac-154

curately encapsulates the information of the source155

without introducing any factual errors.156

Historically, researchers have used human anno-157

tation for meta-evaluation, where annotators cat-158

egorize whether summaries contain hallucinated159

facts. This meta-evaluation forms the groundwork160

for building a benchmark to evaluate the factual161

consistency of different metrics. In contrast, our ap-162

proach substitutes human labor with synthetic data163

generation, producing deterministic non-factual164

summaries and factual summaries.165

We define Factual Consistency as the extent to166

which the summary accurately mirrors the content167

of the original document without incorporating any168

factual inaccuracies. On the other hand, Robust-169

ness signifies the resilience of NLI-based evalua-170

tion metrics against manipulative attacks, maintain-171

ing their accuracy even in the face of intentionally172

altered inputs.173

Our research focuses on the robustness of sum-174

marization system evaluation metrics, particularly175

in terms of faithfulness, or factuality. We place176

particular emphasis on the metrics’ resilience to177

alterations that modify the factual content of sen-178

tences.179

3.2 Meta-evaluation Benchmark and FactCoT180

Evaluating a model’s ability to detect factual in-181

consistencies between input and output requires182

labeled data. Unfortunately, such labeled factual183

inconsistency statements do not often occur in the184

wild. In the past, considerable efforts have been185

made to manually annotate such data. However,186

relying on crowdsourced annotations often results187

in unsatisfactory quality and it’s hard to amass a188

large-scale dataset suitable for training. Recently,189

some works have utilized tools like NLTK and190

Named Entity Recognition (NER) for automatic191

adversarial transformations. Yet these methods are192

constrained by the types of errors they can intro-193

duce, and the resulting factual errors tend to be194

homogeneous. This uniformity can lead to overfit-195

ting, as models may easily memorize these errors196

rather than genuinely learning to generalize their197

capabilities. To address these issues, we utilize198

Type Prompt

Pronoun Help me generate a new summary by pronoun
swapping transformation. Do it step by step:
First try to find the gender-specific pronouns
words in the sentence. If there are no gender-
specific pronouns words, do not generate a new
summary and end it. If there are gender-specific
pronouns words, Next, a randomly chosen pro-
noun was swapped with a different one from the
same pronoun group to ensure syntactic correct-
ness, i.e., a possessive pronoun could only be
replaced with another possessive pronoun. After
replacing, generate a new summary of the given
summary with incorrect pronoun use. Don’t
change too much, just change the gender-specific
pronouns words.

Negation Help me generate a new summary by sentence
negation transformation. Do it step by step:
First try to find the auxiliary verbs in the sen-
tence. If there are no auxiliary verbs, do not
generate a new summary and end it. If there
are auxiliary verbs, next, to switch the factual
meaning, a randomly chosen auxiliary verb was
replaced with its negation. Positive sentences
would be negated by adding not or n’t after the
verb, and negative sentences would be switched
by removing the negation. After replacing, gen-
erate a new summary of the given summary with
sentence negation transformation. Don’t change
too much, just change the auxiliary verbs.

Table 3: Prompts for Different Transformation Types

Large Language Model (LLM) to perform trans- 199

formations, which allows us to construct a new 200

robustness benchmark or a diagnostic dataset. This 201

implies that our dataset can serve dual purposes: 202

it can be employed as part of the test set to diag- 203

nose model performance or be integrated into the 204

training set to enrich the data for augmentation pur- 205

poses. This approach enables us to both expand the 206

diversity and scale of our training data and enhance 207

the evaluation of a model’s robustness to diverse 208

factual errors. These transformations are applied to 209

existing human-annotated datasets. For the genera- 210

tion of synthetic training data, we feed prompts to 211

GPT-3. Inspired by LLM’s competitive zero-shot 212

performance, especially in-context learning and 213

Chain of Thought (CoT), we create a Fact Chain of 214

Thought (FactCoT) to guide LLM to gradually gen- 215

erate summaries with certain error types. Figure 216

3 provides examples of these prompts. Here the 217

example presented includes error types such as “lo- 218

cation”, “time”, “person”, “number”, “predicate”, 219

and “subject or object of a predicate”. However, 220

error types like “pronoun” and “negation” are more 221

complex. After experimental attempts, we selected 222

more intricate prompts, which can be seen in Ta- 223
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ble 3. We generated 50k data, randomly selecting224

500 for manual evaluation. No error or noise was225

discovered, indicating a remarkable quality, which226

significantly exceeds that of data annotated manu-227

ally or using NER tools for augmentation.228

It’s noteworthy that we simultaneously utilize229

the XSum and CNN/DM datasets in our research.230

The XSum dataset exhibits a considerably larger231

quantity of unfaithful summaries compared to232

CNN/DM (Pagnoni et al., 2021b; Li et al., 2022).233

This is attributed to the heuristic collection method234

of the XSum dataset, where introductory sentences235

and article beginnings are used as reference sum-236

maries. As a result, these reference summaries typi-237

cally contain hallucinations (Narayan et al., 2018a).238

We incorporate two types of transformations in239

our process. The first one modifies human-crafted240

correct summaries to augment the dataset, thus bal-241

ancing the distribution of positive and negative la-242

bels. The second type of transformation introduces243

factual errors into the summary. These transfor-244

mations allow us to selectively introduce errors245

of different types, including those related to “lo-246

cation”, “time”, “person”, “number”, “predicate”,247

“pronoun”, “negation" and “subject or object of a248

predicate”, as shown in Table 2. Furthermore, the249

positive transformations encompass the following250

types: “person”, “predicate”, “entity”, and “subject251

or object of a predicate”. These types are similar to252

the negative transformation but do not change the253

factual consistency label of the summary.254

4 Methodology255

As LLM does not explicitly learn factual inconsis-256

tency during pre-training, and directly fine-tuning257

them using labeled data might lead to overfitting258

due to excessive memorization. To facilitate the259

model in discerning the distinction between factual260

inconsistencies in the input and output, we have261

devised an improved learning method that encour-262

ages the model to better understand and capture263

this alignment.264

4.1 Formulation265

Consider a document D with sentences266

d1, d2, . . . , dN and a summary S composed267

of sentences s1, s2, . . . , sM . Using these inputs,268

our method ROME outputs a score s in the range269

of 0 to 1. ROME utilizes transformer-based270

models, initially, we have the final hidden state271

related to the End of Sentence (EOS) token to get272

the input representation h. EOS is chosen because273

it can effectively encode the complete input in 274

both bidirectional models like ELECTRA and 275

decoder-only models like LLaMA. ELECTRA 276

applies a unique pre-training task known as 277

Replaced Token Detection (RTD), which allows 278

it to train bidirectionally and learn from all input 279

positions. 280

4.2 ROME Metrics 281

We leverage three loss functions in our approach. 282

The first function encourages the model to assign 283

higher scores to correct sentences, treating it akin to 284

a binary classification task. However, considering 285

that in generated data, incorrect summaries often 286

outnumber the correct ones, we normalize this loss 287

by the number of summaries with the same label in 288

the same batch. 289

The second function prompts the model to as- 290

sign higher scores to correct propositions compared 291

to incorrect ones. We desire the model to exhibit 292

robustness towards subtle differences in the sum- 293

maries, as factual inaccuracies can often be minor 294

and difficult to spot. Ideally, the model should be 295

able to discern opposing factual consistency labels 296

for a group of summaries that may seem similar in 297

their surface form but contain subtle factual inaccu- 298

racies pertaining to the input. Although these sum- 299

maries might be semantically similar from the per- 300

spective of an NLI model, their subtle factual dis- 301

crepancies relative to the input make them distinct. 302

We treat summaries created through different trans- 303

formations for the same input as a multi-class clas- 304

sification problem and maximize the log-likelihood 305

of a single correct summary in the statement group 306

after passing logits through softmax. 307

L = α

 1

BG

BG∑
j=1

{ ∑
y∈{0,1}[

1∑Cj

c=1 I[yjc = y]

Cj∑
c=1

I[yjc = y]

(−yi log s(xjc)− (1− yi) log(1− s(xjc)))

]}]

+ β

[
1

BG

BG∑
j=1

(
− log

exp z(xj∗)∑Cj

c=1 exp z(xjc)

)]

+ γ

[
1

BS

BS∑
i=1

(
− log

∑
k∈P(i) exp

(
cos(h(xi),h(xk))

τ

)
∑

k∈P(i)∪N (i) exp
(

cos(h(xi),h(xk))
τ

))


(1) 308

Further, with the third function, we aim to learn 309
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a representation for the learned summary. We try to310

learn the similarity within a positive sample batch311

while distancing it from other negative samples.312

This function is a classic instantiation of a con-313

trastive loss. In the equation for L, the total loss314

function we aim to minimize consists of three ma-315

jor parts, each component weighted by α, β, and γ,316

respectively.317

The first term sums over instances in a binary318

group BG, with j denoting each instance and c319

indexing over classes Cj . yjc is the ground truth320

label, with y ∈ 0, 1, and I[yjc = y] is an indicator321

function that returns 1 if yjc = y and 0 otherwise.322

The binary loss is computed using s(xjc), which is323

a sigmoid function of input xjc.324

The second loss component is computed using325

the softmax of z(xjc) over all the classes c for each326

instance j in the binary group BG. The softmax327

function is used to convert raw model outputs to328

probabilities that sum to 1.329

The last contrastive loss component is calculated330

over a different batch BS , with i indexing each in-331

stance in this batch. The cosine similarity between332

the representations h(xi) and h(xk) of each in-333

stance and all other instances k in a set of positives334

P(i) or negatives N (i) is computed, and these sim-335

ilarities are passed through an exponential function.336

The temperature hyperparameter τ is used to con-337

trol the concentration of the distribution, i.e., the338

sharpness of the softmax function.339

Furthermore, we aim to improve the process of340

evaluating the factual consistency between a docu-341

ment and its summary. Conventionally, these eval-342

uations have been carried out on a document-wide343

scale, producing a singular score that indicates the344

factual alignment between the entirety of the doc-345

ument and its summary. However, this approach346

may not accurately capture factual inconsistencies347

that occur within distinct parts of the document.348

To address this issue, we introduce a novel scor-349

ing method. We employ a matching model to dis-350

cern the top three sentences in the document that351

holds the most relevance to the summary, treating352

these as evidential segments. By focusing our eval-353

uation on these selected excerpts and minimizing354

the potential noise from the broader document, we355

specifically target factual consistency of key events.356

The improved scoring methodology can be math-357

ematically expressed as follows:358

scorefact =
1

j

j∑
k=1

max
i≤k

(
1

i

i∑
l=1

score(dl, sk)

)
(2)359

Fact-checking
Model

output

Module 1:
Retriever

Module 2:
Fact Checking

Matching

Figure 4: Illustration of the two-module NLI-based
evaluation metric.

In this formulation, the document D is divided 360

into i segments up to the jth sentence of the sum- 361

mary s. The score function signifies the factual 362

consistency between a chosen document segment 363

dl and the jth sentence of the summary sk. By tak- 364

ing the weighted average of these scores, we obtain 365

a measure that more precisely reflects the factual 366

concordance of each key section of the document 367

with the summary. This sentence-level technique 368

provides a more nuanced and precise evaluation 369

of factual consistency compared to conventional 370

document-level scoring methods. 371

ROME employs a two-module design, as illus- 372

trated in Figure 4, the Sentence Matching (Re- 373

triever) module utilizes a neural matching model 374

to identify the Top-k relevant sentences in the 375

source document that correspond to each sentence 376

in the summary. Next, the Fact-checking module 377

evaluates the accuracy of each summary sentence 378

against the concatenated top-k document sentences 379

retrieved. We use the mean aggregation of all sub- 380

components (Doctopk-sentence pairs) for an input 381

example. We argue that sentence-level evaluation 382

approach has the potential to improve evaluation 383

accuracy, and offers better explainability, which 384

provides an avenue for future research on building 385

trustworthy explainable evaluation metrics. 386

5 Results 387

5.1 Setting 388

As it is not feasible to produce large-scale human- 389

constructed benchmarks (Xie et al., 2021; Falke 390

et al., 2019; Kryscinski et al., 2020), as described 391

before we propose FactCoT, considered as adver- 392

sarial attacks, to automatically construct diagnostic 393

benchmarks. We select source data and annota- 394
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tions, which include human-written summaries and395

labels, from previous works such as the CNN/DM396

dataset (Nallapati et al., 2016) and XSUM dataset397

(Narayan et al., 2018b).398

We select 6 baseline metrics and test them on399

our curated diagnostic benchmarks. ROUGE (Lin,400

2004) is a traditional text generation evaluation401

metric based on n-gram overlap, which cannot as-402

sess the faithfulness of text generation. BERTScore403

(Zhang et al., 2020)is an encoder-based automatic404

evaluation metric. Unlike ROUGE which computes405

token-level syntactical similarities, BERTScore fo-406

cuses on computing semantic similarity between407

tokens of reference and hypothesis. Besides, we408

use 3 NLI-based metrics. BERT-base (Devlin et al.,409

2019) and RoBERTa-large (Liu et al., 2019) are410

variants that are fine-tuned on the Multi-Genre NLI411

(MNLI) corpus (Williams et al., 2018). FactCC412

(Kryscinski et al., 2020) is a recent NLI-based met-413

ric, where it constructed positive entailment sam-414

ples by different heuristic methods for weakly su-415

pervised training. Finally, we include a recent pop-416

ular QA-based metric FEQA (Durmus et al., 2020)417

for comprehensiveness. We present our baseline418

results in the following tables, which include the419

original scores and the absolute change in scores420

under our test sets. Our results demonstrate that all421

baseline metrics suffer to varying degrees. We also422

note trivial gains in the correlation score of FactCC423

(NLI) (Kryscinski et al., 2020) under the bench-424

mark derived from the XSUM dataset (Narayan425

et al., 2018b).426

Due to the unbalanced distribution of positive427

and negative examples in the test datasets, bal-428

anced accuracy is chosen as a metric: bACC =429
1
2 ∗

(
TP

TP+FN + TN
TN+FP

)
, accounting for the per-430

formance of both positive and negative classes by431

calculating the average of the true positive rate (re-432

call) and the true negative rate (specificity) (Broder-433

sen et al., 2010).434

6 Experiments435

6.1 Data436

We generate synthetic (source, summary, label)437

pairs for training data by selecting samples from438

the held-out fraction during the benchmark test-set439

construction. In essence, we utilize examples that440

were not included in the creation of the diagnostic441

benchmark to produce diverse synthetic training442

data. We use the GPT-3.5 API (175B; davinci)443

(Brown et al., 2020) to create our training sam-444

ples through in-context learning. This approach 445

involves conditioning the model on a few examples 446

and instructional prompts, as described in (Dong 447

et al., 2023). This process consists of two steps, as 448

illustrated in Figure 3. We input into the system 449

1) some original data examples, i.e., a (document, 450

summary) pair, 2) 10 demonstrations of original 451

and transformed sentences of a specific error type, 452

and 3) a set of user messages to instruct the system 453

to generate synthetic data based on the error types. 454

Next, we filter out invalid generations using the 455

code example in Appendix C, as some sentences 456

cannot undergo the expected transformation. Our 457

goal is to generate a total of 50k document sen- 458

tences, resulting in 45k examples for training our 459

metric. We ensure that the training data is diverse 460

and reliable while also protecting the test set from 461

exposure to specific attack types. 462

6.2 Baselines 463

We select 6 baseline metrics and test them on our 464

curated diagnostic benchmarks. ROUGE (Lin, 465

2004) is a traditional text generation evaluation 466

metric based on n-gram overlap, which cannot as- 467

sess the faithfulness of text generation. BERTScore 468

(Zhang et al., 2020)is an encoder-based automatic 469

evaluation metric. ELECTRA and RoBERTa-large 470

(Liu et al., 2019) are variants that are fine-tuned 471

on the Multi-Genre NLI (MNLI) corpus (Williams 472

et al., 2018). FactCC (Kryscinski et al., 2020) is 473

a recent NLI-based metric, where it constructed 474

positive entailment samples by different heuris- 475

tic methods for weakly supervised training. Fi- 476

nally, we include a recent popular QA-based metric 477

FEQA (Durmus et al., 2020) for comprehensive- 478

ness. We present our baseline results in the follow- 479

ing tables, which include the original scores and 480

the absolute change in scores under our test sets. 481

Our results demonstrate that all baseline metrics 482

suffer to large degrees. As we will see in Table ??, 483

ROME-ELECTRA has a better performance than 484

ROME-LLaMA. 485

6.3 Training Details 486

For LLaMA, we use the pre-trained LLaMA-7B. 487

We use a learning rate of e-5 for ELECTRA and 488

2e-6 for LLaMA, a batch size of 32 examples, and 489

the default random seed 42. The best model check- 490

points were selected based on their performance 491

on the validation set, while the final model per- 492

formance was assessed on the test set. Our ex- 493

periments were conducted using eight NVIDIA 494

7



Metric \Benchmark Original Sub or obj Number Location

XSUM CNN/DM XSUM CNN/DM XSUM CNN/DM XSUM CNN/DM

ROUGE-2 21.06 73.93 - 1.48 -40.43 - 0.35 -42.32 - 2.31 -34.55
BERTScore 19.08 71.77 - 35.10 -41.35 - 26.08 -23.10 - 42.45 -29.68
ELECTRA 61.92 79.92 - 21.45 -45.98 - 24.13 -56.31 -25.23 -43.71
RoBERTa-MNLI 41.12 83.30 - 21.41 -66.13 - 6.43 -52.34 - 14.19 -48.33
FEQA 91.59 77.93 + 1.45 -48.64 - 3.35 -35.84 - 5.30 -27.34
FactCC 77.32 86.08 - 11.34 -73.29 + 3.41 -30.20 + 1.91 -5.39
ROME-LLaMA7BP 57.72 61.26 -18.98 -17.51 -18.45 -12.58 -13.01 -10.91
ROME-LLaMA7BS 62.54 79.63 -11.29 -12.24 -12.36 -11.01 -5.78 -4.89
ROME-ELECTRAP 61.92 79.92 -9.37 -11.56 -8.89 -13.72 -5.54 -5.21
ROME-ELECTRAS 71.31 88.87 -4.88 -8.62 -5.07 -2.32 -2.89 -0.78

Table 4: Absolute change in accuracy scores under 3 transformations based on Faith(XSUM) and FactCC(CNN/DM)
datasets by 6 baseline metrics.

GeForce RTX 3090 GPUs.495

6.4 Results496

As indicated in the tables, our model significantly497

improves upon the baselines across all attack sce-498

narios. This finding illustrates that our approach499

increases the model’s robustness when faced with500

these various types of adversarial attacks. The im-501

provements observed across various attack types502

highlight the effectiveness of our approach in en-503

hancing the model’s resistance to a range of adver-504

sarial attacks, ultimately leading to better factual505

error classification in text summarization evalua-506

tion.507

And our sentence-level approach outperforms508

the document-level approach for both datasets (and509

annotations) and for all diagnostic datasets con-510

structed under different types of attacks. For exam-511

ple, intuitively, we note that some number changes512

can be more easily detected by analyzing the most513

relevant sentences instead of the entire document.514

In contrast, the doc-level approach considers the515

whole document as a single unit, potentially con-516

fluent with multiple numerical mentions.517

In addition, we also found 5 examples of factual518

inconsistencies produced by ChatGPT on the Inter-519

net, and our model can make accurate judgments,520

so We find ROME can be used to scrutinize factual521

inconsistencies in outputs produced by models like522

ChatGPT in real- world scenarios.523

6.5 Generalizability and Practicality524

Regarding ROUGE-2, despite minor performance525

variations on adversarial data in certain categories,526

the overall score is particularly poor, rendering it527

impractical. As for FEQA, while there’s minimal528

performance fluctuation on XSUM, it is remarkably529

unrobust on CNN/DM. This could potentially be 530

attributed to the data used during its training phase. 531

Overall, our model exhibits robust generalizability 532

and effective fact consistency check results. 533

7 Conclusion 534

In this paper, we introduce ROME, a novel model 535

designed to assess the factual consistency between 536

inputs and outputs. We put forth the concept of 537

robustness in factual consistency checking, iden- 538

tifying an overlooked challenge in current state- 539

of-the-art models. Despite their impressive perfor- 540

mance, we found these models to demonstrate sig- 541

nificant performance degradation under our robust- 542

ness benchmark. This is likely due to the identical 543

distribution of their training and testing datasets. To 544

overcome these limitations, we employed LLaMA 545

and ELECTRA to train our ROME model, striving 546

for a model less susceptible to such distributional 547

shifts. Our findings reveal that ROME exhibits 548

minimal average disparity between scores obtained 549

on the diagnostic test and original scores, outper- 550

forming previous models in robustness. Addition- 551

ally, we observed that implementing sentence-level 552

checks led to a significant boost in performance. 553

Integrating LLM into data augmentation offers a 554

promising avenue for advancing the robustness of 555

factual consistency checks. 556

8 Limitation 557

We conduct an analysis of the false output by our 558

models, and we admit the explainability limitations 559

in our project. We provide some examples of errors 560

in Appendix C. Major patterns are Missing Details, 561

Co-reference Failure, Negation, and Extrapolation 562

of Training data. We suspect the matching scheme 563

based on nerual matching model may cause the 564
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model to miss relevant information that falls out-565

side the matched sentences to cause co-reference566

failure. Also, even when details are present in the567

matched sentences, the model cannot incorporate568

them into its prediction. This suggests that the ad-569

versarial synthetic data may still not adequately570

represent the diverse examples. Besides, we real-571

ized that our generated adversarial training data572

could reflect the certain distribution of the test data,573

but the generalization gap still exists.574
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Example Sentences

Original: Albert Einstein, a renowned theoretical physicist, is best known for his theory of relativity
and the famous equation E=mc^2.
Transformed: Einstein, a renowned theoretical physicist, is best known for his theory of relativity and
the famous equation E=mc^2.
Label: IN USE
Tag: person

Original: In 1986, the Chernobyl disaster, a catastrophic nuclear accident, took place in the Soviet
Union, releasing large amounts of radioactive materials into the environment and causing significant
long-term health and environmental consequences.
Transformed: The Chernobyl disaster, a catastrophic nuclear accident, occurred in the Soviet Union,
resulting in the release of large amounts of radioactive materials into the environment and leading to
significant long-term health and environmental consequences.
Label: IN USE
Tag: circumstance

Original: The Industrial Revolution, which occurred between the late 18th and early 19th centuries,
was a period of rapid industrialization, urbanization, and technological advancements that drastically
transformed society and the global economy
Transformed: The Industrial Revolution, taking place between the late 18th and early 19th centuries,
was a time of fast industrialization, urbanization, and technological progress that significantly altered
both society and the worldwide economy.
Label: IN USE
Tag: complex

Table 5: Example Summary Transformation.

A Examples of Transformations765

Positive examples: see Table 5. Negative examples:766

see Table 6.767

B Example of system prompts768
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Example Sentences

Original: James Watson was jailed yesterday after causing the death of Brendon Main, 18, in a smash
in Aberdeenshire in July 2011.
Transformed: James Watson was jailed yesterday after causing the death of Brendon Main, 18, in a
smash in Madrid in July 2011.
Label: IN USE
Tag: location

Original: Brown was unarmed when he was fatally shot by a white police officer in a St. Louis suburb
in August 2014.
Transformed: Brown was unarmed when she was fatally shot by a white police officer in a St. Louis
suburb in August 2014.
Label: IN USE
Tag: pronoun

Original: Snow was predicted later in the weekend for Atlanta and areas even further south.
Transformed: Snow wasn’t predicted later in the weekend for Atlanta and areas even further south.
Label: IN USE
Tag: negation

Table 6: Example Summary Transformation.

Property Description

Requirement Analyze a given sentence’s grammatical structure
and modify it in various ways

Requirement_0 Ensure the new sentence has a different meaning
Iterate_way Replace entities in the sentence to create new

sentences
Ret_format Return sentence structure
Iterate_ret_format Return sentences with replaced entities

Table 7: System properties and descriptions for GPT-3 API input
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Category Description

User Input (Case 1) The 25-year-old will face Marco Fu in second round of World Championship.
Sentence Structure (Case 1) The 25-year-old [subject] will [modal verb] face [verb] Marco Fu [direct object] in second round

[prepositional phrase] of World Championship [object of preposition].
Subject The one wearing glasses will face Marco Fu in second round of World Championship.
Verb The 25-year-old won’t kiss Marco Fu in second round of World Championship.
Object The 25-year-old will face Ronnie O’Sullivan in second round of Speech competition.
Preposition The 25-year-old will face Marco Fu after second round of World Championship.
Clause not_valid
Number The 18-year-old will face Marco Fu in first round of World Championship.
Sequence The 25-year-old has already faced Marco Fu in second round of World Championship.
Name The 25-year-old will face Taylor Swift in second round of World Championship.
Date & Time not_valid
Location not_valid

User Input (Case 2) T-shirts joking about stalking are sold online in various US and UK stores.
Sentence Structure (Case 2) T-shirts [subject] joking [gerund] about stalking [prepositional phrase] are sold [verb] online

[adverb] in various US and UK stores [prepositional phrase].
Subject Shoes joking stalking are sold online in various US and UK stores.
Verb T-shirts condemning stalking are discussed online in various US and UK stores.
Object not_valid
Preposition not_valid
Clause not_valid
Number not_valid
Sequence not_valid
Name not_valid
Date & Time not_valid
Location T-shirts joking about stalking are sold online in various China and Sweden stores.

Table 8: Examples of generated data based on the prompts
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C Additional Details769

[language=Python] def is_factual_gpt35(sent1: str,770

sent2: str) -> bool: messages=[ "role": "system",771

"content": "Determine whether the two sentences772

are in factual consistency. Briefly explain step-773

by-step how the second sentence changes or re-774

tains the factuality of the first sentence. If they775

are factually entailed, output a final answer ÿes,̈776

otherwise, answer n̈o.̈ ", "role": "user", "content":777

"".format(sent1, sent2) ] expected output: "no" or778

"False" response = openai.ChatCompletion.create(779

model="gpt-3.5-turbo", or use GPT-4 for future780

work. messages = messages, other parameters )781

Return True if final response includes "yes". False782

otherwise.783

: Filtering process in synthetic data generation

Document Text Claim Label Predicted
Label

Error Type

A new study has revealed that coffee drinkers
are less likely to develop liver cancer...

Drinking coffee decreases the
likelihood of getting liver cancer.

YES NO Misunderstanding
of Negation

With a team of more than 130 meteorologists
and 240 broadcasters...

The Weather Channel has the
largest team of meteorologists
and broadcasters.

NO YES Ambiguity in Pro-
noun Reference

The International Space Station was visited by
two astronauts...

Two astronauts visited the Inter-
national Space Station.

YES NO Confusion of Ac-
tive and Passive
Voice

According to a recent survey, more than 70%
of people...

The majority of people support
the use of renewable energy.

YES NO Misinterpretation
of Quantifiers

Leicester’s Premier League forecast has
looked gloomy for some considerable time...

Vardy scored an injury-time win-
ner to improve his side’s slim
chance of survival.

YES NO Missing Details, In-
complete Informa-
tion

The new iPhone is expected to be released
in September with a larger screen and better
battery life.

The new iPhone will have a
smaller screen and shorter battery
life.

NO YES Negation Error,
Misunderstanding
of Context

More than 20,000 people attended the con-
cert...

Fewer than 20,000 people at-
tended the concert.

NO YES Misunderstanding
of Negation

The study found that the new drug was effec-
tive in treating the symptoms of the disease...

The study found that the new
drug was ineffective in treating
the symptoms of the disease.

NO YES Negation Error,
Misunderstanding
of Context

The company announced that it will be launch-
ing a new product line...

The company announced that it
will be discontinuing its product
line.

NO YES Negation Error,
Misunderstanding
of Context

A recent study showed that people who eat
more vegetables have a lower risk of heart
disease...

Eating more vegetables does not
lower the risk of heart disease.

NO YES Misunderstanding
of Negation, Mis-
interpretation
of Quantifiers,
Influence of Extrap-
olation of Data

Table 9: Ten examples of errors by our system from
the two datasets.For formatting reasons, we use "YES"
representing "CORRECT" and "NO" representing "IN-
CORRECT".
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