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Abstract

Automatic differentiation (autodiff) has revolutionized machine learning. It allows1

expressing complex computations by composing elementary ones in creative ways2

and removes the burden of computing their derivatives by hand. More recently,3

differentiation of optimization problem solutions has attracted widespread attention4

with applications such as optimization as a layer, and in bi-level problems such as5

hyper-parameter optimization and meta-learning. However, the formulas for these6

derivatives often involve case-by-case tedious mathematical derivations. In this7

paper, we propose a unified, efficient and modular approach for implicit differentia-8

tion of optimization problems. In our approach, the user defines (in Python in the9

case of our implementation) a function F capturing the optimality conditions of10

the problem to be differentiated. Once this is done, we leverage autodiff of F and11

implicit differentiation to automatically differentiate the optimization problem. Our12

approach thus combines the benefits of implicit differentiation and autodiff. We13

show that seemingly simple principles allow to recover many recently proposed im-14

plicit differentiation methods and create new ones easily. We demonstrate the ease15

of formulating and solving bi-level optimization problems using our framework.16

We also showcase an application to the sensitivity analysis of molecular dynamics.17

1 Introduction18

Automatic differentiation (autodiff) is now an inherent part of machine learning software. It allows19

expressing complex computations by composing elementary ones in creative ways and removes20

the tedious burden of computing their derivatives by hand. The differentiation of optimization21

problem solutions has found many applications. A classical example is bi-level optimization, which22

typically involves computing the derivatives of a nested optimization problem in order to solve23

an outer one. Examples of applications in machine learning include hyper-parameter optimization24

[19, 63, 57, 30, 10, 11], neural networks [46], and meta-learning [31, 59]. Another line of applications25

is “optimization as a layer” [42, 6, 51, 27, 36, 7], which usually includes regularization or constraints26

in the optimization problem in order to impose desirable structure on the layer output. In addition27

to providing well sought-for interpretability, recent research indicates that such structure could be28

beneficial in order to improve generalization of neural networks [20].29

Since optimization problem solutions typically do not enjoy an explicit formula in terms of their30

inputs, autodiff cannot be used directly to differentiate these functions. In recent years, two main31

approaches have been developed to circumvent this problem. The first one consists in unrolling the32

iterations of an optimization algorithm and to use the final iteration as a proxy for the optimization33

problem solution [68, 28, 25, 31]. An advantage of this approach is that autodiff through the algorithm34

iterates can then be used transparently. However, this requires a reimplementation of the algorithm35

using the autodiff system, and not all algorithms are necessarily autodiff friendly. Moreover, forward-36

mode autodiff has time complexity that scales linearly with the number of variables and reverse-mode37

autodiff has memory complexity that scales linearly with the number of algorithm iterations. A second38
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approach is to see optimization problem solutions as implicitly-defined functions of certain optimality39

conditions. Examples include stationary conditions [9, 46], KKT conditions [19, 35, 6, 53, 52] and40

the proximal gradient fixed point [51, 10, 11]. An advantage of such implicit differentiation is that41

a reimplementation is not needed, allowing to build upon state-of-the-art software. However, so42

far, obtaining the implicit differentiation formulas required a case-by-case tedious mathematical43

derivation. Recent work [2] attempts to address this issue by adding implicit differentiation on top of44

cvxpy [26]. This works by reducing all convex optimization problems to a conic program and using45

conic programming’s optimality conditions to derive an implicit differentiation formula. While this46

approach is very generic, solving a convex optimization problem using a conic programming solver—47

an ADMM-based splitting conic solver [54] in the case of cvxpy—is rarely the state-of-the-art48

approach for each particular problem instance.49

In this work, we adopt a different strategy, which allows to easily add implicit differentiation on top50

of existing solvers. In our approach, the user defines (in Python in the case of our implementation)51

a mapping function F capturing the optimality conditions of the problem solved by the algorithm.52

Once this is done, we leverage autodiff of F combined with implicit differentiation techniques to53

automatically differentiate the optimization problem solution. In this way, our approach is very54

generic and still the efficiency of state-of-the-art solvers. It therefore combines the benefits of implicit55

differentiation and autodiff. To summarize, we make the following contributions.56

• We delineate extremely general principles for implicitly differentiating through an optimization57

problem solution. Our approach can be seen as “hybrid”, in the sense that it combines implicit58

differentiation with autodiff of the optimality conditions.59

• We show how to instantiate our framework in order to recover many recently-proposed implicit60

differentiation schemes, thereby providing a unifying perspective. We also obtain new implicit61

differentiation schemes, such as the one based on the mirror descent fixed point.62

• On the theoretical side, we provide new bounds on the Jacobian error when the optimization63

problem is only solved approximately.64

• We describe a JAX implementation and provide a blueprint for implementing our approach in65

other frameworks. We will open-source a full-fledged library for implicit differentiation in JAX.66

• We implement four illustrative applications, demonstrating our framework’s ease of use.67

In essence, our implementation significantly extends JAX’s default autodiff system in context of the68

numerical optimization domain. From an end user’s perspective, autodiff with JAX simply becomes69

more efficient if they use solvers with implicit differentiation set up by our framework.70

Notation. We denote the gradient and Hessian of f : Rd → R evaluated at x ∈ Rd by ∇f(x) ∈71

Rd and ∇2f(x) ∈ Rd×d. We denote the Jacobian of F : Rd → Rp evaluated at x ∈ Rd by72

∂F (x) ∈ Rp×d. When f or F have several arguments, we denote the gradient, Hessian and Jacobian73

in the ith argument by ∇i, ∇2
i and ∂i, respectively. The standard probability simplex is denoted74

by 4d := {x ∈ Rd : ‖x‖1 = 1, x ≥ 0}. For any set C ⊂ Rd, we denote by IC the function75

Rd → R ∪ {+∞} where IC(x) = 0 if x ∈ C, IC(x) = +∞ otherwise. For a vector or matrix A, we76

note ‖A‖ the Frobenius (or Euclidean) norm, and ‖A‖op the operator norm.77

2 Proposed framework: combining implicit differentiation and autodiff78

2.1 General principles79

Overview. Contrary to unrolling of algorithm iterations, implicit differentiation typically involves80

a manual, sometimes complicated, mathematical derivation. For instance, numerous works [19, 35,81

6, 53, 52] use Karush–Kuhn–Tucker (KKT) conditions in order to relate a constrained optimization82

problem’s solution to its inputs, and to manually derive a formula for its derivatives. The derivation83

and implementation is typically case-by-case.84

In this work, we propose a general way to easily add implicit differentiation on top of existing solvers.85

In our approach, the user defines (in Python in the case of our implementation) a mapping function86

F capturing the optimality conditions of the problem solved by the algorithm. We provide reusable87

building blocks to easily express such F . Once this is done, we leverage autodiff of F combined with88
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X_tr, y_tr = load_data()

def f(x, theta):

residual = jnp.dot(X_tr, x) - y_tr

return (jnp.sum(residual ** 2) + theta * jnp.sum(x ** 2)) / 2

F = jax.grad(f)

@custom_root(F)

def ridge_solver(theta):

XX = jnp.dot(X_tr.T, X_tr)

Xy = jnp.dot(X_tr.T, y_tr)

I = jnp.eye(X_tr.shape[0])

return jnp.linalg.solve(XX + theta * I, Xy)

print(jax.jacobian(ridge_solver)(10.0))

Figure 1: Example: adding implicit differentiation on top of a ridge regression solver. The function
f(x, θ) defines the objective function and the mapping F , here simply equation (4), captures the
optimality conditions. The decorator @custom_root (provided by our library) automatically adds
implicit differentiation to the solver for the user. The last line evaluates the Jacobian at θ = 10.

implicit differentiation to automatically differentiate the optimization problem solution. A simple89

illustrative example is given in Figure 1.90

Differentiating a root. Let F : Rd × Rn → Rd be a user-provided mapping, capturing the opti-91

mality conditions of a problem. An optimal solution, denoted x?(θ), should be a root of F :92

F (x?(θ), θ) = 0 . (1)

We can see x?(θ) as an implicitly defined function of θ ∈ Rn, i.e., x? : Rn → Rd. Our goal93

is to differentiate x?(θ) w.r.t. θ. From the implicit function theorem [44], if F is continuously94

differentiable and the Jacobian ∂1F evaluated at x?(θ)× θ is a square invertible matrix, then ∂x?(θ)95

exists. Using the chain rule, we know that the Jacobian ∂x?(θ) satisfies96

∂1F (x?(θ), θ)∂x?(θ) + ∂2F (x?(θ), θ) = 0.

Computing ∂x?(θ) boils down to the resolution of the linear system of equations97

−∂1F (x?(θ), θ)︸ ︷︷ ︸
A∈Rd×d

∂x?(θ)︸ ︷︷ ︸
J∈Rd×n

= ∂2F (x?(θ), θ)︸ ︷︷ ︸
B∈Rd×n

(2)

When (1) is a one-dimensional root finding problem (d = 1), (2) becomes particularly simple since98

∇x?(θ) = B>/A, where A is a scalar value.99

We will show that existing and new implicit differentiation methods all reduce to this simple principle.100

We call our approach hybrid, since it combines implicit differentiation (it involves the resolution of a101

linear system) with the autodiff of the optimality conditions F . Our approach is efficient as it can be102

added on top of any state-of-the-art solver and modular as the optimality conditon specification is103

decoupled from the implicit differentiation mechanism.104

Differentiating a fixed point. We will encounter numerous applications where x?(θ) is implicitly105

defined through a fixed point iteration:106

x?(θ) = T (x?(θ), θ) ,

where T : Rd × Rn → Rd. This can be seen as a particular case of (1) with107

F (x?(θ), θ) = T (x?(θ), θ)− x?(θ) . (3)

In this case, using the chain rule, we have108

A = −∂1F (x?(θ), θ) = I − ∂1T (x?(θ), θ) and B = ∂2F (x?(θ), θ) = ∂2T (x?(θ), θ).
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Computing JVPs and VJPs. In practice, all we need to know from F is how to left-multiply or109

right-multiply ∂1F and ∂2F with a vector of appropriate size. These are called vector-Jacobian110

product (VJP) and Jacobian-vector product (JVP), and are useful for integrating x?(θ) with reverse-111

mode and forward-mode autodiff, respectively. Often times, F will be explicitly defined. In this case,112

computing the VJP or JVP can be done via autodiff. Other times, F may itself be implicitly defined,113

for instance when F involves the solution of a variational problem. In this case, computing the VJP114

or JVP will itself involve implicit differentiation.115

The right-multiplication (JVP) between J = ∂x?(θ) and a vector v, Jv, can be computed efficiently116

by solving A(Jv) = Bv. The left-multiplication (VJP) of v> with J , v>J , can be computed by first117

solving A>u = v. Then, we can obtain v>J by v>J = u>AJ = u>B. Note that when B changes118

but A and v remain the same, we do not need to solve A>u = v once again. This allows to compute119

the VJP w.r.t. different variables while solving only one linear system.120

To solve these linear systems, we can use the conjugate gradient method [39] when A is positive121

semi-definite and GMRES [61] or BiCGSTAB [66] when A is not. All algorithms are matrix-free,122

i.e., they only require matrix-vector products (linear maps). Thus, all we need from F is its JVPs123

or VJPs. An alternative to GMRES/BiCGSTAB is to solve the normal equation AA>u = Av using124

conjugate gradient, which we find faster in some scenarios.125

Pre-processing and post-processing mappings. Often times, the goal is not to differentiate θ per126

se, but the parameters of a function producing θ. One example of such pre-processing is to convert127

the parameters to be differentiated from one form to another canonical form, such as a quadratic128

program [6] or a conic program [2]. Another example is when x?(θ) is used as the output of a neural129

network layer, in which case θ is produced by the previous layer. Likewise, x?(θ) will often not130

be the final output we want to differentiate. One example of such post-processing is when x?(θ) is131

the solution of a dual program and we apply the dual-primal mapping to recover the solution of the132

primal program. Another example is the application of a loss function, in order to reduce x?(θ) to a133

scalar value. In all these cases, we leave the differentiation of the pre/post-processing mappings to134

the autodiff system, allowing us to compose functions in complex ways.135

Usage and implementation details. Our implementation is based on JAX [17, 34]. JAX’s autodiff136

features enter the picture in at least two ways: (i) we lean heavily on JAX within our implementation,137

and (ii) we integrate the differentiation routines introduced by our framework into JAX’s existing138

autodiff system. In doing the latter, we override JAX’s default autodiff behavior (e.g. of differentiating139

transparently through an iterative solver’s unrolled iterations).140

We delineate here what features are needed from an autodiff system to implement our proposed141

framework. As mentioned, we only need access to F through the JVP or VJP of ∂1F and ∂2F .142

Since the definition of F will often include a gradient mapping ∇1f(x, θ) (see examples in §2.2),143

second-order derivatives need also be supported. Our library provides two decorators, custom_root144

and custom_fixed_point, for adding implicit differentiation on top of a solver, given optimality145

conditions F or fixed point iteration T . This functionality requires the ability to add custom JVP146

and/or VJP to a function. All these features are supported by recent autodiff systems, including JAX147

[17], TensorFlow [1] and PyTorch [56]. Our implementation, made in JAX, also uses JAX-specific148

features. We make extensive use of automatic batching with jax.vmap, JAX’s vectorizing map149

transformation. In order to solve the normal equation AA>u = Av, we also use JAX’s ability to150

automatically transpose a linear map using jax.linear_transpose [33].151

2.2 Examples152

We now give various examples of mapping F or fixed point iteration T , recovering existing implicit153

differentiation methods and creating new ones. Each choice of F or T implies different trade-offs in154

terms of computational oracles; see Table 1. Source code examples are given in Appendix A.155

Stationary point condition. The simplest example is to differentiate through the implicit function156

x?(θ) = argmin
x∈Rd

f(x, θ),

where f : Rd × Rn → R is twice differentiable. In this case, F is simply the gradient mapping157

F (x, θ) = ∇1f(x, θ). (4)
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Table 1: Summary of optimality condition mappings. Oracles are accessed through their JVP or VJP.

Name Equation Solution needed Oracles needed

Stationary (4), (5) Primal ∇1f
KKT (6) Primal and dual ∇1f , H , G, ∂1H , ∂1G

Proximal gradient (7) Primal ∇1f , proxηg
Projected gradient (9) Primal ∇1f , projC

Mirror descent (11) Primal ∇1f , projϕC ,∇ϕ
Newton (15) Primal [∇2

1f(x, θ)]−1, ∇1f(x, θ)
Block proximal gradient (16) Primal [∇1f ]j , [proxηg]j

Conic programming (20) Residual map root projRp×K∗×R+

We then have ∂1F (x, θ) = ∇2
1f(x, θ) and ∂2F (x, θ) = ∂2∇1f(x, θ), the Hessian of f in its first158

argument and the Jacobian in the second argument of ∇1f(x, θ). In practice, we use autodiff to159

compute Jacobian products automatically. Equivalently, we can use the gradient descent fixed point160

T (x, θ) = x− η∇1f(x, θ), (5)

which holds for all step sizes η > 0. Using (3), it is easy to verify that we end up with the same linear161

system since η cancels out.162

KKT conditions. We now show that the KKT conditions, manually differentiated in several works163

[19, 35, 6, 53, 52], fit our framework. As we will see, the key will be to group the optimal primal and164

dual variables as our x?(θ). Let us consider the general problem165

argmin
z∈Rp

f(z, θ) subject to G(z, θ) ≤ 0, H(z, θ) = 0,

where z ∈ Rp is the primal variable, f : Rp×Rn → R, G : Rp×Rn → Rr and H : Rp×Rn → Rq .166

The stationarity, primal feasibility and complementary slackness conditions give167

∇1f(z, θ) + [∂1G(z, θ)]>λ+ [∂1H(z, θ)]>ν = 0

H(z, θ) = 0

λ ◦G(z, θ) = 0, (6)

where ν ∈ Rq and λ ∈ Rr+ are the dual variables, also known as KKT multipliers. The system of168

(potentially nonlinear) equations (6) fits our framework, as we can group the primal and dual solutions169

as x?(θ) = (z?(θ), ν?(θ), λ?(θ)) to form the root of a function F (x?(θ), θ), where F : Rd × Rn →170

Rd and d = p+ q + r. The primal and dual solutions can be obtained from a generic solver, such as171

an interior point method. In practice, the above mapping F will be defined directly in Python (see172

Figure 6 in Appendix A) and F will be differentiated automatically via autodiff.173

Proximal gradient fixed point. Unfortunately, not all algorithms return both primal and dual174

solutions. Moreover, if the objective contains non-smooth terms, proximal gradient descent may be175

more efficient. We now discuss its fixed point. Let x?(θ) be implicitly defined as176

x?(θ) := argmin
x∈Rd

f(x, θ) + g(x, θ),

where f : Rd × Rn → R is twice-differentiable convex and g : Rd × Rn → R is convex but possibly177

non-smooth. Let us define the proximity operator associated with g by178

proxg(y, θ) := argmin
x∈Rd

1

2
‖x− y‖22 + g(x, θ).

To implicitly differentiate through x?(θ), we use the fixed point mapping [55, p.150]179

T (x, θ) = proxηg(x− η∇1f(x, θ), θ), (7)

for any step size η > 0. The proximity operator is 1-Lipschitz continuous [50]. By Rademacher’s180

theorem, it is differentiable almost everywhere. Many proximity operators enjoy a closed form and181

can easily be differentiated, as discussed in Appendix B.182

5



Projected gradient fixed point. As a special case, when g(x, θ) is the indicator function IC(θ)(x),183

where C(θ) is a convex set depending on θ, we obtain184

x?(θ) = argmin
x∈C(θ)

f(x, θ). (8)

The proximity operator proxg becomes the Euclidean projection onto C(θ)185

proxg(y, θ) = projC(y, θ) := argmin
x∈C(θ)

‖x− y‖22

and (7) becomes the projected gradient fixed point186

T (x, θ) = projC(x− η∇1f(x, θ), θ). (9)

Compared to the KKT conditions, this fixed point is particularly suitable when the projection enjoys187

a closed form. We discuss how to compute the JVP / VJP for a wealth of convex sets in Appendix B.188

Mirror descent fixed point. We again consider the case when x?(θ) is implicitly defined as the189

solution of (8). We now generalize the projected gradient fixed point beyond Euclidean geometry.190

Let the Bregman divergence Dϕ : dom(ϕ)× relint(dom(ϕ))→ R+ generated by ϕ be defined by191

Dϕ(x, y) := ϕ(x)− ϕ(y)− 〈∇ϕ(y), x− y〉.

We define the Bregman projection of y onto C(θ) ⊆ dom(ϕ) by192

projϕC (y, θ) := argmin
x∈C(θ)

Dϕ(x,∇ϕ∗(y)). (10)

Definition (10) incudes the mirror map∇ϕ∗(y) for convenience. It can be seen as a mapping from193

Rd to dom(ϕ), ensuring that (10) is well-defined. The mirror descent fixed point mapping is then194

x̂ = ∇ϕ(x)

y = x̂− η∇1f(x, θ)

T (x, θ) = projϕC (y, θ). (11)

Because T involves the composition of several functions, manually deriving its JVP/VJP is error195

prone. This shows that our approach leveraging autodiff allows to handle more advanced fixed point196

mappings. A common example of ϕ is ϕ(x) = 〈x, log x− 1〉, where dom(ϕ) = Rd+. In this case,197

Dϕ is the Kullback-Leibler divergence. An advantage of the Kullback-Leibler projection is that it198

sometimes easier to compute than the Euclidean projection, as we detail in Appendix B.199

Other fixed points. More fixed points are described in Appendix C.200

2.3 Jacobian bounds201

In practice, either by the limitations of finite precision arithmetic or because we perform a finite202

number of iterations, we rarely reach the exact solution x?(θ), but instead only reach an approximate203

solution x̂ and apply the implicit differentiation equation (2) at this approximate solution. This204

motivates the need for approximation guarantees of this approach205

Definition 1. Let F : Rd × Rn → Rd be an optimality criterion mapping. Let A := −∂1F and206

B := ∂2F . We define the Jacobian estimate at (x, θ) as the solution to the following linear equation207

A(x, θ)J(x, θ) = B(x, θ). It is a function J : Rd × Rn → Rd×n.208

It holds by construction that J(x?(θ), θ) = ∂x?(θ). Computing J(x̂, θ) for an approximate solution209

x̂ of x?(θ) therefore allows to approximate the true Jacobian ∂x?(θ). In practice, an algorithm used210

to solve (1) depends on θ. Note however that, what we compute is not the Jacobian of x̂(θ), unlike211

works unrolling an algorithm that differentiate through its iterations, but an estimate of ∂x?(θ). We212

therefore use the notation x̂, leaving the dependence on θ implicit.213

We develop bounds of the form ‖J(x̂, θ)− ∂x?(θ)‖ < C‖x̂− x?(θ)‖, hence showing that the error214

on the estimated Jacobian is at most of the same order as that of x̂ as an approximation of x?(θ).215

These bounds are based on the following main theorem, whose proof is included in Appendix D.216
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Figure 2: CPU runtime comparison of implicit differentiation and unrolling for hyperparameter
optimization of multiclass SVMs for multiple problem sizes. Error bars represent 90% confidence
intervals. (a) Mirror descent solver, with mirror descent fixed point for implicit differentiation.
(b) Proximal gradient solver, with proximal gradient fixed point for implicit differentiation. (c)
Block coordinate descent solver; for implicit differentiation we obtain x?(θ) by BCD but perform
differentiation with the mirror descent and proximal gradient fixed points. This showcases that the
solver and fixed point can be independently chosen.

Theorem 1 (Jacobian estimate). Let F : Rd × Rn → Rd. Assume that there exist α, β, γ, ε, R > 0217

such that A = −∂1F and B = ∂2F satisfy, for all v ∈ Rd, θ ∈ Rn and x such that ‖x−x?(θ)‖ ≤ ε:218

A is well-conditioned, Lipschitz: ‖A(x, θ)v‖ ≥ α‖v‖ , ‖A(x, θ)−A(x?(θ), θ)‖op ≤ γ‖x− x?(θ)‖.219

B is bounded and Lipschitz: ‖B(x?(θ), θ)‖ ≤ R , ‖B(x, θ)−B(x?(θ), θ)‖ ≤ β‖x− x?(θ)‖.220

Under these conditions, when ‖x̂− x?(θ)‖ ≤ ε, we have221

‖J(x̂, θ)− ∂x?(θ)‖ ≤
(
βα−1 + γRα−2

)
‖x̂− x?(θ)‖ .

This result is similar to [40, Theorem 7.2], that is concerned with the stability of solutions to inverse222

problems. Here we consider that A(·, θ) is uniformly well-conditioned, rather than only at x?(θ).223

This does not affect the first order in ε of this bound, and makes it valid for all x̂. It is also more224

tailored to applications to equation-specific cases.225

Indeed, Theorem 1 can be applied to specific functions F or T for some root and fixed-point equations.226

In particular, for gradient descent fixed point, where T (x, θ) = x− η∇1f(x, θ), this yields227

A(x, θ) = η∇2
1f(x, θ) and B(x, θ) = −η∂2∇1f(x, θ) .

This guarantees precision on the estimated Jacobian under regularity conditions on f directly; see228

Corollary 1 in Appendix D.229

For proximal gradient descent, where T (x, θ) = proxηg(x− η∇1f(x, θ), θ), this yields230

A(x, θ) = I − ∂1T (x, θ) = I − (I − η∇2
1f(x, θ))∂1proxηg(x− η∇1f(x, θ), θ)

B(x, θ) = ∂2proxηg(x− η∇1f(x, θ), θ)− η∂2∇1f(x, θ)∂1proxηg(x− η∇1f(x, θ), θ) .

An important special case is that of a function to minimize in the form f(x, θ) + g(x), where the231

prox function g is smooth, and does not depend on θ, as is the case in our experiments in §3.2. For232

this setting, we derive similar guarantees in Corollary 2 in Appendix D. Recent work also exploits233

local smoothness of solutions to derive similar bounds [11, Theorem 13].234

3 Experiments235

To conclude this work, we demonstrate the ease of formulating and solving bi-level optimization236

problems with our modular framework. We also present an application to the sensitivity analysis of237

molecular dynamics.238

3.1 Hyperparameter optimization of multiclass SVMs239

In this example, we consider the hyperparamer optimization of multiclass SVMs [23] trained in the240

dual. Here, x?(θ) is the optimal dual solution, a matrix of shape m× k, where m is the number of241
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Table 2: Mean AUC (and 95% confidence interval) for the cancer survival prediction problem.

Method L1 logreg L2 logreg DictL + L2 logreg Task-driven DictL

AUC (%) 71.6± 2.0 72.4± 2.8 68.3± 2.3 73.2± 2.1

training examples and k is the number of classes, and θ ∈ R+ is the regularization parameter. The242

challenge in differentiating x?(θ) is that each row of x?(θ) is constrained to belong to the probability243

simplex4k. More formally, let Xtr ∈ Rm×p be the training feature matrix and Ytr ∈ {0, 1}m×k be244

the training labels (in row-wise one-hot encoding). Let W (x, θ) := X>tr(Ytr − x)/θ ∈ Rp×k be the245

dual-primal mapping. Then, we consider the following bi-level optimization problem246

argmin
θ=exp(λ)

1

2
‖XvalW (x?(θ), θ)− Yval‖2F︸ ︷︷ ︸

outer problem

subject to x?(θ) = argmin
x∈C

f(x, θ) :=
θ

2
‖W (x, θ)‖2F︸ ︷︷ ︸

inner problem

,

(12)
where C = 4k × · · · ×4k is the Cartesian product of m probability simplices. We apply the change247

of variable θ = exp(λ) in order to guarantee that the hyper-parameter θ is positive. The matrix248

W (x?(θ), θ) ∈ Rp×k contains the optimal primal solution, the feature weights for each class. The249

outer loss is computed against validation data Xval and Yval.250

In order to differentiate x?(θ), several ways are possible using our framework. The first one would be251

to map (12) to a quadratic program form (18) and use the KKT conditions to form a mapping F (x, θ).252

A more direct way is to use proximal gradient fixed point (9). Since C is a Cartesian product, the253

projection can be easily computed by row-wise projections on the simplex, which we map over rows254

(using vectorized operations) via jax.vmap. As we explained in §B.1, this projection’s Jacobian255

enjoys a closed form. A third way to differentiate x?(θ) is using the mirror descent fixed point256

(11). Under the KL geometry, projϕC (y, θ) corresponds to a row-wise softmax. It is therefore easy to257

compute and differentiate. Figure 2 compares the runtime performance of implicit differentiation vs.258

unrolling for the latter two fixed points. A code example is included in Figure 8 in the Appendix.259

3.2 Task-driven dictionary learning260

Task-driven dictionary learning was proposed to learn sparse codes for input data in such a way that261

the codes solve an outer learning problem [47, 64, 70]. Formally, given a data matrix Xtr ∈ Rm×p262

and a dictionary of k atoms θ ∈ Rk×p, a sparse code is defined as a matrix x?(θ) ∈ Rm×k that263

minimizes in x a reconstruction loss f(x, θ) := `(Xtr, xθ) regularized by a sparsity-inducing penalty264

g(x). Instead of optimizing the dictionary θ to minimize the reconstruction loss, [47] proposed to265

optimize an outer problem that depends on the code. For example, given a set of labels Ytr ∈ {0, 1}m,266

we consider a logistic regression problem which results in the bilevel optimization problem:267

min
θ∈Rk×p,w∈Rk,b∈R

σ(x?(θ)w + b; ytr)︸ ︷︷ ︸
outer problem

subject to x?(θ) ∈ argmin
x∈Rm×k

f(x, θ) + g(x)︸ ︷︷ ︸
inner problem

. (13)

When ` is the squared Frobenius distance between matrices, and g the elastic net penalty, [47, Eq.268

21] derive manually, using optimality conditions (notably the support of the codes selected at the269

optimum), an explicit re-parameterization of x?(θ) as a linear system involving θ. This closed-270

form allows for a direct computation of the Jacobian of x? w.r.t. θ. Similarly, [64] derive first271

order conditions in the case where ` is a β-divergence, while [70] propose to use unrolling of ISTA272

iterations. Our approach bypasses all of these computations, giving the user more leisure to focus273

directly on modeling (loss, regularizer) aspects (see code snippet in Figure 9 in Appendix).274

We illustrate this on a problem of breast cancer survival prediction from gene expression data,275

framed as a binary classification problem to discriminate patients who survive longer than 5 years276

(m1 = 200) vs patients who die within 5 years of diagnosis (m0 = 99), from p = 1, 000 gene277

expression values. As shown in Table 2, solving (13) (Task-driven DictL) reaches a classification278

performance competitive with state-of-the-art L1 or L2 regularized logistic regression with 100 times279

fewer variables. See Appendix E.2 for more details.280
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Dataset Distillation (MNIST). Generalization Accuracy: 0.8556

Figure 3: Distilled MNIST dataset θ ∈ Rk×p obtained by solving (14). We learn one image per class
such that a logistic regression model trained on θ achieves the lowest logistic loss on the MNIST
training set. Implicit differentiation was 4 times faster than unrolling.

3.3 Dataset distillation281

Dataset distillation [67, 46] aims to learn a small synthetic training dataset such that a model trained282

on this learned data set achieves small loss on the original training set. Formally, letXtr ∈ Rm×p and283

ytr ∈ [k]m denote the original training set. The distilled dataset will contain one prototype example284

for each class and therefore θ ∈ Rk×p. The dataset distillation problem can then naturally be cast as285

a bi-level problem, where in the inner problem we estimate a logistic regression model x?(θ) ∈ Rp286

trained on the distilled images θ ∈ Rk×p, while in the outer problem we want to minimize the loss287

achieved by x?(θ) over the training set:288

argmin
θ∈Rk×p

f(x?(θ), Xtr; ytr)︸ ︷︷ ︸
outer problem

subject to x?(θ) ∈ argmin
x∈Rp

f(x, θ; [k]) + ε‖x‖2︸ ︷︷ ︸
inner problem

, (14)

where f(x,X; y) := `(Xx, y), ` denotes the multiclass logistic regression loss, and ε = 10−3 is a289

regularization parameter that we found had a very positive effect on convergence.290

In this problem, and unlike in the general hyperparameter optimization setup, both the inner and outer291

problems are high-dimensional, making it an ideal test-bed for gradient-based bi-level optimization292

methods. For this experiment, we use the MNIST dataset. The number of parameters in the inner293

problem is p = 282 = 784. while the number of parameters of the outer loss is k × p = 7840. We294

solve this problem using gradient descent on both the inner and outer problem, with the gradient295

of the outer loss computed using implicit differentiation, as described in §2. This is fundamentally296

different from the approach used in the original paper, where they used differentiation of the unrolled297

iterates instead. For the same solver, we found that the implicit differentiation approach was 4 times298

faster than the original one. The obtained distilled images θ are visualized in Figure 3 and a code299

example is given in Figure 10 in the Appendix.300

3.4 Sensitivity analysis of molecular dynamics301

Figure 4: Particle positions
and position sensitivity vectors,
with respect to increasing the
diameter of the blue particles.

Many applications of physical simulations require solving optimiza-302

tion problems, such as energy minimization in molecular [62] and303

continuum [8] mechanics, structural optimization [41] and data304

assimilation [32]. However, even fully differentiable simulators305

may not have efficient or accurate derivatives. We revisit an exam-306

ple from JAX-MD [62], the problem of finding energy minimizing307

configurations to a system of packed particles in an m-dimensional308

box of width `,309

x?(θ) = argmin
x∈Rk×m

∑
ij

U(xij mod `, θ),

where U(xij , θ) is the pairwise potential energy function, with half310

the particles at diameter 1 and half at diameter θ = 0.6, which we311

optimize with a domain-specific optimizer [13]. Here we consider312

sensitivity of particle position with respect to diameter ∂x?(θ),313

rather than sensitivity of the total energy from the original experi-314

ment. Figure 4 shows results calculated via forward-mode implicit differentiation (JVP). Whereas315

differentiating the unrolled optimizer happens to work for total energy, here it typically does not even316

converge (see Appendix Fig. 15), due the discontinuous optimization method.317
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Checklist484

1. For all authors...485

(a) Do the main claims made in the abstract and introduction accurately reflect the paper’s486

contributions and scope? [Yes] Our paper builds on the premise that reinstantiating487

the implicit function theorem for every optimization problem a user may encounter488

is cumbersome. We make the case that a modular approach is needed to bypass that489

issue. This approach raises several challenges, notably in the way these implicit solvers490

can be automatically instantiated, consistently, across the large corpus of optimization491

approaches favored by users.492

(b) Did you describe the limitations of your work? [Yes] , We discuss several limitations493

in our work. For instance, implicit differentiation requires x̂ to be sufficiently close to494

x? to be meaningful. This is the main topic of §2.3495

(c) Did you discuss any potential negative societal impacts of your work? [N/A] As a496

purely methodological paper, we do not foresee negative societal impacts of our work.497

(d) Have you read the ethics review guidelines and ensured that your paper conforms to498

them? [Yes] We confirm our paper conforms to those guidelines.499

2. If you are including theoretical results...500

(a) Did you state the full set of assumptions of all theoretical results? [Yes] , The paper501

contains one theoretical section, §2.3.502

(b) Did you include complete proofs of all theoretical results? [Yes] , All proofs are503

included in the Appendix D504

3. If you ran experiments...505

(a) Did you include the code, data, and instructions needed to reproduce the main exper-506

imental results (either in the supplemental material or as a URL)? [No] At the time507

of submission, we are in the course of an approval process for open-source release508

required by our organization. We believe that the library itself comprises a contribution,509

and will have it available in open source by the time of this paper’s publication (at the510

latest).511

(b) Did you specify all the training details (e.g., data splits, hyperparameters, how they512

were chosen)? [Yes] , Experiments were mostly run with minimal parameter tuning to513

reflect the simplicity of the approach we advocate. This is reflected in §3 and Appendix514

E515

(c) Did you report error bars (e.g., with respect to the random seed after running ex-516

periments multiple times)? [Yes] , see Figure 2 and std for the dictionary learning517

task.518

(d) Did you include the total amount of compute and the type of resources used (e.g., type519

of GPUs, internal cluster, or cloud provider)? [Yes] , see Appendix E520

4. If you are using existing assets (e.g., code, data, models) or curating/releasing new assets...521

(a) If your work uses existing assets, did you cite the creators? [Yes] , see §3 and Appendix522

E523

(b) Did you mention the license of the assets? [Yes] , see Appendix E524

(c) Did you include any new assets either in the supplemental material or as a URL? [N/A]525

526

(d) Did you discuss whether and how consent was obtained from people whose data you’re527

using/curating? [N/A]528

(e) Did you discuss whether the data you are using/curating contains personally identifiable529

information or offensive content? [N/A]530

5. If you used crowdsourcing or conducted research with human subjects...531

(a) Did you include the full text of instructions given to participants and screenshots, if532

applicable? [N/A]533

(b) Did you describe any potential participant risks, with links to Institutional Review534

Board (IRB) approvals, if applicable? [N/A]535

(c) Did you include the estimated hourly wage paid to participants and the total amount536

spent on participant compensation? [N/A]537
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