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Abstract
We focus on Text-to-SQL semantic parsing001
from the perspective of Large Language Mod-002
els. Motivated by challenges related to the size003
of commercial database schemata and the de-004
ployability of business intelligence solutions,005
we propose an approach that dynamically re-006
trieves input database information and uses ab-007
stract syntax trees to select few-shot examples008
for in-context learning.009

Furthermore, we investigate the extent to which010
an in-parallel semantic parser can be lever-011
aged for generating approximated versions of012
the expected SQL queries, to support our re-013
trieval. We take this approach to the extreme—014
we adapt a model consisting of less than 500M015
parameters, to act as an extremely efficient ap-016
proximator, enhancing it with the ability to pro-017
cess schemata in a parallelised manner. We018
apply our approach to monolingual and cross-019
lingual benchmarks for semantic parsing, show-020
ing improvements over state-of-the-art base-021
lines. Comprehensive experiments highlight022
the contribution of modules involved in this023
retrieval-augmented generation setting, reveal-024
ing interesting directions for future work.025

1 Introduction026

Text-to-SQL semantic parsing aims at translating027

natural language questions into SQL, to facilitate028

querying relational databases by non-experts (Zelle029

and Mooney, 1996). Given their accessibility bene-030

fits, Text-to-SQL applications have become popular031

recently, with many corporations developing Busi-032

ness Intelligence platforms.033

The success of Large Language Models (LLMs)034

in generalising across diverse Natural Language035

Processing tasks (Ye et al., 2023; OpenAI et al.,036

2024) has fuelled works that looked at how these037

multi-billion parameter models can be best em-038

ployed for Text-to-SQL (Liu et al., 2023; Pourreza039

and Rafiei, 2023). Recent works in this space have040

focused on the in-context learning ability of LLMs,041

demonstrating that significant improvements can be 042

achieved by selecting suitable (question, SQL) ex- 043

ample pairs (Nan et al., 2023; Gao et al., 2023; Guo 044

et al., 2024; Sun et al., 2024). In spite of its under- 045

lying benefits, conventional solutions for example 046

selection are usually limited to retrieving examples 047

based solely on the similarity of questions (Nan 048

et al., 2023; An et al., 2023; Guo et al., 2024). 049

Other approaches resort to a preliminary round of 050

parsing which approximates expected SQL queries, 051

and directly use these approximations in few-shot 052

prompting (Sun et al., 2024), or to subsequently 053

select (question, SQL) pairs by comparing the ap- 054

proximated query to queries within candidate exam- 055

ples (Gao et al., 2023). The approach proposed by 056

Gao et al. transforms SQL queries into SQL skele- 057

tons (Li et al., 2023a) and then filters examples by 058

considering overlap token ratio as the similarity 059

between two skeletons. While incorporating SQL 060

skeleton similarity improves over conventional ex- 061

ample selection for Text-to-SQL (Gao et al., 2023), 062

it can result in structural information loss as ex- 063

emplified in Table 1, where two dissimilar SQL 064

queries are treated as identical. In this paper, we 065

propose a novel approach that selects examples 066

using similarity of normalised SQL Abstract Syn- 067

tax Trees (ASTs). We argue that considering the 068

similarity of such hierarchical structures can sig- 069

nificantly enhance LLMs’ performance for Text-to- 070

SQL parsing. 071

Apart from example selection, we refine 072

database context input to LLMs by dynamically 073

pruning schemata and selecting values. From the 074

perspective of LLMs, existing studies achieve im- 075

provements by including the full database schema 076

in the prompt and additionally hinting the impor- 077

tance of particular schema elements or values (Pour- 078

reza and Rafiei, 2023; Sun et al., 2024). In this pa- 079

per, we show that the performance can be boosted 080

with schemata of reduced size. 081

Inspired by Gao et al. that compute an approxi- 082

1



mated query for a given input question, we further083

explore how combinations of a sparse retriever with084

such an in-parallel semantic parser (we would re-085

fer to it as approximator) can be used to retrieve086

relevant database context input to LLMs. For ef-087

ficiency, we adapt the semantic parser (a decoder-088

free model with < 500M parameters) proposed by089

Vougiouklis et al. to process schemata in a paral-090

lelised manner. Using this efficient approximator,091

our schema pruning strategy selects a relevant sub-092

schema in order to simplify the task for LLMs093

and reduce the relevant computational workload.094

Furthermore, it enables LLM-based Text-to-SQL095

solutions to handle longer schemata (usually asso-096

ciated with commercial use-cases) exceeding their097

context window size.098

We apply our approach on monolingual (SPIDER,099

SPIDER-DK, SPIDER-REAL and SPIDER-SYN) and100

cross-lingual (CSPIDER) benchmarks of different101

generalisation challenges. We evaluate the appli-102

cability of our framework across both closed- and103

open-source LLMs. Our framework, comprising104

only a single round of prompting, achieves state-of-105

the-art performance, outperforming other baselines106

which may comprise complex prompting and mul-107

tiple iterations, when LLMs of equal capacity are108

involved. Through comprehensive experiments, we109

highlight strengths and limitations. Our contribu-110

tions can be summarised as follows:111

• We propose a novel approach for selecting112

(question, SQL) examples using similarity of113

normalised SQL ASTs.114

• We take efficient approximation to the ex-115

treme, presenting a schema-parallelisable116

adaptation of the fastest semantic parser to117

date.118

• We introduce a framework for dynamically119

selecting schema elements and database val-120

ues, offering substantial execution accuracy121

improvements over prior works while signifi-122

cantly reducing the computational workload123

of LLMs.124

• We shed light on the benefits of database value125

selection and its symbiotic relation to schema126

pruning for Text-to-SQL LLM prompting.127

2 Preliminaries128

Let q be the sequence of tokens of a natural lan-129

guage question for database D with tables t =130

SQL1

SELECT T2.name, T2.capacity FROM
concert AS T1 JOIN stadium AS T2 ON
T1.stadium_id = T2.stadium_id WHERE
T1.year >= 2014

Skeleton: select _ from _ where _

SQL2

SELECT name FROM highschooler WHERE
grade = 10

Skeleton: select _ from _ where _

Table 1: Two SQL queries with identical SQL skeletons.

t1, t2, . . . , tT and columns c = c11, c
1
2, . . . , c

i
j , . . . , 131

cTCT
, where cij is the j-th column of table ti and 132

Ci ∈ N is the total number of columns in table 133

ti. Furthermore, let vD =
{
vc11 , vc12 , . . . , vcTCT

}
134

be the set of all values associated with the database 135

D s.t. vc11 , . . . , vcTCT

are the DB value sets associ- 136

ated with respective columns c11, . . . , c
T
CT
∈ c. The 137

goal of Text-to-SQL semantic parsing is to predict 138

the SQL query s given the (q,D) combination, as 139

follows: 140

s = argmax
s

p (s | q,D) (1) 141

For in-context learning, we seek to select per- 142

tinent input context including few-shot examples, 143

schema, and database values to simplify the task 144

for LLMs. 145

3 Example Selection using Abstract 146

Syntax Trees 147

Our goal is to identify the most suitable set of 148

X⋆ = {(q⋆
1, s

⋆
1) , . . . , (q

⋆
e, s

⋆
e)} question-SQL pairs 149

from an index of examples, X, s.t. X⋆ ⊆ X, for 150

maximising the probability of an LLM to predict 151

the correct SQL given (q,D): 152

X⋆ = argmax
X

p (s|q,D,X) (2) 153

From the perspective of ranking, we consider 154

the relevance score between a candidate example 155

(qj , sj) ∈ X and the input (q,D). Vanilla semantic 156

search is usually based solely on question embed- 157

dings, whereas the structure of SQL queries for 158

similar questions is subject to target databases and 159

can thus differ significantly. 160

To incorporate database context for selecting ex- 161

amples, we propose to re-rank examples retrieved 162

by question embeddings based on normalised SQL 163

ASTs. Inspired by Gao et al., our framework 164

utilises a preliminary model to compute an approx- 165

imated SQL query s′, structurally similar to the 166
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ground truth, given (q,D) s.t. s′ ∼ s. Examples167

are then re-ranked by scoreAST (s
′, sj) for each can-168

didate sj .169

AST represents the hierarchical structure of code170

in a tree form and can be applied to evaluation met-171

rics for code generation (Tran et al., 2019; Ren172

et al., 2020). The fact that SQL queries sharing173

identical abstract meanings may not align with the174

same syntactic structure poses a challenge for mea-175

suring similarity through AST differencing.176

AST Normalisation Although it is infeasible to177

exhaustively transform a SQL to another equivalent178

form, we can normalise ASTs to reduce undesired179

mismatch. Firstly, nodes of identifiers are lower-180

cased and unnecessary references are removed (e.g.181

<table>.<column> is substituted with <column>182

if possible). We then delete nodes that create183

aliases and map each alias to a copy of the subtree184

to which it references. For cross-domain settings185

wherein databases at inference time are unseen in186

the train set, we mask out nodes of values and187

identifiers after resolving aliases. Otherwise for188

in-domain settings we further sort nodes associated189

with JOIN operations(s) to ensure the ordering of190

tables and keys is consistent.191

AST Similarity Given two normalised ASTs, we192

adopt the Change Distilling algorithm (Fluri et al.,193

2007) that computes a list of tree edit operations to194

transform the source AST to the target AST. Types195

of tree edit operations include: insert, delete,196

alignment, move and update. It is essential to197

note that move operation relocates a node to a dif-198

ferent parent while moving a node within the same199

parent is an alignment. Therefore, we calculate200

the similarity between ASTs simply as the ratio of201

alignments to the total number of operations within202

the list. Examples of our normalisation and AST203

similarity are provided in Appendix A.204

4 Database Context Selection205

Apart from relevant question-SQL pairs, prompting206

for Text-to-SQL parsing requires the context of207

database schema and values.208

4.1 Schema Selection209

We present a hybrid search strategy that selects210

a sub-schema given a test question to minimise211

lengthy and potentially irrelevant schema elements212

input to LLMs, while maintaining high recall.213

Let rij be a semantic representation of column cij .214

We aggregate the semantic names1 of cij and the 215

table it belongs to, ti, and its corresponding value 216

set in D, vcij , as follows: 217

rij =
{
ti ∪ cij ∪ vcij

| i ∈ [1, T ] and j ∈ [1, Ci]
}

. 218

Given question q, we retrieve the most relevant 219

columns using scoreBM25(q, r
i
j) ∀i ∈ [1, T ] and 220

j ∈ [1, Ci] (Robertson et al., 1994). A table is 221

retrieved if any of its columns are retrieved. 222

4.1.1 Incorporating for Approximated Query 223

The semantic search for schema selection requires 224

a comprehension of the relevance between hetero- 225

geneous database information and natural language 226

questions, in addition to interactions across schema 227

elements. To this end, a trained parser can inher- 228

ently be a semantic search model for retrieving 229

a sub-schema, where columns and tables are ex- 230

tracted from the approximated query s′. We argue 231

that a semantic parser which is performing reason- 232

ably on the task, can provide us with an s′, whose 233

structure would assimilate the structure of the ex- 234

pected final query, s. Consequently, we opt to 235

dynamically determine the number of columns to 236

be retrieved by scoreBM25 as proportional to the 237

number of unique columns in s′, returned by the 238

approximator. A sub-schema is then obtained by 239

merging schema elements selected by scoreBM25 240

with elements from the approximated query. 241

4.1.2 Approximating for Longer Schemata 242

To further reduce the computational workload, we 243

opt for using a smaller model for computing s′. 244

However, smaller models usually have shorter con- 245

text windows (i.e. < 2k tokens), and, as such, 246

they cannot be easily scaled to the requirements of 247

larger schemata. To this end, we propose an ap- 248

proach that enables transformer-based encoders to 249

process longer schemata, in a parallelised manner. 250

We start with FastRAT (Vougiouklis et al., 2023), 251

which exploits a decoder-free architecture for effi- 252

cient text-to-SQL parsing. Given a concatenation 253

of the input natural language question q with the 254

column and table names of a database schema, Fas- 255

tRAT computes the SQL operation in which each 256

element of the input schema would participate in 257

the expected SQL query. We refer to these SQL 258

operations as SQL Semantic Prediction (SSP) la- 259

bels (Yu et al., 2021). SQL queries are then de- 260

terministically constructed from the predicted SSP 261

1Semantic name can refer to simply to the name of a par-
ticular or to a concatenation of its name and description.
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labels. We introduce a schema splitting strategy to262

scale the model up to the requirements of schemata263

comprising several columns.264

We augment the input embedding matrix of the265

model, with two special schema-completion tokens,266

[full_schema] and [part_schema], which are267

used for signalling cases in which a full and a par-268

tial schema are provided as input respectively. Our269

goal is to split a schema consisting of
∑T

j=1Cj270

columns into rm splits s.t. each split includes271

a maximum, pre-defined number of columns r.272

Each split consists of the question tokens, a sin-273

gle schema-completion token, the table names of274

the input D and up to a maximum r number of275

columns allocated to this particular split (see Algo-276

rithm 1 for further details).277

Algorithm 1: Algorithm for splitting a
schema into smaller splits.
Input: # col. name tokens concat.

ctok ← [ctok1
1 , . . . , ctokT

CT
]

# flatten concat. of tab.
name tokens
ttok ← [ttok

1 , ttok
2 , . . . , ttok

T ]
q← [q1, . . . , qQ] # q tokens
r : int

1 splits← [ ];
2 if len(c) > r then
3 prefix← q+ [“[part_schema]”];
4 else
5 prefix← q+ [“[full_schema]”];
6 end
7 sp← prefix; # one sp per split

8 for j ← 1 to
∑T

j=1Cj do
9 sp← sp+ ctok [j];

10 if j mod r = 0 or j =
∑T

j=1Cj then
11 sp← sp+ ttok;
12 splits.append(sp);
13 sp← prefix;
14 end
15 end
16 Return splits

The returned schema splits along with the SSP278

labels corresponding to the schema elements of279

each split are treated as independent instances dur-280

ing training. At test time, an input schema is split281

according to Algorithm 1, and the model is input282

with a batch of the resulting splits. After aggregat-283

ing the results from all splits, we obtain the SSP284

label for each column ∈ c. Inconsistencies across285

the SSP labels of tables are resolved using majority 286

voting. We refer to this model as FastRAText. 287

4.2 Value Selection 288

The inference of LLMs for text-to-SQL parsing 289

can be augmented with column values (Sun et al., 290

2024). We select values for columns in a schema 291

(or a sub-schema) by simply matching keywords 292

in questions and values. This is based on the as- 293

sumption that LLMs can generalise to unseen val- 294

ues given a set of representative values; thus, the 295

recall and precision of value selection are less crit- 296

ical. We consider value selection providing ad- 297

ditional information for LLMs to discern covert 298

differences among columns. An example of our 299

resulting prompt is shown in Appendix B. 300

5 Experiments 301

We run experiments using two approximators: 302

FastRAText and Graphix-T5 (Li et al., 2023b). 303

Graphix-T5 is is the approximator used by DAIL- 304

SQL (Gao et al., 2023), and is included to facilitate 305

a fair comparison against the closest work to ours. 306

FastRAText is trained and tested using r = 64, un- 307

less otherwise stated (cf. Section 5.4). For all 308

experiments, we use 5 (question, SQL) examples. 309

We test our approach against both closed- 310

and open-source LLMs: (i) gpt-3.5-turbo 311

(gpt-3.5-turbo-0613), (ii) gpt-4 (gpt-4-0613) 312

and (iii) deepseek-coder-33b-instruct. Re- 313

sults using additional models from the DeepSeek 314

family are provided in Appendix C.4. 315

5.1 Datasets 316

We experiment with several SQL datasets, seek- 317

ing to explore the effectiveness of our approach on 318

both monolingual and cross-lingual setups. Specif- 319

ically, we report experiments on CSPIDER (Min 320

et al., 2019) and SPIDER (Yu et al., 2018). Since 321

CSPIDER is a translated version of SPIDER in Chi- 322

nese, when it comes to the natural language ques- 323

tions, the characteristics of the two with respect 324

to structure and number of examples are identi- 325

cal. We focus our evaluation on the development 326

sets2, which are used as test sets in our experiments. 327

These splits consists of 1, 034 examples of ques- 328

tions on 20 unique databases that are not met at 329

training time. 330

We rely on the training splits to maintain an 331

index of (question, SQL) examples, one for each 332

2Appendix D includes results on the test sets.
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dataset. Using these splits, we train a monolingual333

and a cross-lingual version of FastRAText.334

Furthermore, we use popular SPIDER variants:335

(i) SPIDER-DK (Gan et al., 2021b), (ii) SPIDER-336

REAL (Deng et al., 2021) and (iii) SPIDER-337

SYN (Gan et al., 2021a) to evaluate zero-shot338

domain generalisation in English (leveraging the339

SPIDER (question, SQL) examples index).340

Consistently with the relevant leaderboards3, we341

report results using execution (EX) and exact match342

(EM) accuracy.4 Since CSPIDER comes without rel-343

evant DB content, we follow previous works, and344

we focus our evaluation on EM scores (Vougiouklis345

et al., 2023; Cao et al., 2023).346

Model EX EM

GraPPa (Yu et al., 2021) − 73.6
FastRAT (Vougiouklis et al., 2023) 73.2 69.1
FastRAText 71.5 64.2
Graphix-T5 (Li et al., 2023b) 81.0 77.1
RESDSQL (Li et al., 2023a) 84.1 80.5

deepseek-coder-33b-instruct
Ours (w/ FastRAText) 81.5 62.1
Ours (w/ Graphix-T5) 83.4 64.7

PaLM2
Few-shot SQL-PaLM (Sun et al., 2024) 82.7 −

text-davinci-003
Zero-shot (Guo et al., 2024) 73.1 −
RAG w/ Rev. Chain (Guo et al., 2024) 85.0 −

gpt-3.5-turbo
Zero-shot (Liu et al., 2023) 70.1 −
C3 (Dong et al., 2023) 81.8 −
DAIL-SQL (Gao et al., 2023) 79.0 −
Ours (w/ FastRAText) 82.0 65.7
Ours (w/ Graphix-T5) 83.0 68.8

gpt-4
Zero-shot (Pourreza and Rafiei, 2023) 72.9 40.4
DIN-SQL (Pourreza and Rafiei, 2023) 82.8 60.1
DAIL-SQL (Gao et al., 2023) 83.6 68.7
Ours (w/ FastRAText) 84.3 73.8
Ours (w/ Graphix-T5) 86.6 77.3

Table 2: EX and EM accuracies on the development split
of SPIDER. Fine-tuning-based baselines are listed at the
top part of the table. Results of our approach are shown
with both FastRAText and Graphix-T5 as approximators.
The best model is in bold, the second best is underlined,
and the best prompt-based setup is in blue.

5.2 Baselines347

We dichotomize the landscape of baselines in fine-348

tuning- and prompting-based baselines. Further349

3https://taolusi.github.io/CSpider-explorer/
and https://yale-lily.github.io/spider

4EX and EM scores are computed using: https://
github.com/taoyds/test-suite-sql-eval.

details are provided in Appendix E. 350

Fine-tuning-based (i) GraPPa, (ii) DG- 351

MAML, (iii) FastRAT, (iv) Graphix-T5, 352

(v) RESDSQL and (vi) HG2AST. 353

Prompting-based Zero-shot LLM prompting 354

has been explored by Guo et al.; Liu et al.; Pour- 355

reza and Rafiei; (i) C3 introduces calibration bias 356

for LLM prompting; (ii) DIN-SQL uses chain- 357

of-thought prompting with pre-defined prompting 358

templates tailored for the assessed question hard- 359

ness; (iii) DAIL-SQL uses query approximation 360

and SQL skeleton-based similarities for example 361

selection; (iv) SQL-PaLM proposes a framework 362

for soft column selection and execution-based re- 363

finement; (v) RAG w/ Rev. Chain augments the 364

input prompt with question skeleton-based example 365

retrieval and an execution-based revision chain. 366

5.3 Text-to-SQL Evaluation 367

Table 2 and 3 summarise the results of our 368

approach with deepseek-coder-33b-instruct, 369

gpt-3.5-turbo and gpt-4 against the baselines. 370

Our approach, comprising a single-prompting 371

round, surpasses other LLM-based solutions, that 372

incorporate several prompting iterations, for LLMs 373

of the same capacity. We note consistent improve- 374

ments over DAIL-SQL, the closest work to ours, 375

even when FastRAText is used as approximator 376

(i.e. a model consisting of < 500M vs the ≥ 3B 377

parameters that DAIL-SQL’s approximator is us- 378

ing). For the same approximator, our framework 379

is able to meet, performance standards of DAIL- 380

SQL (equipped with gpt-4 and an additional self- 381

consistency prompting step) using an open-source 382

model as backbone LLM, by achieving shorter 383

prompts in a single prompting step. 384

SPIDER results are consistent with the results 385

across the various Spider variants and CSPIDER5 386

(Table 3). Our approach levering FastRAText and 387

AST-based re-ranking for example selection out- 388

performs other prompting-based solution, and is in- 389

line with the scores of state-of-the-art fine-tuning- 390

based baselines. While gpt-4 is the most capa- 391

ble model within our framework (with this being 392

more noticeable in the case of SPIDER-SYN), we 393

observe surprising findings with DeepSeek with 394

which in many cases our approach can surpass 395

much more computationally expensive alternatives 396

5In CSPIDER, questions are fully translated in Chinese
while the DB content remains in English. Due to this limita-
tion, DB schema and content selection are disabled.
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Model
SPIDER-DK SPIDER-REAL SPIDER-SYN CSPIDER

EX EM EX EM EX EM EM

RAT-SQL + BERT (Wang et al., 2020) − 40.9 62.1 58.1 − 48.2 −
DG-MAML (Wang et al., 2021) − − − − − − 51.0
FastRAT (Vougiouklis et al., 2023) − − − − − − 61.3
FastRAText − 44.1 − 47.8 − 48.5 53.2
HG2AST (Cao et al., 2023) − − − − − − 61.0a

RESDSQL (Li et al., 2023a) 66.0 55.3 81.9 77.4 76.9 69.1 −

deepseek-coder-33b-instruct
Ours (w/ FastRAText) 70.5 46.4 77.4 59.3 68.7 49.5 55.9

gpt-3.5-turbo
Zero-shot (Liu et al., 2023) 62.6 − 63.4 − 58.6 − 32.6
DAIL-SQL (Gao et al., 2023) − − 67.9 − − − −
Ours (w/ FastRAText) 68.8 49.3 78.0 60.8 66.9 51.2 54.0

PaLM2
Few-shot SQL-PaLM (Sun et al., 2024) 66.5 − 77.6 − 74.6 − −

gpt-4
DAIL-SQL (Gao et al., 2023) − − 76.0 − − − −
Ours (w/ FastRAText) 72.3 59.1 80.9 66.1 74.4 61.3 64.4

Table 3: Results on SPIDER-DK, SPIDER-REAL, SPIDER-SYN and CSPIDER. Fine-tuning-based baselines are
listed at the top. The best model is in bold, second best is underlined, and the best prompt-based setup is in blue.

aWithout using question translation; 64.0 EM when question translation is used.

based on larger closed-source LLMs. Our findings397

remain consistent with (Liu et al., 2023) since the398

EM scores of prompting-based methods fall behind399

those of their fine-tuning based counterparts.400

5.3.1 Schema Selection Evaluation401

We evaluate our proposed schema selection strategy402

in a two-fold manner, given that value selection is403

applied for selected columns. Firstly, we use recall404

and schema shortening (rate) to compute averaged405

metrics across all samples showcasing the extent406

to which (i) the most relevant schema elements407

are successfully retrieved, and (ii) the size of the408

resulting schema, after selection, with respect to409

its original size. Secondly, we explore how the410

performance of the end-system changes across dif-411

ferent schema pruning settings by reporting EX412

and EM scores. Recall is the percentage of sam-413

ples for which all ground-truth schema elements414

are selected. Schema shortening is the number415

of schema elements that are excluded divided by416

the total number of schema elements. Results are417

summarised in Table 4.418

The benefits of schema selection are apparent in419

the oracle setup, in which only schema elements420

from the gold query are included in the prompt421

(cf. Table 8). In this setup, the highest execution422

accuracy is achieved while filtering out > 70%423

of the original schema on average. We note that424

our approach of coupling the schema elements re- 425

turned in the approximated query with the ones 426

returned by BM25 navigates a healthy trade-off be- 427

tween maximising recall and reducing processing 428

of unnecessary schema elements. We also notice 429

that our strategy of dynamically determining the 430

number of retained schema elements per input (cf. 431

Section 4.1.1) results in improvements compared 432

to static top-k determination. For roughly the same 433

extent of schema shortening (i.e. by comparing 434

scores with dynamic top-k against top-7), the re- 435

sults with the former are higher across all metrics. 436

5.3.2 Ablation Study 437

Table 5 shows a comprehensive ablation study for 438

the efficacy of our database context selection, and 439

example selection methods including DAIL (Gao 440

et al., 2023) and AST. We consistently notice im- 441

provement when selecting examples using AST, for 442

the same approximator. Interestingly, the perfor- 443

mance gap is increasing the better the approximator 444

becomes, leading to an improvement > 2.4% in the 445

case of an oracle approximator. This finding is in 446

agreement with our hypothesis that AST re-ranking 447

can preserve structural information for more pre- 448

cise example selection when s′ ∼ s. The inclusion 449

of combined schema and value selection (SVS) 450

leads to further improvements when coupled with 451

example selection based on AST or DAIL. 452
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Approximator Schema Selection Setup Recall Schema Shorten. EX EM

Oracle Gold Query 100.0 71.3 86.3 73.9

FastRAText N/A 100.0 0.0 79.3 63.6
FastRAText BM25 (top-10) 92.0 36.5 78.9 64.1
FastRAText BM25 (top-20) 98.3 14.1 80.7 64.9
FastRAText Approx. Query 86.8 71.3 78.4 63.8
FastRAText Approx. Query + BM25 (top-7) 93.3 50.4 81.1 65.4
FastRAText Approx. Query + BM25 (top-10) 97.0 37.3 81.2 65.6
FastRAText Approx. Query + BM25 (dynamic top-k) 97.2 49.0 82.0 65.7

Graphix-T5 N/A 100.0 0.0 79.8 65.6
Graphix-T5 Approx. Query 92.3 71.8 81.8 68.8
Graphix-T5 Approx. Query + BM25 (dynamic top-k) 97.9 49.4 83.0 68.8

Table 4: Recall, Schema Shortening, EX and EM scores (using gpt-3.5-turbo) across different schema selection
setups, on the development split of SPIDER. Value selection is enabled for the selected columns across all setups.
For the oracle setup, we report performance upper-bounds using only the schema elements from the gold query.

Approximator Selection EX EM

N/A Question Similarity 74.7 52.3

FastRAText

DAIL 78.6 61.4
DAIL + SVS 81.3 62.3
AST 79.3 63.6
AST + VS 80.4 63.8
AST + SS 78.9 63.8
AST + SVS 82.0 65.7

Graphix-T5

DAIL 77.8 61.9
DAIL + SVS 81.0 63.7
AST 79.8 65.6
AST + VS 81.4 66.4
AST + SS 80.2 66.2
AST + SVS 83.0 68.8

Oracle

DAIL 79.1 63.2
DAIL + SVS 82.5 66.0
AST 81.0 67.6
AST + VS 82.6 68.1
AST + SS 82.5 69.6
AST + SVS 84.6 71.3

Table 5: EX and EM scores on the development set of
SPIDER, with gpt-3.5-turbo, across different approx-
imators, and selection setups: example selection (with
DAIL or AST), schema selection (SS), value selection
(VS), and schema & value selection (SVS). We report
results from oracle approximator using gold queries.

5.4 Schema Splitting453

We evaluate the effect of splitting a schema into454

rm splits, using FastRAText for schema selection.455

Figure 1 shows EX scores across different maxi-456

mum number of columns per schema split (r), on457

the development set of SPIDER. We see that the EX458

scores of our approach remain consistent across459

different r. The performance in the case where460

particular schemata from the development set are461

split into rm = 3 or rm = 4 splits (i.e. for r = 24462

or r = 16 respectively) is identical to the scores463

where schemata are split using the default r with 464

which FastRAText has been trained. 465
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gpt-3.5-turbo w/ FastRAText (All)
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Figure 1: Execution accuracy scores on on the devel-
opment set of SPIDER across different maximum num-
bers of columns per schema split, r. The results of our
approach, using gpt-3.5-turbo, are presented across
different SPIDER-query difficulty levels.

6 Discussion 466

Are there any theoretical performance upper 467

limits for example selection using AST? For 468

each data instance in the development set of Spider, 469

we compute the average AST similarity between 470

the approximated query and each SQL query that 471

is included (after example selection) in the cor- 472

responding prompt. In Table 6, we measure EX 473

scores on the development set of SPIDER, across 474

different AST-similarity intervals. We see an ob- 475

vious correlation between execution accuracy and 476

AST scores–execution accuracy is higher for higher 477

AST scores. Besides highlighting an empirical, ex- 478

ecution accuracy upper-bound, in the case of test 479
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questions whose SQL structure is well-covered (i.e.480

with high AST score) in the examples space, our481

approach can hint data instances that might be chal-482

lenging for the current configuration, without even483

requiring to prompt the target LLM or executing484

the resulting SQL against a database instance. Chal-485

lenging data instances can be taken into consider-486

ation with respect to the existence of insufficient487

examples in X to support the expected SQL struc-488

ture or a potentially harmful approximator.489

AST Interval
Approximator

Oracle Graphix FastRAText

[0.0, 1.0] 84.6 83.0 82.0

[0.95, 1.0] 90.8 88.4 88.7
[0.9, 0.95) 80.7 74.1 76.8
[0.85, 0.9) 73.0 68.3 59.4
[0.8, 0.85) 62.4 66.8 63.5
[0.0, 0.8) 50.0 54.1 58.7

Table 6: EX scores on the SPIDER development set
using gpt-3.5-turbo, across different average AST-
similarity intervals.

Is the choice of approximator critical? Al-490

though our AST re-ranking and schema selection491

benefit from more accurate SQL predicted by a492

stronger approximator, the choice of approximator493

depends on the desired trade-off between effective-494

ness and efficiency in practice. FastRAText is over495

600 times faster than Graphix-T5 (Li et al., 2023b)496

on an A100 80G GPU, while the resulting differ-497

ence, within our framework, in EX on the SPIDER498

development set is ≤ 1% (Table 5).499

Does schema selection improve the perfor-500

mance? In Table 5, we noted that performing501

schema selection (i.e. SS) without DB value se-502

lection does not necessarily lead to performance503

improvements. This is in partial agreement with504

Sun et al. that hard column selection can be harm-505

ful for the end-to-end performance, and can be506

attributed to the drop of recall, when less capable507

approximators are involved. Nonetheless, as we508

note in Section 5.3.2, the combination of schema509

and value selection (SVS) can consistently improve510

EX and EM, while significantly reducing the LLM511

token-processing cost due to shortened schema.512

7 Related Work513

Significant number of recent works have looked at514

how LLMs can be employed in Text-to-SQL sce-515

narios (Rajkumar et al., 2022; Chang and Fosler-516

Lussier, 2023; Liu et al., 2023; Pourreza and Rafiei, 517

2023; Gao et al., 2023; Guo et al., 2024). More 518

recent works have looked at how incorporating ex- 519

amples in the prompt could benefit the performance 520

of LLMs in the end task (Pourreza and Rafiei, 2023; 521

Gao et al., 2023; Guo et al., 2024; Sun et al., 2024). 522

In spite of its underlying benefits, conventional 523

solutions for example selection have focused on re- 524

trieving pairs using question similarity (Nan et al., 525

2023). Other approaches have sought to approxi- 526

mate expected SQL queries, and either directly use 527

these approximations in the prompt, in a few-shot 528

setting (Sun et al., 2024) or to filter candidate (ques- 529

tion, SQL) pairs by taking into consideration the 530

similarity of their corresponding SQL query skele- 531

tons (Li et al., 2023a) against the skeleton of the 532

approximated SQL (Gao et al., 2023). We argue 533

that such example selection strategies can result in 534

information loss, and we propose an approach for 535

re-ranking examples using similarity of normalised 536

SQL ASTs. 537

The benefits of schema selection for Text-to- 538

SQL have been highlighted across the relevant bib- 539

liography(Wang et al., 2020; Li et al., 2023b; Pour- 540

reza and Rafiei, 2023). From the LLMs perspec- 541

tive, pruning schema elements from the prompts 542

has been usually leading to performance degrada- 543

tion(Sun et al., 2024). Inspired by Gao et al., we 544

compute a preliminary query for a given (q,D) by 545

we adapting FastRAT (Vougiouklis et al., 2023), to 546

the requirements of processing longer schemata, in 547

a parallelised manner. We couple the resulting ap- 548

proximator with a sparse retriever, and we propose 549

a dynamic strategy for reducing the computational 550

cost of the task while achieving performance im- 551

provements. 552

8 Conclusion 553

In this paper, we augment LLMs for Text-to-SQL 554

semantic parsing by selecting suitable examples 555

and database information. We present a novel 556

AST-based metric to rank examples by similarity 557

of SQL queries. Our hybrid search strategy for 558

schema selection reuses a preliminary query to re- 559

duce irrelevant schema elements while maintaining 560

high recall. Extensive experiments demonstrate 561

that our AST-based ranking outperforms previous 562

approaches of example selection and that a sym- 563

biotic combination of schema and value selection 564

can further enhance the end-to-end performance of 565

both closed- and open-source LLM solutions. 566
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Limitations567

There are limitations with regards to both of our568

example selection and schema selection. Our AST-569

based ranking can be biased when an approximated570

SQL deviates significantly from structurally cor-571

rect answers. To address the failure of approxi-572

mators, a future direction is to sensibly diversify573

selected examples such that LLMs can generalise574

compositionally. As for schema selection, our se-575

mantic search relies on an approximator which is576

essentially a parser with high precision in schema577

linking but lack mechanisms to control recall as a578

standalone model. Therefore, it is worth extending579

cross-encoder architecture such as FastRAT to sup-580

port ranking schema elements while being a SQL581

approximator in the meantime.582

We demonstrate that schema splitting strategies583

within our framework can be applied across various584

numbers of splits without noticeable performance585

degradation. Nonetheless, given the lack of avail-586

able datasets that incorporate longer commercial587

schemata, we focus our experiments on the cross-588

database setting provided by CSPIDER and SPIDER589

variants.590

Ethics Statement591

We do not make use of any private, proprietary,592

or sensitive data. FastRAText is trained on pub-593

licly available Text-to-SQL datasets, using publicly594

available encoder-models as base. Our framework595

for retrieval-augmented generation builds on-top596

of large, pre-trained language models, which may597

have been trained using proprietary data (e.g. in the598

case of the OpenAI models). Given the nature of599

pre-training schemes, it is possible that our system600

could carry forward biases present in the datasets601

and/or the involved LLMs.602
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A SQL Similarity using Normalised 894

Abstract Syntax Trees 895

Table 7 shows the corresponding SQL queries after 896

each step of our AST normalisation as explained 897

in Section 3. An example of the similarity be- 898

tween normalised ASTs is provided in Figure 2, 899

where tables, columns and values are masked out 900

for cross-domain settings. 901

B Prompt Formulation 902

Table 8 shows an example of our prompt, after 903

example and DB context selection (i.e. schema and 904

value selection). This prompt is provided as input 905
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SQL

SELECT T1.Category, COUNT(*) AS
Num FROM Products AS T1 JOIN Orders
AS T2 ON T1.id = T2.pid GROUP BY
T1.Category ORDER BY Num ASC

1. Unify
Identifiers

SELECT t1.category, COUNT(*) AS
num FROM products AS t1 JOIN orders
AS t2 ON t1.id = t2.pid GROUP BY
t1.category ORDER BY num ASC

2. Resolve
Aliases

SELECT products.category, COUNT(*)
FROM products JOIN orders ON
products.id = orders.pid GROUP BY
products.category ORDER BY
COUNT(*) ASC

3. Reorder
JOIN

SELECT products.category, COUNT(*)
FROM orders JOIN products ON
orders.id = products.pid GROUP BY
products.category ORDER BY
COUNT(*) ASC

4. Mask
Identifiers
& Values
(cross-
domain
only)

SELECT _, COUNT(*) FROM _ JOIN _
ON _ = _ GROUP BY _ ORDER BY
COUNT(*) ASC

Table 7: An example of the effects to corresponding
SQL after each step of our AST normalisation.

to LLMs. Following the latest OpenAI example6906

for Text-to-SQL parsing, we represent a schema907

with CREATE TABLE statements in SQL. Semantic908

names or descriptions of tables and columns are909

included as COMMENT along with the corresponding910

columns or tables. Note that we filter out comments911

that can be obtained by simply lowercasing original912

names and/or removing underscores. To maintain913

a compact representation of database information,914

we append selected values of columns into their915

COMMENT rather than introducing additional lines916

as in the work by Chen et al. (2024). Example917

(question, SQL) pairs are provided in a similar918

manner to DAIL-SQL (Gao et al., 2023), followed919

by an instruction to prompt LLMs to generate SQL920

for the test question.921

C Implementation Details922

We use this section to provide further details about923

the implementation of our approach.924

C.1 Example Selection925

Following (Gao et al., 2023), we employ the pre-926

trained all-mpnet-base-v2 model (Song et al.,927

2020) from Sentence Transformer (Reimers928

6https://platform.openai.com/examples/
default-sql-translate

SELECT T2.name, T2.capacity  
FROM concert AS T1 JOIN stadium AS T2 
ON T1.stadium_id = T2.stadium_id 
WHERE T1.year >= 2014

SELECT name FROM highschooler 
WHERE grade = 10

FROM WHEREEXPR

=

SELECT

FROM WHERE

[col] [col]

EXPR JOIN

=

>=ON

SELECT

[tab] [tab]

[col] [col]

[col] [val]

[col] [tab]

[val][col]

Normalised AST

Similarity: 0.52

Normalised AST

Figure 2: Example of how the similarity between two
different SQL queries is computed using normalised
ASTs.

and Gurevych, 2019) to compute dense 929

question embeddings for English datasets 930

including SPIDER, SPIDER-DK, SPIDER- 931

REAL, and SPIDER-SYN. For CSPIDER, 932

paraphrase-multilingual-MiniLM-L12-v2 is 933

used instead. SQL queries are parsed into AST 934

by using SQLGlot7 and are then normalised 935

as explained in Section 3. SQLGlot provides 936

an implementation of the Change Distilling 937

algorithm for AST differencing. We refer readers 938

to SQLGlot’s documentation8 for more details. 939

For selecting example question-SQL pairs, we first 940

retrieve top 500 examples by question similarity 941

and rerank them in terms of the similarity of 942

normalised SQL ASTs. For relevant experiments 943

in Table 5, we reproduced the implementation of 944

7https://github.com/tobymao/sqlglot
8https://github.com/tobymao/sqlglot/blob/main/

posts/sql_diff.md
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# Given SQLite database schema student_transcripts:

Selected

Schema
w/

Selected

Values

CREATE TABLE Departments(
department_id number,
department_name text COMMENT ’department

name (e.g. engineer, statistics, medical) ’,

...);
CREATE TABLE Degree_Programs(

degree_program_id number,
degree_summary_name text COMMENT ’degree

summary name (e.g. PHD, Master, Bachelor) ’,
...
PRIMARY KEY (degree_program_id),
FOREIGN KEY (department_id) REFERENCES

Departments(department_id));
# Your task is to translate Question into SQL.
# Some examples are provided based on similar problems:

Selected

Examples

Question: How many courses does the department of
Computer Information Systems offer?
SQL: SELECT count(*) FROM department AS T1
JOIN course AS T2 ON T1.dept_code =
T2.dept_code WHERE dept_name = “Computer
Info.Systems”
Question: ...
SQL: ...
# Complete the following SQL for schema stu-
dent_transcripts:

Test

Question

Question: How many degrees does the engineering de-
partment have?
SQL:

Table 8: An example of the resulting prompt, after ex-
ample and schema and DB content selection.

DAIL selection from the original paper (Gao et al.,945

2023). The number of few-shot examples is set to946

5 across all experiments.947

C.2 Schema & Value Selection948

Each database schema is treated as an indepen-949

dent collection of columns that are analogous to950

documents to be retrieved by using BM25. As men-951

tioned in Section 4.1, we represent a column by952

concatenating semantic names of both the column953

and its table, and the column values in the database.954

Semantic names and values are tokenized using955

spaCy9 and preprocessed by lowercasing and stem-956

ming10. At inference time, the same processing957

is applied to questions. We adopt the implementa-958

tion of Okapi BM25 (Robertson et al., 1994) from959

Rank-BM2511. The number of columns to retrieve960

is dynamically set to ⌊1.5× γ⌋ where γ is the num-961

ber of unique columns in an approximated query.962

We limit the resulting number to a range between963

6 and 20. By retrieving at column level, a table964

is selected if any of its columns are selected. We965

merge retrieved schema elements with schema el-966

ements from the approximated query to construct967

a sub-schema. To further increase the recall, we968

add additional primary keys and foreign keys that969

9https://github.com/explosion/spaCy
10https://www.nltk.org/api/nltk.stem.porter.

html
11https://github.com/dorianbrown/rank_bm25

are not selected but valid based on selected tables, 970

except for experiments where only approximated 971

queries are used (see Table 4). In such cases, how- 972

ever, if the SQL query involves only tables (e.g. 973

SELECT * FROM books), primary keys of selected 974

tables are still included to ensure that correspond- 975

ing CREATE TABLE statements (see Table 8) are 976

meaningful and consistent. 977

For selecting values, similarly, we match the 978

input question and the set of values for each (se- 979

lected) column that has a non-numeric type. The 980

top 3 results are added to the prompt as exemplified 981

in Table 8. The same setting of schema and value 982

selection is used for all datasets we experimented 983

with except CSPIDER. Due to the cross-lingual 984

nature of CSPIDER, schema selection and value 985

selection are simply disabled. 986

Training FastRAText We follow the original 987

hyper-parameters provided by (Vougiouklis et al., 988

2023) for training FastRAText. The monolingual 989

version of FastRAT is based on BERTLARGE while 990

its cross-lingual variant on XLM-RoBERTa-large. 991

C.3 OpenAI Models 992

We use gpt-4 (gpt-4-0613) and gpt-3.5-turbo 993

(gpt-3.5-turbo-0613) for our experiments. For 994

decoding, sampling is disabled and the maximum 995

number of tokens to generate is set to 256. A 996

single experiment, on the SPIDER development 997

set using our approach with FastRAText as the 998

approximator and dynamic database context se- 999

lection costs around $0.8 and $16.5 in the case 1000

of gpt-3.5-turbo-0613 and gpt-4-0613 respec- 1001

tively. 1002

C.4 Experiments with Open-Source LLMs 1003

We further conduct experiments with open-source 1004

models from the DeepSeek family12, that spe- 1005

cialise in code generation. Prompting and de- 1006

coding setups remain consistent across all LLMs 1007

(cf. Section C of the Appendix). Table 9 sum- 1008

marises the results. We see that our approach 1009

can generalise even in the case of open-source 1010

LLM alternatives. Interestingly, our scores using 1011

deepseek-coder-33b-instruct are comparable 1012

to the scores when using gpt-3.5-turbo-0613 1013

across all approximators. Inference experiments 1014

are conducted on a machine using 8×NVIDIA- 1015

V100 32G GPUs. 1016

12We use the implementations provided by https://
huggingface.co/deepseek-ai.
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Model
SPIDER SPIDER-DK SPIDER-REAL SPIDER-SYN CSPIDER

EX EM EX EM EX EM EX EM EM

deepseek-coder-6.7b-instruct
Ours (w/ FastRAText) 78.6 64.8 66.7 46.4 73.2 55.7 66.0 49.5 53.0
Ours (w/ Graphix-T5) 79.5 64.8 − − − − − − −

deepseek-coder-33b-instruct
Ours (w/ FastRAText) 81.5 62.1 70.5 46.4 77.4 59.3 68.7 49.5 55.9
Ours (w/ Graphix-T5) 83.4 64.7 − − − − − − −

Table 9: Execution (EX) and exact match (EM) accuracy scores of our approach using DeepSeek family models, on
the development splits of SPIDER and CSPIDER, and the SPIDER-DK, SPIDER-REAL and SPIDER-SYN test splits.
CSPIDER results are using only FastRAText as approximator.

D SPIDER and CSPIDER Experiments1017

We report experiments on CSPIDER (Min et al.,1018

2019) and SPIDER (Yu et al., 2018), which contain1019

database schema information and examples in Chi-1020

nese and English respectively. Since CSPIDER is a1021

translated version of the SPIDER dataset, the char-1022

acteristics of the two with respect to structure and1023

number of examples are identical. Both datasets1024

contain 8, 659 examples of questions and SQL1025

queries along with their relevant SQL schemata1026

(i.e. 146 unique databases). The development and1027

test13 sets consist of 1, 034, on 20 unique databases1028

and 2, 147, on 40 unique databases, respectively,1029

and none of the relevant databases are seen in the1030

training set. Due to the scarcity of works report-1031

ing test scores on these benchmarks, we chose1032

not to include our results in the main body of our1033

manuscript. Table 10 shows the performance of1034

our framework with respect to execution and exact1035

match accuracy scores on the test splits of SPIDER1036

and CSPIDER.1037

E Baselines1038

We compare the performance of our approach1039

against several baselines. We dichotomize the land-1040

scape of baselines in fine-tuning- and prompting-1041

based baselines.1042

Fine-tuning-based GraPPa uses synthetic data1043

constructed via induced synchronous context-free1044

grammar for pre-training an MLM on the SSP-label1045

classification; DG-MAML applies meta-learning1046

targeting zero-shot domain generalization. Fas-1047

tRAT incorporates a decoder-free framework, by1048

directly predicting SQL queries from SSP labels;1049

Graphix-T5 inserts a graph-aware layer into T51050

13Since the 1st of March 2024, the test sets of both Spider
and CSpider have become publicly available.

(Raffel et al., 2020) to introduce structural induc- 1051

tive bias; RESDSQL decouples schema linking 1052

and SQL skeleton parsing using a framework based 1053

on a ranking-enhanced encoder and skeleton-aware 1054

decoder; HG2AST proposes a framework to inte- 1055

grate dedicated structure knowledge by transform- 1056

ing heterogeneous graphs to abstract syntax trees. 1057

Prompting-based Zero-shot prompting with 1058

LLMs has been explored by Guo et al.; Liu et al.; 1059

Pourreza and Rafiei; C3 introduces calibration bias 1060

prompting to alleviate LLMs’ biases; DIN-SQL 1061

uses chain-of-thought prompting with pre-defined 1062

prompting templates tailored for the assessed ques- 1063

tion hardness; DAIL-SQL uses query approxima- 1064

tion and SQL skeleton-based similarities for exam- 1065

ple selection; SQL-PaLM proposes a framework 1066

for soft column selection and execution-based re- 1067

finement; RAG w/ Rev. Chain augments the input 1068

prompt with question skeleton-based example re- 1069

trieval and an execution-based revision chain. 1070
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Model
Easy Medium Hard Extra All

EX EM EX EM EX EM EX EM EX EM

SPIDER

FastRAText 86.2 81.3 72.2 66.0 60.0 51.6 48.5 33.9 68.7 60.9

deepseek-coder-33b-instruct
Ours (w/ Graphix-T5) 89.6 85.5 88.6 66.4 73.9 50.1 58.8 28.0 80.7 60.7

gpt-4
Ours (w/ Graphix-T5) 91.9 87.4 90.3 80.4 81.2 66.1 74.2 47.6 86.0 73.4

CSPIDER

FastRAText − 67.2 − 49.9 − 41.5 − 12.9 − 45.5

deepseek-coder-33b-instruct
Ours (w/ FastRAText) − 79.7 − 58.2 − 40.2 22.4 − 52.9

gpt-4
Ours (w/ FastRAText) − 81.2 − 67.7 − 53.2 − 29.9 − 61.1

Table 10: Execution (EX) and exact match (EM) accuracy scores of our framework, on the test splits of SPIDER and
CSPIDER.
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