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ABSTRACT

Learning tissue-level representations that capture the organization of entire tissues
while preserving cellular and microenvironmental detail is a central challenge in
spatial biology. While graph autoencoders have been employed to learn spatially
aware continuous representations, they have limited utility for tissue-level gen-
eration, lack inherent interpretability for biological analysis, and are not readily
reusable across contexts and modeling architectures. To address this challenge,
we present SQUINT, a discrete representation learning framework for spatially-
resolved transcriptomics that encodes tissues into a finite vocabulary of interpretable
discrete codes. SQUINT achieves this by combining graph neural networks with
vector quantization, conditioning on relative spatial distances, and employing a
masking strategy during training. Cells are then represented by assignments to this
shared vocabulary, allowing whole tissues to be modeled as sequences of discrete
tokens. At inference, SQUINT codes enable cell imputation at arbitrary spatial
locations outperforming state-of-the-art generative methods across diverse datasets.
Further, we demonstrate the interpretability of these discrete tokens in capturing
meaningful tissue structures beyond individual cells and reflecting recurrent mi-
croenvironmental organization patterns through downstream applications including
3D imputation, tumour stratification, and perturbation analysis.

1 INTRODUCTION

Spatially-resolved transcriptomics (SRT) has transformed spatial biology by enabling the measure-
ment of gene expression at single-cell resolution while preserving tissue architecture (Karr et al.|
2012} [Zahedi et al., 2024} Du et al.| [2023). Unlike single-cell RNA sequencing, which requires
dissociation and thereby destroys spatial context (Yue et al.| 2023)), SRT captures both transcriptional
states and their spatial locations, offering unprecedented opportunities to study how cells interact
within microenvironments and how these interactions shape tissue function and disease.

A central challenge is learning tissue-level representations that capture organization across multiple
scales, from cells to neighborhoods to whole tissue. Existing approaches such as SpaGCN (Hu et al.|
2021)), STAGATE (Dong & Yuan, 2022}, and spaVAE (Tian et al.}[2024)) learn continuous embeddings
fromautoencoders for spatial domain discovery. Separately, transformer-based architectures have
defined continuous tokens from histology images for imputation and labeling tasks (Wen et al.| | 2024b;
Zhao et al., [2024} |Long et al., 2023; Bao et al., 2025). While powerful, these approaches face three
limitations: imaging-based data modalities rely on pixel-based transcriptional counts, continuous
embeddings often obscure model semantics and are difficult to compare across tissues, and cell-level
tokenizations lead to long sequences and limited interpretability at the tissue scale.

Discrete representation learning offers an appealing alternative. Vector quantization has shown that
a finite codebook of codes can act as a compact, interpretable vocabulary in domains ranging from
vision to graphs (van den Oord et al.,|2017; | Yang et al., [2023). We argue that SRT is an ideal setting
for discretization because tissues are composed of recurring structural motifs such as layers, follicles,
and crypts. Discrete codes provide symbolic units that describe both local microenvironments and
global tissue organization. This design brings several benefits: (i) Interpretability, since discrete
tokens act as human-readable identifiers of niches that can be traced across samples; (ii) Stability,
since quantization avoids the rotational ambiguity of continuous embeddings; (iii)) Compactness,
by compressing noisy high-dimensional counts into denoised symbolic assignments; and (iv) Com-
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Figure 1: Tokenization across biological scales. Prior work represents genes with sequence tokens
(e.g., nucleotide k-mers or regulatory peaks) and represents cells with gene tokens. SQUINT extends
this hierarchy by representing tissues with spatially-aware cell tokens learned via a GNN, providing
discrete and interpretable units for downstream generative modeling of tissues.

positionality, enabling tissues to be modeled as sequences of tokens that can serve as inputs to
downstream generative or predictive models.

We introduce SQUINT, a spatially-aware discrete representation learning framework for SRT.
SQUINT encodes tissues into a finite vocabulary of interpretable codes using a graph neural network
encoder with vector quantization conditioned on relative spatial distances. Cells are represented
by assignments to this shared vocabulary, allowing tissues to be modeled as sequences of discrete
tokens (Figure[I). During training, we employ a masking strategy to encourage robust codes; at infer-
ence, these codes enable cell imputation at arbitrary spatial locations, effectively generating unseen
microenvironments. We further show that the learned tokens capture meaningful tissue structures
beyond individual cells, providing a symbolic representation of recurring microenvironments.

Contributions.

* SQUINT : a novel framework that couples graph neural networks with vector quantization
for designing discrete tokens for cells based on high-resolution, single-cell transcriptomics
data from MERFISH and Xenium assays across multiple organs and species.

 Discrete Cell Tokens: learnable shared vocabulary for compactness and stability across
tissue slices for effective generation of entire gene expression profiles of unseen patches of
cells, outperforming state-of-the-art methods.

* Interpretable Codebook: applications of the discrete tokens to showcase the inherent trans-
lational relevance for tumour stratification and in-silico cell-type perturbation analysis.

2 RELATED WORK

Generative Cellular Genomics. Data from scRNA-seq and FISH-based images modalities has

been used to design continuous (Yang et al.} 2022} [Gong et al [2023)) and discrete (Li et al.| 2025))

tokens for gene expression reconstruction, clustering, etc., whereas our focus is on SRT data. Within
SRT, scGPT-spatial (Wang et al.,[2025) and CellPLM (Wen et al,[20244) build discrete tokens for
genes and cells respectively, for imputing expression of missing genes (among other tasks). However,
they require cross-modal scRNA-seq data as reference for pre-training without which performance
drops significantly (Wen et al.,[2024a). Similarly, BLEEP 2023), His2ST
[2023)), and ASIGN (Zhu et al.| discretize tissues at region and spot levels based on paired SRT
and reference histopathological 2D and 3D whole-slide images (WSI), respectively, for predicting
gene expression. Wasserstein Flow Matching (Haviv et al.,[2025) generates PCA representations of
aggregate gene expression of tissue microenvironments, represented as distributions by conditioning
on cell-type annotations using only SRT data. More recently, GeST discretely
quantizes cells from SRT data using PCA and K-means for use by transformers model for unseen
cell generationﬂ Differently from these approaches, we build discrete tokens for cells within and
across high-resolution, single-cell SRT tissue slices without query reference datasets from other

'We were unable to locate publicly available code for GeST.
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modalities or cell-type annotations. We showcase their inherent generative capabilities by imputing
expression profiles of entire unseen patches of cells and biological interpretability value through
tumour stratification and cell-type perturbation analysis.

Generative Graph Modeling. Modern deep learning research into building graph generative
models has broadly employed two paradigms, namely, (i) preserving adjacency using variational
autoencoders (Simonovsky & Komodakis} 2018} |Kipf & Welling} 2016])), auto-regressive models (Li
et al., 2018; | You et al.| 2018)), and diffusion (Maron et al., [2019; Minello et al., 2024])) for building
small (up to 100 nodes) molecular graphs (Jin et al., | 2018; [Segler et al., [2018), (ii) pooling node-
level representations from GNNSs into graph representations and fusing them into input tokens for
large-language models (Fatemi et al., [2024; Mao et al., 2024} (Chen et al., [2024) for designing
geometric conformations (Zhou et al.l 2023)) and generating scientific descriptions (Christofidellis
et al.|[2023), and Since SRT data is large (> 10° cells), high-dimensional (> 102 genes), and sparse
(zero expression counts), and given the nature of our cross-tissue tasks such as tumour stratification
and cell-level perturbation, the first two paradigms are less suitable. More recently, Ding et al.[(2021)
capture attributes and adjacency jointly via vector quantization leading to applications for molecule
property prediction (Xia et al.| 2023) and distillation (Yang et al., 2024). Our approach builds on
this quantization paradigm by incorporating masking and conditioning on multiple covariates to
generalize over previous approaches that focus on reconstruction, providing inherent interpretability
with biological relevance.

3 PRELIMINARIES

Spatial Transcriptomics and Graph Neural Networks. Spatial transcriptomics data for a tissue
is popularly modeled as a graph where each cell is a node, adjacency to other cells is determined
by proximity in physical space, and gene expression counts are node attributes (Wang et al., [2021}
Long et al} [2023). Let [n] denote the set of integers from 1 to n. Formally, we define a tissue
T as an undirected, unweighted graph Gy = (V7, Pr, A7, X 1) comprising of a set of ny cells

V1 = {ci}tic(n,- their 2D spatial coordinates P = {(zc,,Yc,)}ic[n,- adjacency matrix A €

{0,1}"7 "7 connecting each cell to its k nearest neighbors by Euclidean distance between their
spatial coordinates (with additional reciprocal edges to ensure symmetry), and an attribute matrix
X € Z"TX9T of expression counts for gr genes per cellﬂ Graph neural networks (GNNs) are
widely used to learn node representations from such graph-structured data (Kipf] 2016;|{Hamilton et al.|
2017; Velickovic et al.| 2017). The I-th layer of a message-passing GNN produces d'!-dimensional
latent embeddings H") € R4 for cells by aggregating representations (e.g. mean) of their
neighbours and combining them (e.g. concatenation) with their own representations from the previous
layer. That is, for cell ¢;:

h{) = COMBINE (hgﬂ), AGGREGATE ({hggw e eN (c,»)})) (1)

where V (c;) denotes the set of neighbors of ¢;. Typically, H(®) = X, and the final embeddings after
L layers, HW), are used for downstream tasks such as niche annotation (Birk et al., [2025).

Graph Quantizers. Vector Quantized Variational Autoencoders (VQ-VAEs) learn a mapping
from input data onto a continuous distribution over a latent space followed by discretization to a
categorical distribution over a set of codes in the same space such that the input data can be accurately
reconstructed from these codes (Van Den Oord et al.,2017). Each node ¢; € V is first mapped to

a latent embedding h&? € Rdm via an L-layer GNN (Simonovsky & Komodakis} 2018)). Denote

acode as e; € R?"” and a set of K such codes, collectively called a codebook, as E € RE >4
Then, node embeddings are quantized to one of the K code vectors using nearest-neighbor lookup:

Vien], i = argmin‘

h(%) — e @)
JE[K]

2

Denote Z € R™<4'"” a5 the quantized embeddings where rows z., = e;x, Vi € [n]. Since arg min is
not differentiable, the stop-gradient sg operator (Bengio et al.,[2013) is typically used to minimize

>To simplify notation, we omit the subscript 7, reinstating it only when multiple tissues are considered.
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the distance between H(%) and Z while preventing large fluctuations in code assignments:

tvo 15 it ] x5 o
i=1
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2

Zc,] 3)
2

Further, Z is also jointly optimized to reconstruct attributes, X, using (say) mean scaled cosine

error (Xia et al., 2023), adjacency, A using entry-wise mean squared error Yang et al.|(2024)), predict
labels (if available) using cross-entropy loss (Ding et al.,[2021)), or some combination thereof.

4 SQUINT

Our goal is to train informative codebooks for generating expression profiles of tissue microenviron-
ments in unseen tissue regions. Section[d.1} defines the generative model, Section[4.2] describes the
consequent architecture, and training and inference procedures.

4.1 GENERATIVE MODEL

Masking. Since standard reconstruction criteria are unable to guarantee robust generation, denoised
auto-encoders typically introduce point-wise zeros to mask the input (Vincent et al.| 2010). With
SRT being sparse, zero masking is not ideal since the model may learn to infer zero counts for
all genes rather than identifying the masked site as the imputation target. Therefore, we introduce
a custom masking strategy that (uniformly) randomly selects a subset of nodes denoted by M =
(Mc,,...,M.,) € {0,1}". The input attributes for these selected nodes are then replaced with a

learnable mask token m € RY (A is uncorrupted) plus a small noise term € ~ A (O, ol ) as follows:

>~(c = (1 - Mm) Xe; + MCi (m + 6) ) X = {ici}ie[n] (4)

Inference Pathway. Denote Z as the latent variable (codes) and C as a set of covariates that encode
semantic labels of interest such as cell-type annotations, relative spatial coordinates (e.g. RBF/Fourier

on P), among others. Consider the joint distribution g, (Z, 5(, X, A, C) parameterized by ¢. Given

tissue data (X, A, C) from an empirical distribution, the inference pathway learns Z as follows:
X ~q,, (X | X) (masking)

Z~q, (Z | X, A, C) (learnable variational posterior)

Generation Pathway. Consider the joint distribution py (Xupr, A, Z, C) parameterized by 6. Given
observed covariates C, the generation pathway generates data from the likelihood as follows:

Z~p(Z]|C) (prior)
A~p,(A|Z,C) (adjacency likelihood)
Xibr ~ Py X | A, Z, C) (attribute likelihood)

In our experiments, we model Z to be independent of C. Thus, p (Z | C) = p (Z). Further, we
define the prior over Z as a uniform distribution over the discrete code indices and thus free of 6.
For future applications such as controllable generation for perturbations, this may be extended to a
learned categorical prior (e.g. over spatial coordinates) (Maddison et al., [ 2017).

Training Objective. Following |Esmaeili et al.| (2019)), we frame the denoised, conditional lower
bound (ELBO) as a minimization over the KL-divergence between the variational posterior and the
variational prior. We model edge likelihood with a Bernoulli distribution. Since we are interested in
microenvironments, we model X, the total expression count of a cell and its neighbors for each
gene, instead of X with the negative binomial distribution as in scVI (Gayoso et al., |2022)). Putting
this all together and taking the negative log-likelihood, we get the following objective for a single
tissue:

Lromr = AxLAP + AaLESE + A Lyg + Am [m][; )
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Figure 2: SQUINT comprises of an encoder, discretization bottleneck, and decoder to learn discrete
cell tokens from SRT data. Given input tissue sections, gene expression vectors of cells are encoded
to latent representations via an MLP (dimensionality reduction) followed by a GNN (neighborhood
smoothing), followed by FiILM-style conditioning (e.g. using relative spatial distances and batch ID),
to capture spatial dependencies and niche features. These are quantized via a codebook to yield one
spatially-aware, discrete token per cell. The decoder conditions on tokens (via FILM) to reconstruct
(i) gene expression aggregated across the cell’s microenvironment with empirical read-depth scaling
and a negative binomial likelihood; in parallel, an inner-product decoder reconstructs the adjacency,
trained with binary cross-entropy. The obtained tokens are discrete, interpretable representations of
cellular state, contextualized by the cell’s microenvironment, enabling spatial downstream analysis
and generative modeling.

where the first two terms are negative binomial and binary cross entropy losses, respectively, the last
term acts as regularization, and each ) is the corresponding weight parameter. The training objective
is the mean Lrora, over multiple tissues (see Appendix [A.2]for the full derivation).

4.2 ARCHITECTURE

Encoder. The encoder captures the inference pathway to learn expressive codes. It parameterizes
the variational posterior q,, via a multi-layer perceptron (MLP) for dimensionality reduction on

X, followed by a GNN to learn neighborhood-aware latent representations for cells. In practice,
we find that a 2-layer MLP helps handle sparsity and a single GraphSAGE (Hamilton et al., 2017)
layer with neighbor sampling and mean pooling smoothes the noise in expression counts. Next, we
define C using an RBF kernel to capture relative distances between neighbor cells because absolute
coordinates of cells vary significantly across tissues depending on how they are assayed. We use
feature-wise linear modulation (FiLM) (Perez et al., |2018)) initialized with zero weights, bias and
residual connections to condition the latent representations with C. Lastly, we initialize a VQ module
with a cosine codebook and straight-through estimator. The conditioned latents are quantized using
K-means and the codebook is updated using exponential moving average (EMA) with a decay rate of
0.8. In our experiments, we find that a codebook size of 5000 with multiple heads improves codebook
utilization and diversity and avoids collapse even in the absence of a supervised loss criterion.

Decoder. The generation pathway is captured by two decoders, one to reconstruct A from Z and
C, and another to generate microenvironment-aggregated gene expression Xy, given C, the learned
codebook, and A. Our adjacency decoder is an MLP that constructs edge vectors from the codebooks
and computes their inner product followed by a sigmoid non-linearity to obtain edge probabilities.
For reconstruction, k highest probability edges are set to 1 and the rest to 0 with additional edges for
ensuring undirectedness. Our attribute decoder is also an MLP that uses the assigned code and applies
FiLM at each intermediate layer to condition the generation of X, using C. We apply softmax to the
output to obtain a probability distribution over genes counts and scale it by the empirical read-depth
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to obtain the final expression counts. This is helpful because variance in counts across cells and
tissues can be large.

Training and Inference. In line with graph-learning literature, we train the encoder and decoders
jointly in mini-batch fashion wherein a fraction of nodes are masked but the attribute loss is computed
on all nodes. We observe robust results with a masking fraction of 0.2 annealed to 0.6 over the course
of training. During inference, for each cell in the test patch, we impute its attributes by executing
a forward pass of the model with the learned m in the presence of C to obtain a code assignment
which is subsequently used to generate the counts.

5 EXPERIMENTS

In this section, we seek to quantitatively answer the following research questions:

1. RQ1: Is SQUINT capable of in-painting, i.e. generating expression of tissue microenviron-
ments in completely unseen regions?

2. RQ2: Does SQUINT provide high quality tissue-level representations?

3. RQ3: Are the codes (tokens) generated by SQUINT biologically meaningful?
To this end, we evaluate SQUINT on four downstream tasks including 2D Imputation (Sec. @ 3D
Imputation (Sec. [5.2), Tumour Stratification (Sec.[5.3)), and Cell-level Perturbation (Sec.5.4). Our

model is written in Pytorch and tested on 1 NVIDIA H100 64GB GPU card. Our code is available
for public release as a Python pip package upon publication.

5.1 TASK A: 2D CELL IMPUTATION

Table 1: Summary statistics of all datasets.

Cells Edges Genes Sections Cell Types Assay

Brain (Mouse) 48156 497936 1000 4 23 MERFISH
Skin (Human) 110278 1141520 1000 7 41 Xenium
Kidney (Human) 260193 2673293 1000 5 NA Xenium

Table 2: Imputation quality of SQUINT with and without relative spatial distances as covariates
compared to WFM (baseline) measured by Energy (E), Maximum Mean Discrepancy (MMD),
Pearson Correlation (PC) metrics. Lower values for E and MMD and higher values for PC indicate
better performance. Highlights in blue indicate best performance and NA indicates that the model is
not applicable. Results are averaged across three random seeds.

Brain (Mouse) Kidney (Human) Skin (Human)
Model
El MMD | PC 1 El MMD | PC 1 El MMD | PC 1
WFM 0.1653 4= 0.003  0.1358 =+ 0.002 NA NA NA NA 0.1094 £ 0.004 0.0876 £ 0.002 NA
SQUINT w/o C  0.008 £ 0.003  0.045 + 0.004 0.888 £ 0.009 0.004 £ 0.000 0.025 £ 0.001 0.827 £ 0.016 0.012 4+ 0.001 ~ 0.086 £ 0.005 0.747 £ 0.015
SQUINT 0.005 + 0.001  0.039 4 0.001 0.916 & 0.008 0.003 &= 0.000 0.019 = 0.001 0.869 £ 0.001 0.013 £ 0.001  0.093 + 0.005 0.788 £ 0.010

In this task, we evaluate the performance of SQUINT for imputing expression profiles of cellular
microenvironments in unseen regions at user-specified spatial locations within tissue sections.

We conduct experiments on three datasets across two species, three organs, and two assays. BRAIN
(MOUSE) has 4 sections of 1085 gene-atlas mouse brain totaling 48K cells assayed with MERFISH.
SKIN 2D (HUMAN) includes 7 sections of skin tissue totaling 110K cells from 3 human patients
assayed with a Xenium 5000 gene-panel. KIDNEY (HUMAN) covers 5 sections of kidney tissue
totaling 260K cells from two human patients assayed with a Xenium 5000 gene-panel (cf. Table I] for
summary statistics).

In each case, we subset the data to top 1000 highly variable genes and define three patches within
one section as imputation sites. SQUINT is trained on other cells from that section as well as the



Under review as a conference paper at ICLR 2026

X (original vs. imputed) X-nbr (original vs. imputed)
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(a) Mean PC of top-k genes across Z-levels. (b) Token co-occurrence across Z-levels.

Figure 3: Fig.shows heatmaps of mean PC at each Z-level between original and imputed expression
of globally ranked gene groups of the cell (left) and microenvironment (middle). Fig. 3b]shows a PC
clustermap between per-level token-usage profiles (proportions) for the top-50 most frequent tokens.

remaining sections (see App. [B|for a visual representation). We use batch IDs (unique for each
section) and relative spatial distances obtained from an RBF kernel for conditioning the model during
training and during inference. Further, we define a variant called SQUINT w/o C that does not use
these conditions to measure their utility. We benchmark SQUINT against Wasserstein Flow Matching
(WFM) [Haviv et al.| (2025) which is the only existing method for generating PCA representations of
expression profiles for microenvironments.

We consider three metrics for evaluating the performance of SQUINT for imputing mean gene
expression of tissue (1-hop) microenvironments. Pearson Correlation (PC) measures similarity
point-wise at specific cell locations in the tissue. Mean Maximum Discrepancy (MMD) using an L1
Gaussian Total Variation kernel averaged across multiple bandwidths (Bunne et al., [2023) and the
Energy Distance (E) (Heumos et al.} [2024) to measure similarity in population distributions.

Table 2] showcases the imputation quality of WFM, SQUINT w/o C, and SQUINT averaged across
three random seeds. Since WFM is unsuited to imputing at particular spatial locations, PC is not
applicable for WEM. Further, since cell-type labels are unavailable for the KIDNEY (HUMAN) dataset,
results are unavailable for WFM which requires them as conditions during inference. SQUINT
outperforms WEM and our variant without conditions on this task.

Further, we validate the design choices of the SQUINT architecture and training procedure through
ablations on the backbone GNN, number of MLP layers in the SQUINT encoder, masking strategy,
and imputation sites. Results are deferred to Appendix [C]

5.2 TASK B: 3D SPATIAL IMPUTATION

SKIN 3D (HUMAN) is a collection of 13 sections of skin tissue totaling nearly 280K cells from a
single human patient assayed with a Xenium 5000 gene-panel. These 13 sections are approximately
60 apart along the vertical (Z-level) axis and may be viewed jointly as a 3D model of the tissue.
We trained a SQUINT model on this dataset using a codebook size of 50 and 200 latent dimensions
across 13 sections wherein 10% cells at each Z-level were held out for evaluation.

For Fig. [3a] we computed Pearson correlation per gene between the original and imputed expression
cell-wise (left) and microenvironment-wise (middle) using all cells. Genes were ranked by this global
correlation and grouped into top-k sets. For each Z-level, we computed gene-wise correlations using
held-out test cells from that level and reported the mean across genes in the group. Across levels,
imputation quality tends to be higher for X, than for X, indicating that neighborhood-aggregated
structure is better captured by the model than per-cell signals. Within each panel, mean correlation
decreases as the size of the gene group increases, reflecting the rising difficulty in imputation quality.
Further, we note that imputation quality deteriorates towards the middle of the Z-stack and improves
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Figure 4: Kidney Tumour Stratification. (a) SQUINT was trained on 260,153 cells from five tissue
sections across two patients with kidney cancer. (b) SQUINT activation scores show high activation
in tumour cores of the high-risk patient but not the low-risk case. (c) High-score cells (>0.75) are
enriched for tumour epithelial populations compared to low-score cells (<0.25). (d) Within tumour

epithelial cells, high-score cells show differential expression of genes linked to aggressive kidney
cancer (LDHA, MMP14, PFKFB3).

towards the higher levels. This may be due to the distance between the sections being larger towards
the middle of the Z-stack or due to mis-alignment of the sections.

In Fig. [3b] each block captures correlation between token pairs based on their co-occurrence across
Z-levels. Values close to 1 indicate token pairs likely to be enriched at the same levels while values
closer to -1 indicate anti-co-occurrence across levels. Dendrograms group tokens into co-occurring
“communities”. The token co-occurrence map reveals coherent groups of tokens whose usage
co-varies with depth suggesting shared spatial or biological roles captured by the discrete codes.

5.3 TASK C: KIDNEY TUMOUR STRATIFICATION

In this task, our goal is determine if codes generated by SQUINT have translational relevance for
tumor stratification. We trained SQUINT on all 5 sections of two patients in KIDNEY (HUMAN)and
conditioned on relative spatial coordinates of cells along with the batch IDs (Figure 5a). Clinical
annotations and cell-type annotations were withheld from model training 2022b). One
patient had a tumour classified as low clinical risk of developing metastasis, based on histological and
morphological assessment, while the second patient presented with high-risk disease and metastasis.
At inference, we identified the top 5 codes with the most frequent assignment among cells in the
high-risk patient. Next, we computed activation scores for each cell across both patients as the
number of times the cell or its 1-hop microenvironment was assigned to the top 5 codes normalized
by the number of neighboring cells.
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Figure 5: SQUINT tokens recapitulate relevant macrophage biology and cell state changes after
perturbation of neighbouring T-cells. (a) Kidney tissue section with marked tertiary lymphoid
structure region of interest (ROI), displaying macrophages and the subset with T-cell neighbours. (b)
SQUINT token assignments for macrophages in the ROL. (c) Token-level expression of a macrophage
gene program comprising genes relevant in the context of immune checkpoint blockade (ICB): dot
size shows the fraction of macrophages in each token expressing a marker, and color shows mean
expression. (d) Bar plot displaying proportions of macrophages with T-cell neighbours before and
after a perturbation mirroring ICB. After perturbation, macrophages transition to tokens 29 and
44, characterized by high expression in the post-ICB signature. (e) Row-normalized proportions
(excluding diagonal) of original and perturbed token assignments highlight transitions.

This revealed distinct spatial patterns: regions of high activation were confined to tumour cores in
the high-risk patient, whereas no such enrichment was observed in the low-risk tumour (Figure 5b).
To examine the cellular context of these signals, we compared cell type proportions between cells
with low (< 0.25) and high (> 0.75) activation scores. High-score cells were markedly enriched
for tumour epithelial populations (Figure 5c). Restricting the analysis to tumour epithelial cells, we
identified differentially expressed genes (DEGs) between high- and low-score groups. The high-score
compartment was enriched for DEGs previously linked to aggressive kidney cancer biology and
adverse outcomes, including LDHA (Girgis et al.;[2014), MMP14 (Zhao et al.| [2022) and PFKB3 (Li
et al., [2022a) (Figure 5d). Together, these results highlight the ability of SQUINT to achieve clinically
meaningful tumour stratification directly from spatial transcriptomic profiles.

5.4 TASK D: CELL-LEVEL PERTURBATION

In this task, we trained a separate SQUINT model on the 5 KIDNEY sections introduced previously
and ran inference before and after a cell-level perturbation to investigate the biological relevance
of the discrete tokens. Specifically, we computationally mirrored immune checkpoint blockade
(ICB) treatment by replacing the gene expression vectors of native T-cells in a tertiary lymphoid
structure region of interest (ROI) with a prototype gene expression vector of activated T-cells after
ICB treatment. We used the annotations from (Akbarnejad et al., 2025) who have identified native
T-cells and some post-ICB-like activated T-cells in this dataset. We then computed the mean gene
expression vector across all post-ICB-like activated T-cells and used it to replace the gene expression
vectors of all native T-cells in the TLS region. We used the trained SQUINT encoder to obtain tokens
before and after perturbation and compared the tokens of macrophages in the neighborhood of T-cells
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as these are expected to react to the induced T-cell changes by transitioning to a known post-ICB
gene signature (Akbarnejad et al., 2025)).

First, obtaining the tokens of all macrophages in the ROl in the unperturbed scenario, we observed that
specific SQUINT codes (codes 29 and 44) represented high expression in the curated gene signature,
highlighting how our discrete tokens capture relevant biology and offer inherent interpretability
without time-consuming downstream analysis. After the perturbation, macrophages with T-cells
in their neighborhood, i.e. macrophages affected by the perturbation, moved towards these tokens
representing high expression in the post-ICB gene signature.

6 CONCLUSIONS AND FUTURE WORK

Existing approaches for tokenizing genes for SRT data can be inadequate for tissues-level tasks. As a
remedy, we propose a novel approach called SQUINT to model cells as discrete tokens (codes) using
a graph-based vector-quantized variational autoencoder. We showcase the generative power of these
trained codebooks for imputing expression profiles of entire unseen patches of cells used a learned
mask and conditioned on covariates such relative spatial positions to achieve superior performance
over a state-of-the-art method. Additionally, we showcase the translational relevance of these codes
on a variety of downstream tasks ranging from 3D imputation of Z-stack tissue sections, tumour
stratification in kidney patients, and cell-type gene profile perturbations. Thus, we argue for their use
stand-alone or in conjunction with tokens from other modalities for training downstream transformer
models for generative applications.

REFERENCES

Amir Akbarnejad, Lloyd Steele, Daniyal J. Jafree, Sebastian Birk, Marta Rosa Sallese, Koen Rade-
maker, Adam Boxall, Benjamin Rumney, Catherine Tudor, Minal Patel, Martin Prete, Stanis-
law Makarchuk, Tong Li, Heather Stanley, April Rose Foster, Kenny Roberts, Andrew L. Trinh,
Carlo Emanuele Villa, Giuseppe Testa, Satveer Mahil, Arash Mehrjou, Catherine Smith, Sattar Vak-
ili, Menna R. Clatworthy, Thomas Mitchell, Omer Ali Bayraktar, Muzlifah Haniffa, and Moham-
mad Lotfollahi. Mapping and reprogramming microenvironment-induced cell states in human dis-
ease using generative ai. bioRxiv, pp. 2025.06.24.661094, 2025. doi: 10.1101/2025.06.24.661094.
Preprint; not peer-reviewed.

Uri Alon and Eran Yahav. On the bottleneck of graph neural networks and its practical implications,
2021. URL https://arxiv.org/abs/2006.05205/

Xinyu Bao, Xiaosheng Bai, Xiaoping Liu, Qiangian Shi, and Chuanchao Zhang. Spatially informed
graph transformers for spatially resolved transcriptomics. Communications Biology, 2025. doi:
10.1038/s42003-025-08015-w.

Yoshua Bengio, Nicholas Léonard, and Aaron Courville. Estimating or propagating gradients through
stochastic neurons for conditional computation. arXiv preprint arXiv:1308.3432, 2013.

Sebastian Birk, Irene Bonafonte-Pardas, Adib Miraki Feriz, Adam Boxall, Eneritz Agirre, Fani Memi,
Anna Maguza, Anamika Yadav, Erick Armingol, Rong Fan, et al. Quantitative characterization of
cell niches in spatially resolved omics data. Nature Genetics, pp. 1-13, 2025.

Charlotte Bunne, Stefan G Stark, Gabriele Gut, Jacobo Sarabia Del Castillo, Mitch Levesque,
Kjong-Van Lehmann, Lucas Pelkmans, Andreas Krause, and Gunnar Ritsch. Learning single-cell
perturbation responses using neural optimal transport. Nature methods, 20(11):1759-1768, 2023.

Yonggiang Chen, Quanming Yao, Juzheng Zhang, James Cheng, and Yatao Bian. Hight: Hierarchical
graph tokenization for graph-language alignment. arXiv preprint arXiv:2406.14021, 2024.

Dimitrios Christofidellis, Giorgio Giannone, Jannis Born, Ole Winther, Teodoro Laino, and Matteo
Manica. Unifying molecular and textual representations via multi-task language modelling. In
International Conference on Machine Learning, pp. 6140-6157. PMLR, 2023.

Mucong Ding, Kezhi Kong, Jingling Li, Chen Zhu, John Dickerson, Furong Huang, and Tom
Goldstein. Vg-gnn: A universal framework to scale up graph neural networks using vector
quantization. Advances in Neural Information Processing Systems, 34:6733-6746, 2021.

10


https://arxiv.org/abs/2006.05205

Under review as a conference paper at ICLR 2026

Kexin Dong and Quan Yuan. Stagate: Spatially aware graph attention auto-encoder for spatial
transcriptomics. Nature Communications, 13:6586, 2022. doi: 10.1038/s41467-022-33937-8.

Jun Du, Yu-Chen Yang, Zhi-Jie An, Ming-Hui Zhang, Xue-Hang Fu, Zou-Fang Huang, Ye Yuan,
and Jian Hou. Advances in spatial transcriptomics and related data analysis strategies. Journal of
translational medicine, 21(1):330, 2023.

Babak Esmaeili, Hao Wu, Sarthak Jain, Alican Bozkurt, Narayanaswamy Siddharth, Brooks Paige,
Dana H Brooks, Jennifer Dy, and Jan-Willem Meent. Structured disentangled representations.
In The 22nd International Conference on Atrtificial Intelligence and Statistics, pp. 2525-2534.
PMLR, 2019.

Bahare Fatemi, Jonathan Halcrow, and Bryan Perozzi. Talk like a graph: Encoding graphs for large
language models. In The Twelfth International Conference on Learning Representations, 2024.

Adam Gayoso, Romain Lopez, Galen Xing, Pierre Boyeau, Valeh Valiollah Pour Amiri, Justin Hong,
Katherine Wu, Michael Jayasuriya, Edouard Mehlman, Maxime Langevin, et al. A python library
for probabilistic analysis of single-cell omics data. Nature biotechnology, 40(2):163-166, 2022.

Hala Girgis, Olena Masui, Nicole MA White, Andreas Scorilas, Fabio Rotondo, Annetta Seivwright,
Manal Gabril, Emily R Filter, Andrew HA Girgis, Georg A Bjarnason, et al. Lactate dehydrogenase
a is a potential prognostic marker in clear cell renal cell carcinoma. Molecular cancer, 13(1):101,
2014.

Jing Gong, Minsheng Hao, Xingyi Cheng, Xin Zeng, Chiming Liu, Jianzhu Ma, Xuegong Zhang,
Taifeng Wang, and Le Song. xtrimogene: an efficient and scalable representation learner for
single-cell rna-seq data. Advances in Neural Information Processing Systems, 36:69391-69403,
2023.

Will Hamilton, Zhitao Ying, and Jure Leskovec. Inductive representation learning on large graphs.
Advances in neural information processing systems, 30, 2017.

Minsheng Hao, Nan Yan, Haiyang Bian, Yixin Chen, Jin Gu, Lei Wei, and Xuegong Zhang. Gest:
Towards building a generative pretrained transformer for learning cellular spatial context. bioRxiv,
pp. 2025-04, 2025.

Doron Haviv, Aram-Alexandre Pooladian, Dana Pe’er, and Brandon Amos. Wasserstein flow
matching: Generative modeling over families of distributions. In Forty-second International
Conference on Machine Learning, 2025.

Lukas Heumos, Yuge Ji, Lilly May, Tessa Green, Xinyue Zhang, Xichen Wu, Johannes Ostner,
Stefan Peidli, Antonia Schumacher, Karin Hrovatin, et al. Pertpy: an end-to-end framework for
perturbation analysis. bioRxiv, pp. 202408, 2024.

Jian Hu, Xiangjie Li, Kyle Coleman, Amelia Schroeder, Susie Ma, Daniel Irwin, Joanna Wrobel,
Changwon Park, Stephanie M. Grimes, Zhe Ji, Nelson Iwai, Amer Siddiqui, Wenzhuo Zhang, Rui
Duan, Edward Lee, Rebecca Wang, Jean Fan, Zhongwu Zhou, Desmond Bennett, Jacob Levine,
Wengiang Che, Nancy R. Zhang, Sayan Mukherjee, John Peter Shen, Luke A. Gilbert, Robert D.
Schreiber, Ansuman T. Satpathy, Chun J. Ye, and Mingyao Li. Spagcn: Integrating gene expression,
spatial location and histology to identify spatial domains and spatially variable genes with graph
convolutional network. Nature Methods, 18:1342-1351, 2021. doi: 10.1038/s41592-021-01264-7.

Wengong Jin, Regina Barzilay, and Tommi Jaakkola. Junction tree variational autoencoder for
molecular graph generation. In International conference on machine learning, pp. 2323-2332.
PMLR, 2018.

Jonathan R Karr, Jayodita C Sanghvi, Derek N Macklin, Miriam V Gutschow, Jared M Jacobs,
Benjamin Bolival, Nacyra Assad-Garcia, John I Glass, and Markus W Covert. A whole-cell
computational model predicts phenotype from genotype. Cell, 150(2):389-401, 2012.

Thomas N Kipf and Max Welling. Variational graph auto-encoders. arXiv preprint arXiv:1611.07308,
2016.

11



Under review as a conference paper at ICLR 2026

TN Kipf. Semi-supervised classification with graph convolutional networks. arXiv preprint
arXiv:1609.02907, 2016.

Jun Li, Shigiang Zhang, Dingzhun Liao, Qian Zhang, Chujie Chen, Xiangwei Yang, Donggen Jiang,
and Jun Pang. Overexpression of pfkfb3 promotes cell glycolysis and proliferation in renal cell
carcinoma. BMC cancer, 22(1):83, 2022a.

Ruoyan Li, John R Ferdinand, Kevin W Loudon, Georgina S Bowyer, Sean Laidlaw, Francesc
Muyas, Lira Mamanova, Joana B Neves, Liam Bolt, Eirini S Fasouli, et al. Mapping single-cell
transcriptomes in the intra-tumoral and associated territories of kidney cancer. Cancer cell, 40(12):
1583-1599, 2022b.

Yujia Li, Oriol Vinyals, Chris Dyer, Razvan Pascanu, and Peter Battaglia. Learning deep generative
models of graphs. arXiv preprint arXiv:1803.03324, 2018.

Yunfan Li, Hancong Li, Yijie Lin, Dan Zhang, Dezhong Peng, Xiting Liu, Jie Xie, Peng Hu, Lu Chen,
Han Luo, et al. Metaq: fast, scalable and accurate metacell inference via single-cell quantization.
Nature Communications, 16(1):1205, 2025.

Yahui Long, Kok Siong Ang, Mengwei Li, Kian Long Kelvin Chong, Raman Sethi, Chengwei Zhong,
Hang Xu, Zhiwei Ong, Karishma Sachaphibulkij, Ao Chen, et al. Spatially informed clustering,
integration, and deconvolution of spatial transcriptomics with graphst. Nature Communications,
14(1):1155, 2023.

Chris J Maddison, Andriy Mnih, and Yee Whye Teh. The concrete distribution: A continuous
relaxation of discrete random variables. In International Conference on Learning Representations,
2017.

Haitao Mao, Zhikai Chen, Wenzhuo Tang, Jianan Zhao, Yao Ma, Tong Zhao, Neil Shah, Mikhail
Galkin, and Jiliang Tang. Graph foundation models. CoRR, 2024.

Haggai Maron, Heli Ben-Hamu, Hadar Serviansky, and Yaron Lipman. Provably powerful graph
networks. Advances in neural information processing systems, 32, 2019.

Giorgia Minello, Alessandro Bicciato, Luca Rossi, Andrea Torsello, and Luca Cosmo. Generating
graphs via spectral diffusion. arXiv preprint arXiv:2402.18974, 2024.

Ethan Perez, Florian Strub, Harm De Vries, Vincent Dumoulin, and Aaron Courville. Film: Visual
reasoning with a general conditioning layer. In Proceedings of the AAAI conference on artificial
intelligence, volume 32, 2018.

Marwin HS Segler, Thierry Kogej, Christian Tyrchan, and Mark P Waller. Generating focused
molecule libraries for drug discovery with recurrent neural networks. ACS central science, 4(1):
120-131, 2018.

Martin Simonovsky and Nikos Komodakis. Graphvae: Towards generation of small graphs using
variational autoencoders. In International conference on artificial neural networks, pp. 412-422.
Springer, 2018.

Tian Tian, Jie Zhang, Xiang Lin, Zhi Wei, and Hakon Hakonarson. Dependency-aware deep generative
models for multitasking analysis of spatial omics data. Nature Methods, 21(8):1501-1513, 2024.

Aaron van den Oord, Oriol Vinyals, and Koray Kavukcuoglu. Neural discrete representation learning.
In Advances in Neural Information Processing Systems (NeurIPS), 2017.

Aaron Van Den Oord, Oriol Vinyals, et al. Neural discrete representation learning. Advances in
neural information processing systems, 30, 2017.

Petar Velickovi¢, Guillem Cucurull, Arantxa Casanova, Adriana Romero, Pietro Lio, and Yoshua
Bengio. Graph attention networks. arXiv preprint arXiv:1710.10903, 2017.

Pascal Vincent, Hugo Larochelle, Isabelle Lajoie, Yoshua Bengio, Pierre-Antoine Manzagol, and
Léon Bottou. Stacked denoising autoencoders: Learning useful representations in a deep network
with a local denoising criterion. Journal of machine learning research, 11(12), 2010.

12



Under review as a conference paper at ICLR 2026

Chloe Wang, Haotian Cui, Andrew Zhang, Ronald Xie, Hani Goodarzi, and Bo Wang. scgpt-spatial:
Continual pretraining of single-cell foundation model for spatial transcriptomics. bioRxiv, pp.
2025-02, 2025.

Juexin Wang, Anjun Ma, Yuzhou Chang, Jianting Gong, Yuexu Jiang, Ren Qi, Cankun Wang,
Hongjun Fu, Qin Ma, and Dong Xu. scgnn is a novel graph neural network framework for
single-cell rna-seq analyses. Nature communications, 12(1):1882, 2021.

Hongzhi Wen, Wenzhuo Tang, Xinnan Dai, Jiayuan Ding, Wei Jin, Yuying Xie, and Jiliang Tang.
Cellplm: Pre-training of cell language model beyond single cells. In The Twelfth International
Conference on Learning Representations, 2024a.

Hongzhi Wen, Wenzhuo Tang, Wei Jin, Jiayuan Ding, Renming Liu, Xinnan Dai, Feng Shi,
Lulu Shang, Hui Liu, and Yuying Xie. Single cells are spatial tokens: Transformers for spa-
tial transcriptomic data denoising (spaformer). arXiv preprint arXiv:2302.03038, 2024b. URL
https://arxiv.org/abs/2302.03038.

Jun Xia, Chengshuai Zhao, Bozhen Hu, Zhangyang Gao, Cheng Tan, Yue Liu, Siyuan Li, and Stan Z
Li. Mole-bert: Rethinking pre-training graph neural networks for molecules. In The Eleventh
International Conference on Learning Representations, 2023.

Ronald Xie, Kuan Pang, Sai Chung, Catia Perciani, Sonya MacParland, Bo Wang, and Gary Bader.
Spatially resolved gene expression prediction from histology images via bi-modal contrastive
learning. Advances in Neural Information Processing Systems, 36:70626-70637, 2023.

Fan Yang, Wenchuan Wang, Fang Wang, Yuan Fang, Duyu Tang, Junzhou Huang, Hui Lu, and
Jianhua Yao. scbert as a large-scale pretrained deep language model for cell type annotation of
single-cell rna-seq data. Nature Machine Intelligence, 4(10):852-866, 2022.

Ling Yang, Ye Tian, Minkai Xu, Zhongyi Liu, Shenda Hong, Wei Qu, Wentao Zhang, Bin CUI,
Muhan Zhang, and Jure Leskovec. Vqgraph: Rethinking graph representation space for bridging
gnns and mlps. In The Twelfth International Conference on Learning Representations, 2024.

Ling Yang et al. Vqgraph: Rethinking graph representation space for bridging gnns and mlps.
arXiv preprint arXiv:2308.02117, 2023. URL https://openreview.net/forum?id=
Fv4106poIX7.

Jiaxuan You, Rex Ying, Xiang Ren, William Hamilton, and Jure Leskovec. Graphrnn: Generating
realistic graphs with deep auto-regressive models. In International conference on machine learning,
pp. 5708-5717. PMLR, 2018.

Liangchen Yue, Feng Liu, Jiongsong Hu, Pin Yang, Yuxiang Wang, Junguo Dong, Wenjie Shu,
Xingxu Huang, and Shengqi Wang. A guidebook of spatial transcriptomic technologies, data
resources and analysis approaches. Computational and Structural Biotechnology Journal, 21:
940-955, 2023.

Roxana Zahedi, Reza Ghamsari, Ahmadreza Argha, Callum Macphillamy, Amin Beheshti, Roohallah
Alizadehsani, Nigel H Lovell, Mohammad Lotfollahi, and Hamid Alinejad-Rokny. Deep learning
in spatially resolved transcriptomics: a comprehensive technical view. Briefings in Bioinformatics,
25(2):bbae082, 2024.

Chongyue Zhao, Zhongli Xu, Xinjun Wang, Shiyue Tao, William MacDonald, Kun He, Amanda
Poholek, Kong Chen, Heng Huang, and Wei Chen. Innovative super-resolution in spatial transcrip-
tomics: A transformer model exploiting histology images and spatial gene expression (transform-
erst). Briefings in Bioinformatics, 25, 2024. doi: 10.1093/bib/bbae052.

Ya-Wei Zhao, Wang Ma, Fengjun Jiang, Yi Xie, and Lei Tang. Upregulation of matrix metal-
loproteinase 14 (mmpl4) is associated with poor prognosis in renal clear cell carcinoma—a
bioinformatics analysis. Translational Andrology and Urology, 11(11):1523, 2022.

Gengmo Zhou, Zhifeng Gao, Qiankun Ding, Hang Zheng, Hongteng Xu, Zhewei Weli, Linfeng Zhang,
and Guolin Ke. Uni-mol: A universal 3d molecular representation learning framework. In The
Eleventh International Conference on Learning Representations, 2023.

13


https://arxiv.org/abs/2302.03038
https://openreview.net/forum?id=Fv41Q6p9IX7
https://openreview.net/forum?id=Fv41Q6p9IX7

Under review as a conference paper at ICLR 2026

Junchao Zhu, Ruining Deng, Tianyuan Yao, Juming Xiong, Chongyu Qu, Junlin Guo, Siqi Lu,
Mengmeng Yin, Yu Wang, Shilin Zhao, et al. Asign: an anatomy-aware spatial imputation
graphic network for 3d spatial transcriptomics. In Proceedings of the Computer Vision and Pattern
Recognition Conference, pp. 30829-30838, 2025.

14



Under review as a conference paper at ICLR 2026

A  GENERATIVE MODEL

A.1 FACTORIZATION OF THE JOINT DISTRIBUTIONS

In this section discuss the factorized joint distributions for the inference and generation pathways.
These distributions are subsequently used for defining the training objective in Section ??. The joint
likelihood for the variational posterior for the inference pathway is defined over model parameters ¢
and m. By the chain rule for conditional probability, we have:

g (ZX X, A, C) — dym (z | X, X, A, c) dy.m (X | X, A, C) . (X, A, C)
Note, X, A, and C are independent of ¢ and m. For notational convenience, we drop the parameters
from the subscript, i.e. q; , (X, A, C) =q (X, A, C).

From Equation 4} the corrupted attributes X depends only on X and M, and are independent of A
and C. X is also independent of ¢. Therefore:

44 m (X | X,A,C) =0, (X | X)

Let T" denote the training epoch and By = ), M., denote the masking budget for epoch 7". The mask
index vector M is independently drawn from q (M | T') over all Bp-sized subsets of 7, independent
of X, A, and C. That is,

ML1LXAQC|T
Since the Z does not observe M or X directly, it can be marginalized out. That is,

71 (X,A,C) | X, M
Putting this all together, we can write the factorized joint distribution for the inference pathway as:
G (2 X.X,A,C) =0, (2| X,A,C)q,, (X X)q(X,A,C) ©)

The factorization of the joint likelihood for the variational prior over parameters 6 for the generation
pathway follows directly from the chain rule for conditional probability:

We drop the subscript for p, (C) since C is independent of 6.

A.2 DERIVATION OF THE DENOISED, CONDITIONAL ELBO

Following [Esmaeili et al.| (2019), we derive the denoised, conditional ELBO by minimizing the
KL-divergence between the variational posterior and the variational prior.

anibax _DKL |:q(b,m (Z7 Xa X7 Aa C) H Po (Xa Aa Z7 C):|

3 9om (2, X, X,A,C :
ervrff}fl_/(z,)i,x,A,C) g <Z7X,X7A,C> log ¢Z9((X,A7Z,C) )d(Z,X,X,A, c)
pe (X, A, Z,C)
dg.m (z,X,X,A,C

max

6,¢,m ~/(Z7X7X7A7C)

yomm (z, X, XA, C) log )d (z, X, XA, c) 8)

J(0,¢,m)
Writing this joint distribution as a nested integral based on the factorized joint distributions for the
inference and generation pathways from Equation [6]and Equation [7] respectively, we have:

j(0,¢,m):/q(X,A,C){/qm<X|X>[/q¢<Z|X,A,C)(logp9(XA,Z,C)
+1logpy(A | Z,C) + logpy(Z | C) +1ogp (C) — loqu)(Z | X, A, C)

~10g 4, (X | X) ~ logq (X, A, C) )dZ] dx} d(X,A,C) ©)
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logp (C) and log q (X, A, C) are independent of 6, m, and ¢, and so integrating them out yields
constants with respect to the optimization. Rearranging the terms, we get:

j(0,¢,m)/q(X,A,C){/qm(fHX)[‘/q(ﬁ(zX,A,C)(logqm(XX)
+logpy (X | A,Z,C) +logpy(A | Z,C)
+logpy(Z | C) — logq¢(Z | X,A,c) )dZ] dX} d(X,A,C)
+ const. (10)

Since, log q,,, (X | X) is independent of Z:,

/q¢(Z\X,A,C)(—logqm(x\X))dZ:—logqm<X|X) /q¢ 7| %A, C)dZ

:_1ogqm(5<|x) (11)

Further:
/q¢(Z | X, A,C)[logpy(Z | C) ~ loga,(Z | X, A,C) | az
— Dy [a,(21X.A,C) | py(Z | C)] (12)

Plugging in Equation[TT]and Equation[I2]into Equation[9] we get:

j(e,¢,m):-/q(X,A,C){/qm(X|X)<1ogqm(5<|x)>d5<}d(X,A,C)
+/q(X,A,C){/qm(X|X) K/%(Z|X,A,C)(logp9(X|A,Z,C)

+1logpy(A | Z, C))dz>

_/q(X,A,C){/qm(X|X) (DKL [q¢(Z|X,A,C) Hpa(zm)])dx}d(x,A,C)

+ const. (13)

dX} d(X,A,C)

Using the definition of conditional expectation, we obtain the training objective:

argmin —J (0, ¢, m)
0,¢,m

argmin — Eq(X’A’C)Eqm(ﬂX)Eq¢(Z\X,A,C)[Inge (X]A,Z,C)+1logpy(A | Z, C)}
6,0,m

reconstruction error

+ Eq(X,A,C)Eqm()"qX)[DKL [% (Z | X, A, C) H Py(Z | C)} }
latent entropy

+ Euxa 0By, (o) 2 am (X1 X)

corruption variance

(14)
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B EXPERIMENT SETTINGS

B.1 DATASETS.

For our results in Table 2] we define three patches within one section as imputation sites. Figure ??
shows the train-test splits for the Brain (Mouse) dataset and Figure ?? shows the train-test splits for
the Kidney (Human) dataset.

B.2 OVERSMOOTHING.

In our experiments, we set the number of MLP layers in the SQUINT encoder to 2 and the number
of GNN layers to 1. This does not lead to oversmoothing because the GNN layer is able to capture
the neighborhood-aware information without homogenizing cell microenvironment representations.
This is consistent with the findings of [Alon & Yahav| (2021) that the bottleneck of GNNs since
the diameter and average degree of the spatial neighborhood graphs built from 8-nearest neighbors
is larger (> 50 and > 20, respectively) than the depth of the convolutional layers. We further
find that the performance of the model degrades beyond 3 GNN layers, while 2 GNN layers offers
marginal improvement in imputation quality over 1 GNN layer at the cost of increased computational
complexity.

B.3 USAGE.

We provide peak memory usage and runtime required for training SQUINT for the different datasets
in Table

Table 3: Peak memory usage and runtime required for training SQUINT for the different datasets.

Dataset Peak Memory Runtime

Brain (Mouse) 4.17 GB 2 minutes 52 seconds
Kidney (Human) 15.83 GB 16 minutes 53 seconds
Skin (Human) 16.46 GB 6 minutes 1 seconds

C ABLATIONS

In this section, we provide four additional ablations across two tasks and two datasets to evaluate the
performance of our proposed method. For each ablation, we change one component of SQUINT,
execute the train-test pipeline across three random seeds, and measure the impact of the change on
the performance of the model.

C.1 BACKBONE GNN

Xenium Skin (Human) Xenium Brain (Mouse)

1o 3 Patches 1 Patch 3 Patches 1 Patch
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Figure 6: Comparison of the performance of the different backbone GNNs on the Xenium Skin
(Human) and Xenium Brain (Mouse) datasets.
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We replace GRAPHSAGE with GAT and GIN as the backbone GNN module within the SQUINT
encoder to compute the latent representations of the nodes. We retrained the model for 20 epochs and
computed the Pearson-correlation scores between the original and imputed attributes for 1 and 3 test
patches each for the Xenium Skin (Human) and Xenium Brain (Mouse) datasets. Figure [6] shows
the performance of the different backbone GNNs on the Xenium Skin (Human) and Xenium Brain
(Mouse) datasets. GRAPHSAGE and GIN are consistently similar in performance across metrics,
number of test patches, and metrics across both datasets with GIN slightly better than GRAPHSAGE
on Xenium Skin (Human) and GRAPHS AGE slightly better than GIN on Xenium Brain (Mouse). In
all cases, GAT shows significantly lower performance compared to GRAPHSAGE and GIN.

C.2 NUMBER OF MLP LAYERS

Brain (Mouse) Kidney (Human) Skin (Human)
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Figure 7: Impact of number of MLP layers in the SQUINT encoder on imputation quality measured
by mean MMD scores averaged across 3 random seeds (lower values indicate better performance).

In Table 2} we reported results for an encoder with 2 MLP layers. In Figure[7]we build an encoder
with no MLP layers (only one GNN layer) and 1 MLP layer to evaluate the impact of the number of
MLP layers on the imputation quality. Results show that an encoder with 2 MLP layers offers better
performance than O and 1 layers.

C.3 MASKING STRATEGY
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Figure 8: Impact of the masking strategy on imputation quality measured by mean MMD scores
averaged across 3 random seeds (lower values indicate better performance).

As we discussed in Section .1} during training, we replace attributes of selected nodes with a
learnable mask token plus a small noise term. Then, during inference, we generate expression profiles
for cellular microenvironments at the imputation target sites by executing a forward pass of the model
with the learned mask token in the presence of C. In Figure[§] we conduct an ablation study on the
masking strategy by using an all-zero mask instead of a learnable mask. Results show that using a
learnable mask token leads to better imputation quality (MMD scores).

Further, we note our datasets do not contain any zero-expression cells. However, using a zero-mask
causes the model to infer zero expression for 7.2%, 3.1%, and 9.9% of cells from the imputation
patches of the BRAIN (MOUSE), KIDNEY (HUMAN), and SKIN 2D (HUMAN) datasets, respectively.
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This represents a crucial limitation of the zero-mask strategy. In these cases, we define \,¢;o as
a penalty term computed empirically as the mean maximum discrepancy distance between the
ground-truth expression distribution and a canonical uninformed uniform distribution and the overall
MMD score is computed as the sum of the non-zero expression imputed cells and the fraction of
zero-expression imputed cells multiplied by A,ero-

C.4 IMPUTATION SITES

Table 4: Impact of the choice of imputation sites, random cells and contiguous patches, on imputation
quality (MMD scores, lower values are better).

Brain (Mouse) Kidney (Human) Skin (Human)

Random 0.014 £0.001  0.008 £ 0.000  0.013 £ 0.000
3 Patches 0.039 £0.001  0.019 £0.001  0.093 £ 0.005

In Table[d] we report MMD scores (lower values indicate better performance) for imputing for random
cells evenly distributed across tissue sections and 3 contiguous patches of cells (i.e. the setting in
Table[2). The large performance gap between the two settings indicates the lower difficulty of the
random imputation setting since the model is able to access the neighborhood around each imputation
site compared to when entire neighborhoods of cells within patches are masked.

D AI USAGE CLARIFICATION.

We used LLM agents such as Cursor for assisting in code development and ChatGPT for polishing
text for improved readability and grammar. We take responsibility for suggestions from Al models
that we incorporated into our work. All methodological contributions come from authors.
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