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Abstract

Automated negotiation support systems seek to001
help human negotiators reach more favorable002
outcomes. When supporting multi-issue nego-003
tiations, it is crucial for these support systems004
to accurately track the agreements reached by005
the participants in real-time (e.g., an employer006
and a candidate negotiating over multiple issues007
such as salary, hours, and promotions before008
finalizing a job offer). However, existing task009
formulations are either geared towards differ-010
ing dialogue paradigms (e.g., dialogue state011
tracking is aimed at task-oriented dialogues)012
or generate a single, unstructured output at the013
end of the dialogue (e.g., meeting summariza-014
tion). We introduce the novel task of agreement015
tracking for two-party multi-issue negotiations,016
in which the goal is to continuously track the017
agreements over a structured state space. Due018
to the absence of large-scale corpora with turn-019
level annotations in this domain, we propose a020
simple, but strong initial baseline for our task021
based on transfer-learning a T5 model from the022
dialogue state tracking task on the MultiWOZ023
2.4 corpus of task-oriented dialogues. Addi-024
tionally, we also study the sample-efficiency025
of our approach by running experiments on026
smaller fractions of the training data. Our re-027
sults demonstrate the challenging nature of the028
agreement tracking task and the need for more029
data-efficient approaches to solve it.030

1 Introduction031

Negotiation dialogues are an ubiquitous form of032

dialogue in our lives and tend to occur in both ad-033

versarial and collaborative contexts. However, a034

long line of foundational research in psychology035

and business has established that in general, hu-036

mans tend to be poor negotiators who often fail037

to maximize favorable outcomes. Consequently,038

developing capabilities to build automated systems039

that can support human negotiators has been an040

active area of research (Prakken, 2006; Wang et al.,041

2019).042

We focus specifically on multi-issue negotiation1 043

dialogues, in which the participants negotiate over 044

more than one issue, e.g., salary and hours for a job, 045

or location and time for a meeting. These type of di- 046

alogues arise in a wide range of real-life situations 047

that vary widely along the adversarial-cooperative 048

spectrum. Most job negotiations, for example, can 049

be thought of as falling on the adversarial end of the 050

spectrum, since the two parties often have oppos- 051

ing objectives. On the other hand, planning-based 052

meetings, in which participants work towards arriv- 053

ing at a shared plan to achieve a common goal can 054

be characterized as being more cooperative. Re- 055

gardless of the specific real-world context in which 056

the multi-issue negotiation takes place, the ability 057

to track agreements in real-time is a mission-critical 058

capability for any system aiming to effectively sup- 059

port the participants. 060

While previous work has looked at related tasks 061

such as dialogue summarization and action item 062

generation at the end of a dialogue, our work is 063

the first to investigate the task of agreement track- 064

ing for multi-issue negotiation dialogues over a 065

structured state space (commonly referred to as an 066

“ontology”). Agreement tracking is a state tracking 067

task that requires reasoning over multiple turns in a 068

dialogue. However, it is currently not at all obvious 069

as to how one can leverage existing task formu- 070

lations, model designs and training objectives for 071

agreement tracking without manually collecting 072

and labelling a substantial amount of in-domain 073

data. We demonstrate this gap in existing methods 074

by reviewing existing work on three closely-related 075

tasks: building negotiation dialogue agents, meet- 076

ing summarization, and dialogue state tracking for 077

task-oriented dialogues2. 078

1This type of negotiation is also sometimes referred to as
“integrative” negotiation (Zhan et al., 2022).

2We will hereafter refer to dialogue state tracking for task-
oriented dialogues as just “dialogue state tracking” in line with
how the term is commonly used in modern dialogue systems
literature.
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1. Negotiation Dialogue Agents: Research on079

automated negotiation systems has focused on080

modeling strategic aspects, such as undervalu-081

ing or appealing to the opposite party (Zhou082

et al., 2019; He et al., 2018; Keizer et al.,083

2017). However, this is orthogonal to the084

problem of tracking agreements. End-to-end085

negotiators that generate responses directly086

(He et al., 2017), on the other hand, do not087

generate intermediate structured representa-088

tions of the dialogue state. The few works that089

have studied language understanding in this090

context have done so only at the level of a sin-091

gle utterance (Chawla et al., 2021; Yamaguchi092

et al., 2021; Frampton et al., 2009); agreement093

tracking requires reasoning across more than094

one turn.095

2. Meeting Summarization: Since the release096

of the AMI Meeting Corpus (Mccowan et al.,097

2005), there has been a slew of research on098

meeting and dialogue summarization (?Wang099

and Cardie, 2013; Rennard et al., 2022;100

Kryscinski et al., 2020; Liu et al., 2019). How-101

ever, these approaches differ from agreement102

tracking in two key aspects. First, summa-103

rization is performed only at the end of a104

dialogue, whereas tracking takes place con-105

tinuously. Second, summarization focuses on106

generating a human-readable output of the key107

decisions made during the meetings, while our108

task aims to generate a structured representa-109

tion of the agreements over a fixed ontology110

for consumption by downstream modules.111

3. Dialogue State Tracking: Dialogue state112

tracking has been a long-standing task in task-113

oriented dialogue systems literature (Williams114

et al., 2016; Jacqmin et al., 2022; Zhao et al.,115

2021; Rastogi et al., 2020). Although there116

has been extensive work in recent years to117

improve the zero-shot (Lin et al., 2021b;118

Campagna et al., 2020) and few-shot (Wu119

et al., 2019) generalization ability of task-120

oriented dialogue state tracking (DST) mod-121

els to unseen domains, they are still lim-122

ited to the paradigm of form-filling dialogues123

(e.g., restaurant reservation and hotel book-124

ing). Hence, the question of “How well can125

state-of-the-art DST techniques be leveraged126

to carry out state tracking for vastly differ-127

ing dialogue paradigms (such as negotiation)?”128

still remains open-ended. 129

We offer a solid starting point for future model- 130

ing efforts for agreement tracking by introducing 131

a transfer-learning approach based on pre-training 132

a T5 model (Raffel et al., 2020) on the dialogue 133

state tracking task over the MultiWOZ 2.4 corpus. 134

We follow up this step with fine-tuning the model 135

over the agreement tracking task on the GPT- 136

NEGOCHAT corpus, which we introduce in Sec- 137

tion 2. Our proposed approach outperforms a T5 138

model that is fine-tuned only on GPT-NEGOCHAT. 139

Finally, we also investigate the sample-efficiency 140

of our proposed model in low-resource settings by 141

experimenting with various fractional splits of our 142

training data. All our models are evaluated using 143

Joint Slot Accuracy. 144

The rest of the paper is organized as follows. 145

Section 2 describes the creation and characteristics 146

of GPT-NEGOCHAT, the dataset used for our ex- 147

periments. Section 3 formally defines the task of 148

agreement tracking, the tokenization scheme, the 149

training objective, and the evaluation metrics used 150

in this study. Section 4 describes our experimen- 151

tal procedure and presents our results. Section 5 152

presents the related work. Finally, Section 6 talks 153

about the limitations of our work. 154

2 GPT-Negochat: A Multi-Issue 155

Negotiation Dialogue Corpus 156

Our choice of corpus is dictated by two key selec- 157

tion criteria. First, we are interested specifically 158

in negotiation dialogues taking place over more 159

than one issue. Second, for reliably evaluating our 160

model, the corpus needs to contain ground-truth 161

annotations for agreements at every dialogue turn. 162

We find two publicly-available corpora satisfying 163

both these criteria: the NEGOCHAT corpus (Kono- 164

valov et al., 2016) and the METALOGUE corpus 165

for multi-issue bargaining dialogues (Petukhova 166

et al., 2016). However, we conduct experiments 167

over only the NEGOCHAT corpus as METALOGUE 168

is behind a paywall. NEGOCHAT, on the other 169

hand, is openly accessible and does not impose any 170

copyright restrictions its usage. 171

The NEGOCHAT corpus (Konovalov et al., 2016) 172

contains 105 crowd-sourced dialogues (1484 ut- 173

terances) between an Employer and a Candidate 174

negotiating over issues surrounding a job offer such 175

as salary, role, and working hours (the complete 176

ontology of the NEGOCHAT corpus is outlined in 177
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Table 1). While the Employer-side of the conversa-178

tions is supplied by human participants on Amazon179

M-Turk3, an automated agent plays the role of the180

Candidate. A second human “wizard” is respon-181

sible for acting as a live Natural Language Under-182

standing (NLU) module that parses the Employers’183

utterances into a structured semantic representa-184

tion. This parsed input is then processed by an185

automated dialogue manager, which generates a186

response using a template-based NLG module.187

Slot Type Possible Values

Working Hours 8 hours, 9 hours, 10 hours
Pension Fund 10%, 20%
Job Description Programmer, Team Manager, Project

Manager
Promotion Pos-
sibilities

Slow promotion track, Fast promotion
track

Salary 90k USD, 60k USD, 120k USD
Leased Car With leased car, Without leased car,

No agreement

Table 1: Ontology of the GPT-Negochat corpus.

Due to the use of a simple, template-based NLG188

module, the Candidate-side utterances in the NE-189

GOCHAT corpus suffers from a low amount of lexi-190

cal diversity (see Table 2). To improve the linguis-191

tic richness, we create an updated version of the192

NEGOCHAT corpus with more natural-sounding ut-193

terances by utilizing GPT-3 (Brown et al., 2020) to194

rephrase the original utterances. The GPT-3 prompt195

used to generate the rephrased utterances is shown196

in Appendix A. Following this step, we then man-197

ually compare each rephrased utterance with the198

original utterance to verify that there is no change199

in the meaning of the utterances.200

A side-by-side comparison of a dialogue excerpt201

with the original utterances from NEGOCHAT and202

the rephrased utterances from GPT-NEGOCHAT203

is shown in Table 2. A larger set of side-by-side204

examples is listed in Appendix D. We name this205

revised version of the NEGOCHAT corpus as “GPT-206

NEGOCHAT”. We also make GPT-NEGOCHAT207

publicly available on GitHub for use by the broader208

research community4.209

3 Preliminaries210

In this section, we formally define notations as well211

as the input and output representations that we use212

3https://www.mturk.com/
4Hidden for review

for our model. 213

3.1 Notations 214

We consider a negotiation dialogue between two 215

participants taking alternating turns with utterances 216

{T1, . . . , TN}. To ensure that the dialogue follows 217

a strict alternating pattern of utterances, we com- 218

bine any consecutive utterances made by the same 219

participant into a single utterance. The negotiation 220

takes place over a predefined set of issues, which, 221

in line with terminology used for DST, we will re- 222

fer to as the domain’s “ontology”. We also follow 223

the DST framework by representing the issues in 224

our ontology as a set of M slots, {s1, . . . , sM}. At 225

each dialogue turn t, we define the agreement state 226

At as a slot-value mapping between each issue in 227

the ontology and the corresponding value that both 228

participants have agreed upon for it. We denote 229

this slot-value relationship in the agreement state 230

as At(sj) = v (we set v to ϵ if no agreement has 231

been reached so far). 232

Finally, we associate each utterance Tt 233

with a list of (one or more) dialogue acts, 234

Dt = [d1t , . . . , d
|dt|
t ], where dit is one of 235

{OFFER, ACCEPT, REJECT, OTHER}. We make 236

use of these dialogue acts for our rule-based al- 237

gorithm later in Section 4.2. We briefly elaborate 238

on each dialogue act below: 239

1. OFFER: When making an offer, a participant 240

puts forth one or more slot-value pairs for 241

consideration by the other participant. We for- 242

mally represent an offer as a list of these key- 243

value pairs: O({(S1, v1), . . . , (Sni , vni))}. 244

We constrain each issue to a single slot value. 245

2. ACCEPT and REJECT: While accepting or re- 246

jecting an offer, a participant can do so either 247

partially or completely. As an example of par- 248

tial acceptance, if the Candidate demands an 249

8-hour workday with a pension of 20%, the 250

Employer might choose to accept the 8-hour 251

workday, but not the 20% pension. 252

3. OTHER: We put all types of utterances 253

other dialogue acts (e.g., greetings) under the 254

OTHER label as they have no direct effect on 255

the agreement state. 256

3.2 Representing Dialogue Context 257

Since the introduction of Transformer-based 258

(Vaswani et al., 2017) generative language mod- 259

els, the common practice for representing dialogue 260
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Speaker Original Utterance Rephrased Utterance

Candidate I would like a position of project manager I’m interested in a position as a project manager.
Employer are you sure you wouldnt rather be a program-

mer?
Are you sure that’s the job you’re looking for?
Wouldn’t you prefer to be a programmer?

Candidate I refuse programmer position. I am expecting a
position of project manager

I’m sorry, but I’m not interested in the program-
mer position. I’m looking for a project manager
role instead.

Employer what about Quality assurance? What about a Quality Assurance role?
Candidate I reject qa position. I would like a position of

project manager
No, thank you. I’m only interested in a project
manager position.

Table 2: An excerpt from a dialogue from the NEGOCHAT corpus alongside its rephrased counterpart from GPT-
NEGOCHAT.

Conversation Agreement State
E: No company car included? No agreements
C: Right, no car. Let’s move on. I was hoping for a pension of 20%. Company Car: No
E: If you work 10 hours, I can offer you a 20% pension - what do you think? Company Car: No
C: No thanks. I’m expecting an 8-hour workday and I want a 10% pension Company Car: No
E: How about a salary of 60K if you agree to the 10% pension? Company Car: No
C: I’m sorry, but I’m looking for a salary of 120,000 and a pension of 20%. Company Car: No
E: What about offering you a fast promotion tract with a 90k salary? Company Car: No
C: No, I’m afraid that won’t work for me. Company Car: No
E: Would you be comfortable with a salary of 60 or 90k? Company Car: No

C: 90,000 sounds good to me. Is there anything else we need to discuss? Company Car: No
Salary: 90,000

Table 3: An excerpt of a dialogue from GPT-NEGOCHAT with turn-level agreement annotations. C and E stand for
Candidate and Employer respectively.

context for dialogue tasks involves concatenating261

the utterances (potentially separated by some de-262

limiters) within a context window. Dialogue state263

tracking has also been no exception to this trend.264

Full-history based DST models consider as their265

context the entire dialogue from the beginning up to266

a given turn (Hosseini-Asl et al., 2020; Feng et al.,267

2021b; Peng et al., 2021). However, as the num-268

ber of utterances increases beyond a certain point,269

they tend to struggle to remember information. Re-270

cursive approaches to DST attempt to combat this271

issue by considering only the utterances within a272

small window (typically a fixed value, between273

one to four utterances) as their dialogue context274

(Lin et al., 2020; Budzianowski and Vulić, 2019;275

Lei et al., 2018). Rather than predicting the en-276

tire dialogue state from scratch at every turn, these277

approaches use the previously predicted dialogue278

state as their starting point. For our experiments,279

we choose a recursive-based approach since the280

average turn-length of GPT-NEGOCHAT is 34.27,281

which is significantly higher than that of most task-282

oriented dialogue corpora.283

3.3 Levenshtein Belief Spans 284

Recent DST approaches are formulated as a condi- 285

tional text generation problem, with the expected 286

output being the belief spans corresponding to the 287

updated dialogue state. Belief spans offer greater 288

flexibility compared to older classification-based 289

approaches as they can be easily extended to sup- 290

port new slot types, as well as new values for exist- 291

ing slot types, without requiring a complete retrain- 292

ing of the model. 293

Our tokenization scheme for the agreement track- 294

ing task is based on the concept of Levenshtein 295

Belief Spans, (or Levs for short), which was pro- 296

posed by Lin et al. (2020). A Lev differs from a 297

traditional belief span in that it only consists of the 298

minimal set of edits that need to be made to the 299

previous dialogue state in order to transform it to 300

the updated one. 301

We adopt a slightly modified version of the orig- 302

inal Lev proposed in Lin et al. (2020) for our agree- 303

ment tracking task, which we will call A-Lev. Each 304

A-Lev consists of a domain prefix followed by a 305

series of operations. Since our agreement track- 306
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ing task is constrainted to a single domain, the307

domain prefix is set to either [gpt-negochat]308

or [multiwoz] depending on which corpus we309

are training on. Each individual edit operation is310

one of the following types: insertion, deletion, and311

substitution. The final Lev is obtained by simply312

concatenating the domain prefix and the string rep-313

resentations of all the operations. A more thorough314

description of the method of construction of a Lev315

can be found in the original paper by Lin et al.316

(2020). Figure 1 shows a tokenized training exam-317

ple used to train our agreement tracking models.318

4 Experiments319

We begin this section by introducing a rule-based320

reference model that we will use to characterize our321

main results. We then introduce our experimental322

setup, including our choice of backbone model,323

training objectives, and evaluation metrics.324

4.1 Backbone Model (T5)325

We choose T5 (Raffel et al., 2020) as our backbone326

model. T5 is a text-to-text Transformer model con-327

sisting of a multi-layer encoder and decoder. It is328

pre-trained jointly on the self-supervised objectives329

of autoregressive language modeling, text denois-330

ing, and deshuffling. Notably, T5 uses a text-based331

representation for both its input and output, which332

allows it to handle a wide variety of NLP tasks333

without requiring architectural modifications.334

Pre-trained T5 models come in multiple variants,335

each of a different size. We describe the total num-336

ber of parameters, number of layers, embedding337

dimension, and the number of attention heads in338

Table 4. In our work, we only experiment with339

the T5-small and T5-base variants due to computa-340

tional budget limitations.341

Model Parameters # layers d_model # heads

Small 60M 6 512 8
Base 220M 12 768 12

Table 4: Properties of the Small and Base variants of
the T5 model.

4.2 Rule-Based Agreement Tracker342

To provide context for the results of our transfer-343

learning based model, we develop a rule-based344

reference model that assumes oracle access to345

turn-level ground truth annotations. This model346

helps us to quantify the difficulty of the multi- 347

turn reasoning aspect of the agreement tracking 348

task. In other words, our rule-based reference al- 349

gorithm, ORACLE-TRACKER, is designed to quan- 350

tify the difficulty of the specific subproblem of 351

tracking agreements across multiple turns. It op- 352

erates under the assumption that the ground-truth 353

values of the dialogue acts (Offer, Accept, Reject, 354

and Other) and accompanying entities are already 355

known (hence the term “oracle”). 356

Agreement tracking models need to solve two 357

subtasks: (1) natural language understanding 358

(NLU) at the utterance level, where they must clas- 359

sify dialogue acts and extract any accompanying 360

slot-value pairs; and (2) tracking agreements over 361

multiple turns. In designing this rule-based refer- 362

ence model, we focus on the demonstrably more 363

difficult second task that involves multi-turn rea- 364

soning. 365

To quantify the relative simplicity of the single- 366

turn NLU problem, we train a T5-base model on 367

just 10 GPT-NEGOCHAT dialogues to classify the 368

dialogue acts and extract corresponding slot-value 369

pairs from each utterance. The resulting model 370

correctly predicts both the dialogue acts and slot- 371

value pairs for 74.33% of the turns in the test set. In 372

contrast, our best-performing model for agreement 373

tracking, also trained on 10 dialogues, achieves a 374

joint slot accuracy of just 20% (see Section 5). 375

Algorithm 1 Rule-based algorithm (Oracle-
Tracker) for agreement tracking
procedure TRACKAGREEMENTS(D)

OA, OB , C0 ← ∅
for t ∈ 1 . . . N do

for dit ∈ Dt do
if dit = AGREE then

Ct ← Ct−1

⋃
OS′

t

OS′
t
← ϕ

else if dit = REJECT then
OA, OB ← ϕ

else if dit = OFFER then
OA ← OA

⋃
OGT

A (t)

OB ← OB

⋃
OGT

B (t)

end if
end for

end for
return {C1, . . . , CT }

end procedure
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4.3 Transfer Learning from Dialogue State376

Tracking377

Agreement tracking and dialogue state tracking378

both share the common goal of tracking informa-379

tion across dialogue turns. Although they differ in380

the type of information they track (agreements vs381

user goals), our hope is that pre-training a model382

on dialogue state tracking can equip our language383

model with transferable representations for the gen-384

eral problem of tracking information across dia-385

logue turns. This representation, in turn, could help386

the model to adapt to the agreement tracking task387

in a more sample-efficient manner. The choice of388

dialogue state tracking as our pre-training task is389

motivated by the availability of a large amount of390

publicly annotated data for the task in comparison391

to agreement tracking.392

In our experiments, we compare the joint slot393

accuracy results of two T5 models to evaluate the394

extent of this transfer. The first model is fine-tuned395

only on the agreement tracking task, while the sec-396

ond model is first fine-tuned for the dialogue state397

tracking task, and then again for agreement track-398

ing.399

4.3.1 Multi-Task Training400

Multi-task training with a contrastive-learning ob-401

jective has been widely used to mitigate factual402

inaccuracies in dialogue summarization and state403

tracking tasks (Chen et al., 2021; Cao and Wang,404

2021; Tang et al., 2022). We describe an analo-405

gous setup for agreement tracking that penalizes406

incorrect outputs by separating them in the model’s407

latent space. Our setup focuses on explicitly teach-408

ing our model to discriminate negatively-sampled409

A-Levs from the correct one.410

Since we use a T5 model, which is based on411

the text-to-text paradigm, we implement the con-412

trastive learning objective by incorporating an addi-413

tional tokenization scheme during training. Specifi-414

cally, along with our primary tokenization scheme,415

which teaches the model to predict the Lev given416

the previous set of agreements along with the di-417

alogue context, we add an auxiliary tokenization418

scheme that corresponds to our contrastive learning419

objective. For convenience, we name the primary420

Lev-generation task as GEN and the auxiliary task421

as CLF. Here, we describe these two trainings by422

providing their respective tokenization schemes in423

detail, with examples shown in Figure 1:424

1. GEN: Our primary task is a conditional gen-425

eration task that trains a model to generate 426

Levenshtein belief spans for each turn while 427

being conditioned on: 1) the previous agree- 428

ment state, and 2) the dialogue context. 429

LGEN = −log P (At|Ct, At−1) 430

2. GEN + CLF In our multi-task setup, we sup- 431

plement the primary task of agreement state 432

prediction (GEN) with an auxiliary task that 433

explicitly trains the model to discern between 434

correct belief spans and negatively sampled 435

incorrect outputs. 436

CLF is constructed as a binary classification 437

task that takes in three inputs: 1) the set of 438

agreements as of the previous turn, 2) the dia- 439

logue context, and 3) an A-Lev, which is ran- 440

domly set to either the correct output or neg- 441

atively sampled based on the ontology. The 442

expected output for this task is a boolean “yes” 443

or “no”, where “yes” indicates that the A-Lev 444

is indeed the correct output and “no” means 445

that the Lev is negatively sampled. 446

447

LGEN+CLF = −log P (At|Ct, At−1) 448

− log P (Yt|Ct, A
′
t, At−1) 449

where A′
t represents a randomly sampled Lev, 450

which can either be a distractor or the correct 451

answer. Yt is the label of our binary classifica- 452

tion task (the binary label is tokenized in the 453

form of “yes” or “no”). 454

4.4 Evaluation Metrics 455

We evaluate our models using two metrics that are 456

in standard use to evaluate dialogue state tracking 457

models: Joint Slot Accuracy and Joint F1 Score. 458

We briefly describe both of them below. 459

Joint Slot Accuracy Joint Slot Accuracy is cal- 460

culated by comparing the predicted agreement at 461

each turn to the ground truth values, with a cor- 462

rect prediction defined as an exact match of all 463

predicted and ground truth values. 464

Joint F1 The Joint F1 score is calculated in a 465

manner similar to that of Joint Accuracy. The dif- 466

ference is that in the case of a misprediction, rather 467

than using the hard 0 or 1 assigned in the case 468

of Joint Accuracy, the Joint F1 uses a “softer” F1 469

score by calculating the precision and recall. 470
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Figure 1: This figure shows the tokenization schemes corresponding to both the GEN (left) and the CLF (right)
tasks. The input for the GEN task consists of the task prefix (green), dataset prefix (blue), belief span representation
(red), and concatenated utterances within a window size (yellow). The output includes the dataset prefix (blue) and
the updated Levenshtein belief span (dark green). The input in the CLF scheme is mostly identical to that of GEN,
except for the task-prefix and the candidate belief span attached at the end. The output in this scheme is only a “yes”
or a “no”.

4.5 Training Setup471

Our models are developed using HuggingFace472

Transformers and PyTorch Lightning. During the473

fine-tuning stages, we use a batch size of 32 and474

apply early stopping against a separate validation475

set. Adam is used as the optimizer with the learn-476

ing rate set to 6 × 10−4. To obtain more reliable477

estimates, all our results are obtained by averaging478

over a 3-fold cross-validation scheme. Since sam-479

ple efficiency is one of our key concerns, we run480

all our main experiments using 10%, 20%, 30%,481

40%, 50%, 75%, and 100% of the training data. We482

report our hyperparameter search and best-found483

hyperparameter values in Appendix C.484

5 Results485

Our experimental results are presented below.486

5.1 Rule-Based Reference Model487

The results from our rule-based algorithm,488

ORACLE-TRACKER, are shown in Table 5. We489

find that it achieves a Joint Slot Accuracy of only490

0.5. From this result, we can surmise that it is491

non-trivial to infer agreements based only on the492

utterance-level dialogue acts and slot-value pairs.493

5.2 Transfer Learning from Dialogue State494

Tracking495

Fine-tuning T5-small and T5-base on Multi-496

WOZ2.4 before GPT-NEGOCHAT improves Joint497

Slot Accuracy and Joint F1 score compared to498

fine-tuning on GPT-NEGOCHAT alone. Training499

on MultiWOZ allows the model to specialize in500

dialogue-related tasks, like tracking information501

across turns.502

Multi-Task Training The use of the auxiliary503

binary classification objective (GEN + NEG) does504

not significantly improve performance as compared 505

to solely training with the generation (GEN) objec- 506

tive. One possible reason for this result could be 507

that the majority of errors made by our model are 508

false negatives, whereas the NEG objective is better 509

suited to tackle the problem of false positives, or 510

hallucinations. Further experiments with different 511

contrastive learning objectives and negative sam- 512

pling strategies could shed light on this hypothesis. 513

Sample Efficiency In Figure 2, we plot the Joint 514

Slot Accuracy obtained by training our models on 515

several different percentage splits of the training 516

dataset. In line with our previous experiments, we 517

run all these experiments using a three-fold split. 518

We find that the larger, T5-base model outperforms 519

the T5-small model in low-resource settings. How- 520

ever, we do not find any significant improvement 521

from using T5-base over T5-small as the percent- 522

age of the training split approaches 100%. 523

6 Related Work 524

Early approaches (pre deep-learning era) for mod- 525

eling agreements from meeting transcripts such as 526

Hillard et al. (2003) and Galley et al. (2004) mainly 527

focus on classifying dialogue acts at the utterance 528

level using handcrafted features, but do not attempt 529

to track the slot values associated with those agree- 530

ments. Bui et al. (2009) propose a labeling scheme 531

similar to ours that includes three dialogue acts: “is- 532

sue” (raising a new issue), “resolution” (analogous 533

to our offers), and “agreement”. Frampton et al. 534

(2009) explicitly consider the real-time aspect of 535

the agreement detection problem by investigating 536

the effect of the context window size on the per- 537

formance of their incremental agreement-tracking 538

model. 539

More recent work in this area is focused on gen- 540

7



Backbone
Model

Fine-Tuning
Task(s)

Fine-Tuning
Dataset(s)

Joint Acc. Joint F1

OFFER-ORACLE - - 0.5 0.85

T5-small (60M) GEN GPT-Negochat 0.32 0.66

GEN MWoz + GPT-Negochat 0.50 0.81
GEN + CLF MWoz + GPT-Negochat 0.53 0.80

T5-base (220M) GEN GPT-Negochat 0.47 0.79

GEN MWoz + GPT-Negochat 0.56 0.84
GEN + CLF MWoz + GPT-Negochat 0.54 0.86

Table 5: Results of Agreement Tracking models.

10 20 30 40 50 60
Number of Training Dialogues

0.1

0.2

0.3

0.4

0.5

Jo
in

t A
cc

ur
ac

y

t5-base (MultiWOZ + GPT-Negochat)
t5-base (GPT-Negochat)
t5-small (MultiWOZ + GPT-Negochat)
t5-small (GPT-Negochat)

Figure 2: This plot shows the Joint Accuracy trend of
four different models when trained with 10, 20, 30, 40,
50, 75, and 100 percentages of the training data. We
observe positive effects on the Joint Accuracy from
both model size (T5-base is larger than T5-small) as
well as an additional step of fine-tuning over DST on
MultiWOZ.

erating natural language summaries of meetings541

and other types of dialogues (Feng et al., 2021a; ?).542

Modeling approaches that improve factual correct-543

ness in dialogue summarization could be relevant544

for state tracking tasks as well, as evidenced by545

Zhao et al. (2021). Jia et al. (2022) group methods546

to improve factual accuracy in dialogue summa-547

rization tasks into three broad strands: (1) injecting548

pre-processed features (Park et al., 2022), (2) de-549

signing self-supervised tasks (Liu and Chen, 2021),550

and (3) using additional data (Liu et al., 2021; Park551

et al., 2022).552

Finally, although Transformer-based approaches553

to carrying out DST in task-oriented dialogue con-554

tinue to push the boundary in both overall as well555

as few-shot performance (Lee et al., 2021; Peng556

et al., 2021; Lin et al., 2021b,a), they have yet to557

demonstrate their efficacy in dialogue paradigms558

extending beyond task-oriented dialogue, such as 559

collaborative and negotiation dialogues. 560

7 Limitations and Future Work 561

Due to our limited computation budget, we did not 562

experiment with larger T5 models such as T5-Large 563

(770M), T5-3B, and T5-11B as well as instruction- 564

tuned variants such as FLAN-T5 (Chung et al., 565

2022). We also save the exploration of alterna- 566

tive pre-training tasks such as dialogue summariza- 567

tion (Zhang et al., 2020) for future work as our 568

main intention here is to introduce the agreement 569

tracking task formulation and provide a simple, but 570

strong starting baseline. Finally, while the pro- 571

posed GPT-NEGOCHAT improves the linguistic di- 572

versity of the synthetic, template-based utterances 573

of the original NEGOCHAT corpus, collecting a 574

fully organic multi-issue negotiation dialogue cor- 575

pus with turn-level agreement annotations could 576

present a more realistic test-bed to evaluate various 577

agreement tracking approaches. 578

8 Conclusion 579

In this work, we introduced the novel task of agree- 580

ment tracking for multi-issue negotiation dialogues 581

and formulated it as a variant of dialogue state 582

tracking. We found that fine-tuning a language 583

model on the dialogue state tracking task for task- 584

oriented dialogues resulted in improved perfor- 585

mance over our naive baseline. In general, state 586

tracking is a capability whose utility extends be- 587

yond form-filling dialogues. There is much work 588

to be done to improve the transferability and sam- 589

ple efficiency of dialogue state tracking models to 590

other dialogue paradigms. 591
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A Prompt to Generate GPT-NEGOCHAT 897

The following prompt template is fed to the text- 898

davinci-003 variant of GPT-3 to generate rephrased 899

utterances for GPT-NEGOCHAT: 900

Rephrase this while still maintaining the 901

same meaning. Feel free to add some 902

minimal niceties and make it sound less 903

robotic. While rejecting an offer, try 904

to come up with a reason. Make the 905

tone sound like a real job interview: 906

[original utterance] 907

B Sizes of Dataset Splits 908

For all our experiments, we follow the following 909

steps: 910

1. We first perform a three-fold split on our en- 911

tire dataset, which results in a 66.67% of the 912

samples being assigned to the training split 913

and the remaining to the test split. 914

2. For each split, we further subdivide the train- 915

ing split into the actual training and the vali- 916

dation split using a 85%-15% split. 917

3. Effectively, this strategy results in the training, 918

validation, and test splits containing 56.67%, 919

10%, and 33.33% of the dataset respectively. 920

C Hyperparameter Tuning 921

We restrict our hyperparameter sweep to a few val- 922

ues over training-related hyperparameters such as 923

learning rate, batch size, early stopping criterion, 924
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and precision. We also sweep over varying sizes of925

the context window for representing our dialogue926

context. To ensure that we do not over-optimize our927

hyperparameters and stumble upon “lucky” values,928

we perform an initial sweep once with a fixed con-929

figuration and apply the best-found hyperparameter930

values to all our other experiments.931

We report the search spaces and best-found val-932

ues for our hyperparameters in Table 6.933

D A (Longer) Side-by-Side Comparison934

of Utterances935

Table 7 shows an additional list of side-by-side ex-936

amples of original and rephrased utterances in the937

NEGOCHAT and GPT-NEGOCHAT datasets respec-938

tively.939
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Hyperparameter Sweep Range Best Value
Learning Rate 1 ×10−4, 1× 10−5, 1× 10−3, 6× 10−4 6 ×10−4

Bath Size 32, 64, 128 32
Early Stopping (Min Delta) 0, 0.001, 0.005, 0.1, 0.5 0
Early Stopping (Patience) 0, 1, 2, 3, 4 4
Gradient Clip Norm 1.0 1.0
Precision 16, 32 32
Context Window Size 1, 2, 3, 4 3

Table 6: Hyperparameter values for all experiments.

Speaker Original Utterance Rephrased Utterance

Candidate I would like a workday of 8 hours I’m looking for something that would require 8
hours a day.

Employer cand you do 10? Can you do 10 hours a day?
Candidate I disagree about a workday of 10 hours. I would

like a workday of 8 hours
I’m not comfortable with that. I’d prefer 8 hours
a day.

Employer what else pension, car? What else do you need, like a pension or a car?
Candidate I accept programmer position. Now let’s talk

about how we can agree on other issues. I want
a salary of 120,000?

I’d like to accept the programmer position. How
about we discuss the other details, such as
salary? I was hoping for something around
120,000.

Employer I would like to offer you 90,000 for salary. That’s a bit higher than what we had in mind.
We were thinking of offering 90,000.

Candidate I would like a pension of 20% Could I get a pension of 20%?
Candidate I accept 60,000. I would like to continue and

discuss another issue. I want a position of project
manager

Yes, that’s fine. I’d also like to discuss another
topic - I’m hoping for a project manager posi-
tion.

Employer I accept project manager. Absolutely, we can make that happen.
Candidate It’s good to reach an agreement on project man-

ager
It’s great that we can come to an agreement on
the project manager.

Candidate I want a company car I want a company car
Employer I do not accept leased car, can you manage with-

out one?
I do not accept leased car, can you manage with-
out one?

Candidate I reject no company car. I would like a company
car

I definitely want a company car.

Table 7: More excerpts from the NEGOCHAT corpus alongside its rephrased counterparts from GPT-NEGOCHAT.
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