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Abstract

Our goals fundamentally shape how we experience the world. For example, when
we are hungry, we tend to view objects in our environment according to whether
or not they are edible (or tasty). Alternatively, when we are cold, we may view
the very same objects according to their ability to produce heat. Computational
theories of learning in cognitive systems, such as reinforcement learning, use the
notion of “state-representation" to describe how agents decide which features of
their environment are behaviorally-relevant and which can be ignored. However,
these approaches typically assume “ground-truth" state representations that are
known by the agent, and reward functions that need to be learned. Here we suggest
an alternative approach in which state-representations are not assumed veridical,
or even pre-defined, but rather emerge from the agent’s goals through interaction
with its environment. We illustrate this novel perspective by inferring the goals
driving rat behavior in an odor-guided choice task and discuss its implications for
developing, from first principles, an information-theoretic account of goal-directed
state representation learning and behavior.

1 Introduction

Concepts are the building blocks of mental representations, providing scaffolding for generalizations
over individual objects or events. How do animals (including humans) form concepts and why do
they form the particular ones that they do? These questions have a long history in both Eastern and
Western philosophy [10, 23, 19, 20]. More recently, computational learning theories have started
addressing a related question, namely, how do cognitive agents generate internal models of their
environment, called “state-representations”, generalizing over their experiences for efficient learning
[17, 12]? Here, we suggest that state-representations can be understood as concepts, formed by an
agent in order to achieve particular goals [7]. Under this account, a concept, such as “fire”, is formed
because some set of interests, such as a desire for warmth, leads agents to construe particular entities
as similar to each other in virtue of their efficacy in obtaining the goal of warming up. Drawing this
parallel between “concepts” and “states”, we propose that state-representations should be understood
in terms of the goals they subserve. To explore this hypothesis, we develop a formal framework for
describing goal-dependent state-representations and illustrate its application by inferring animals’
goals from empirically observed behavior in a well-studied odor-guided choice task.

2 Formal setting

We assume the setting of an observation-action cycle, i.e., an agent receiving an observation from its
environment and subsequently performing an action, then receiving a new observation and so on. We
denote by O and A the set of possible observations and actions, respectively. An experience sequence,
or experience for short, is a finite sequence of observation-action pairs: h = o1, a1, o2, a2, ..., on, an.
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For every non-negative integer, n ≥ 0, we denote by Hn ≡ (O ×A)n the set of all experiences of
length n. The collection of all finite experiences is denoted by H = ∪∞

n=1Hn. In non-deterministic
settings, it will be useful to consider distributions over experiences rather than individual experiences
themselves and we denote the set of all probability distributions over finite experiences by ∆(H).
Following Bowling et al. [4], we define a goal as a binary preference relation over experience
distributions. For any pair of experience distributions, A,B ∈ ∆(H), we write A ⪰g B to indicate
that experience distribution A is weakly preferred by the agent over B (i.e., that A is at least as
desirable as B) with respect to goal g. When A ⪰g B and B ⪰g A both hold, A and B are equally
preferred with respect to g, denoted as A ∼g B. We observe that ∼g is an equivalence relation, i.e.,
it satisfies the following properties:

• Reflexivity: A ∼g A for all A ∈ ∆(H).

• Symmetry: A ∼g B implies B ∼g A for all A,B ∈ ∆(H).

• Transitivity: if A ∼g B and B ∼g C then A ∼g C for all A,B,C ∈ ∆(H).

Therefore, every goal induces a partition of ∆(H) into disjoint sets of equally desirable experience
distributions. For goal g, we define the goal-induced state representation, Sg, as the partition of
experience distributions into equivalence classes it induces:

Sg = ∆(H)/ ∼g . (1)

In other words, each state represents a generalization over all equally desirable experience distribu-
tions. This definition captures the intuition that agents need not distinguish between experiences
that are equivalent with respect to their goal. Furthermore, since different states are, by definition,
non-equivalent with respect to ⪰g, the goal also determines whether a transition between any two
states brings the agent in closer alignment to, or further away from its goal.

3 Results: goal inference in an odor-guided choice task

We illustrate our proposed framework by inferring goal alignment from empirical behavior in a
well-studied odor-guided choice task [18]. Briefly, rats were trained to sample an odor at a central
odor port, before responding by nose-poking in one of two fluid wells. The odor stimulus provided a
cue for which of two wells would be associated with delivery of a certain amount of sucrose liquid.
Two of the odors signalled “forced choice” trials, one indicating that the liquid will be available
in the left well, and one indicating the right well. A third odor—“free choice”—indicated liquid
availability in either well. After liquid delivery, or choice of a non-indicated well, the rat waited for a
cue indicating the start of the next trial. Importantly, if a “valid” well was chosen on any trial (i.e., the
indicated well on forced-choice trials, or either well on free-choice trials), the delay to and amount of
liquid was determined by the side of the well, not the odor. Unsignaled to the animal, in each block
of the task, one well delivered either at a shorter delay or a larger amount than the other well; amount
and delay contingencies changed between blocks during a session. We denote the set of possible
observations and actions in the task as follows:

O = {Left Odor, Right Odor, Free Odor,
Long Delay, Short Delay, Small Amount, Big Amount},

A = {Right Poke, Left Poke, Wait for Cue}.

We define an experience for this task as a sequence of trials, each consisting of an observation-action
pair, for example:

h = LO,LP,LD,WC,FO,RP, SD,WC, ...

where elements of O and A are denoted by their initials. For simplicity, we consider a simple
parameterized family of goals, defined as the weighted sum of the differences between the number of
right vs. left nose pokes, short vs. long delays, and big vs. small amounts, appearing in an individual
experience:

gβ(h) = β1(N
h
BA −Nh

SA) + β2(N
h
SD −Nh

LD) + β3(N
h
RP −Nh

LP ), (2)

where Nh
BA, N

h
SA, N

h
SD and Nh

LD denote the number of of Big Amount, Small Amount, Short Delay
and Long Delay observations, respectively, and Nh

RP and Nh
LP denote the number of Right Poke
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and Left Poke actions, respectively, in experience h. The parameters β1β2, and β3, determine the
relative weight of the corresponding difference between action or observation counts in determining
the animal’s goal. While our formalism is general with respect to the form of the goal, this particular
goal family allows us to monitor preference for earlier rewards, larger rewards, and side biases – all
characteristics of animal behavior in this task. For an empirical experience h = o1, a1, ..., on, an
consisting of n trials, we define the corresponding state-trajectory as the sequence of states {Sβ

t }nt=1

where Sβ
t consists of all t-trial histories that are gβ-equivalent to the first t trials of h:

Sβ
t = {h′ ∈ Ht : gβ(h

′) = gβ(o1, a1, ..., ot, at)}. (3)

Given a goal, gβ , and an empirical experience, h, we quantify the alignment between h and gβ using
the following Goal Alignment Coefficient (GAC):

GACβ(h) = gβ(h)/n. (4)

For a given experience, h, the GAC measures the average increase in the goal value (Eq.2) for each
trial in h. We used the GAC, to estimate the parameters β∗ that maximize the alignment between a
given empirical set of histories {hj}Nj=1 and the goal gβ∗ , subject to a regularization constraint on β:

β∗ = argmax
β

N∑
j=1

GACβ(hj) s.t ∥β∥2 = 1, (5)

where we impose the regularization constraint ∥β∥2 =
∑3

i=1 β
2
i = 1 on the weight parameters to fix

the scale of gβ . In other words, given the empirical experience histories of an individual animal, and a
class of β-parameterized goals, we estimated the parameter values, β∗ such that the animal’s behavior
is maximally aligned with the goal gβ∗ . The β∗ values for all animals are plotted in Fig.1 (orange
histograms). As a baseline for comparison, we also plotted β∗ values for simulated animals using the
same odor observations and liquid-outcome contingencies as the empirical data but with randomly
selected left or right action choices (blue histograms). This analysis revealed that goals fit to the
empirical behavior had significantly larger weights on the difference between the number of short vs.
long delays and big vs. small liquid amounts compared to goals fitted to simulated random behavior.
Next, we plotted the value of gβ for the state trajectories defined by cumulative trial sequences of the
empirical and simulated histories (Fig.2 top, orange and blue lines respectively). We compared the
trajectories obtained using the optimized weights, β∗, (left) with those obtained using random weights
sampled from a unit normal distribution, β ∼ N (0, 1), (right). We also plotted the GACs for the
empirical and simulated animals (Fig.2 bottom, orange and blue histograms), comparing optimized
(left) and random (right) weights. Weight optimization significantly increased the goal-alignment
for the empirical but not for the simulated animals, demonstrating the sensitivity of the GAC as as
general-purpose measure of goal-directed behavior.

4 Discussion

4.1 Relation to previous work

The need for a formal theory of learning in cognitive systems that centers on agent’s goals has recently
been called into attention [16]. The current work provides a step in this direction, based on the
definition of states as equivalence classes over experience sequences with respect to goals. While the
notion of states as equivalence classes is not new [15], we suggest that goals, defined as preference
relations over experience sequences [4], provide an natural epistemic foundation for constructing
state representations in cognitive systems by generalizing over goal-equivalent experiences. Our
approach differs from previous theoretical accounts of goal-directed state abstraction in important
ways. First, while previous accounts typically assume a pre-given “ground" state representation and
reward function and describe how various generalizations across these facilitate planning and decision-
making in certain contexts (see [14] for a review), our approach does not assume any a-priori state
representation or reward structure but rather posits that state representations are fully goal dependent.
Thus, whereas previous goal-conditioned reinforcement-learning models view goals as a subset of
future states that the agent wants to reach [11], our framework goes in the opposite direction by
starting with the goal and deriving the state-representation that best alligns with it. In some sense, our
approach “shifts the burden" from explaining state representations to explaining sensory-motor ones,
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Figure 1: Optimized weight parameters for liquid amount (left), delay duration (center) and
side choice (right) preferences. Optimized β values maximizing the goal-alignment coefficient of
empirical histories (orange) are significantly larger than those of simulated random actions yoked to
the observation histories of each animal (purple) for big vs. small amount and short vs. long delay
but not for right vs. left nose pokes. Solid lines show Gaussian kernel density distribution estimates.
Asterisks indicate significance levels (paired t-test, ∗p < 0.01; ∗∗p < 0.001).

Figure 2: State trajectories (top) and Goal Alignment Coefficients (bottom) for optimized
weights (left) and random weights (right). Top: State trajectories for optimized (A) and random
(B) β weights show the state, defined as the cumulative weighted sum gβ for individual animals
(ordinate) for different lengths of trial histories (abscissa). State trajectories for real animals (orange)
reach larger gβ(h) values than those of random simulated animals (blue). However, this is only true
when using β∗ (A), not with random values of β (B).Bottom: histograms of corresponding Goal
Alignment Coefficients (GACs) of all animals (real in orange, simulated in blue) for optimized (left)
and random (right) β weights. Optimized GACs for empirical trajectories were significantly larger
than for simulated ones (paired t-test, p < 10−4), but this is true only for optimized weights (C), not
for random weights (D).

as it assumes a pre-defined set of possible actions and observations available to the agent. However,
we argue that sensory-motor representations themselves may be similarly explained in terms of
underlying goals, as evinced by recent studies on “motivated perception" [3, 13] and goal-conditioned
action representations [9, 1]. Another potential challenge to our framework is that the definition
of goal-states as equivalence classes appears inconsistent with reports that human preference in
economic choices sometimes exhibit intransitively [22]. However, since decision making relies
on sampling from experience distributions, choice anomalies such as preference intransitiviy can
be explained in the current framework in terms of random sample deviations (see Supplementary
material for details). Ultimately, our framework provides a step towards a formal, epistemological
account of how, and why animals represent their environment in particular ways, and not others [21].
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5 Supplementary material

5.1 Learning with goal directed states

So far, we have only outlined a framework for deriving goal-directed state representations and
illustrated how it can be used to infer goals which best explain the observed behavior. It is natural to
ask how can an agent use these goal-derived representations to guide goal-directed behavior. For this,
we define a policy, π as a distribution over actions given the past experience sequence and current
observation:

π(ai|o1, a1, ..., oi). (6)

Analogously, we define an environment, e, as a distribution over observations given the past experience
sequence:

e(oi|o1, a1, ..., ai−1). (7)

The distribution over experience sequences can be factored, using the chain rule, as follows:

Pπ(o1, a1, ..., on, an) = P (o1, a1, ..., on, an|e, π) =
n∏

i=1

e(oi|o1, a1, ..., ai−1)π(ai|o1, a1, ..., oi).

(8)
Our definition of states as goal-induced equivalence classes can now be extended to equivalence
between policy-induced experience distributions as follows:

π1 ∼g π2 ⇐⇒ Pπ1
∼g Pπ2

. (9)

Typically, the environment is assumed to be fixed, and hence not explicitly parameterized in Pπ(h)
above, and the question we are interested in is: how can an agent learn an efficient policy for
achieving its goal? In the current framework, we interpret this question as how can an agent increase
the likelihood that its policy will generate experiences that belong to a certain goal state Si. In other
words, assuming the agent follows a policy π, and experiences a sample of N sequences, h1, ..., hN ,
we would like to know how can the agent modify its policy such that the empirical distribution of
these samples belongs to a certain goal-state Si. Denoting the empirical distribution of sequences
by P̂π, i.e., P̂π(h) =

|{i:hi=h}|
N , the answer to this question is given, in the asymptotic limit, by the

following result from the theory of large-deviations known as Sanov’s theorem:

lim
N→∞

1

N
logP (N)

π (P̂π ∈ Si) = −DKL(P
⋆||Pπ), (10)

where,
P ⋆
i ≡ arg min

P∈Si

DKL(P ||Pπ), (11)

is the information projection of Pπ onto Si, i.e., the distribution in Si which is closest (in the KL
sense) to Pπ [5]. In other words, the probability that experience sequences sampled from Pπ will
belong to a particular goal-state Si is determined by the KL-divergence between the information
projection of Pπ onto Si and Pπ itself. Assuming now the agent follows a policy πθ, parameterized
by some θ, the following goal-directed gradient method can be used to update the policy πθ to one
that is more likely to generate experience sequences leading the agent to the goal-state Si:

θt+1 = θt − η∇θDKL(P
⋆
i ||Pπθ

). (12)

5.1.1 Illustrative example - probability matching in the two-armed bandit

To illustrate our proposed learning algorithm, we compute the goal-directed policy gradient for a
fully-tractable bandit learning problem and show that, in this simple case, minimizing goal-distance
yields a commonly reported empirical choice strategy known as probability-matching. We consider a
two-armed bandit in which the set of actions is defined as of choosing a left (L) or right (R) lever and
the observations are winning (1) or losing (0):

A = {L,R}, O = {1, 0}. (13)

The policy, πθ, is parameterized by the probability of choosing action L:

πθ(L) = θ, πθ(R) = 1− θ. (14)
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The environment e is specified by the probabilities of winning when choosing L or R, denoted pL
and pR, respectively:

e(1|L) = pL, e(0|L) = 1− pL; e(1|R) = pR, e(0|R) = 1− pR. (15)

The likelihood that an experience sequence, h, will be generated by the policy induced distribution
Pπθ

can be expressed as:

Pπθ
(h) = θN

h
L(1− θ)N

h
Rp

Nh
L,1

L (1− pL)
Nh

L−Nh
L,1p

Nh
R,1

R (1− pR)
Nh

R−Nh
R,1 , (16)

where Nh
L, N

h
R are the number of times the agents selected the L and R actions, respectively, and

Nh
L,1, N

h
R,1 are the number of “win" observations following L and R choices, respectively. For

simplicity, we assume that the agents goal is to maximize the expected number of wins, so that two
policies are equivalent if and only if the expected number of wins obtained by following both is equal:

πθ1 ∼g πθ2 ⇐⇒ EPπθ1
(h)

(1hi=1) = EPπθ2
(h)(1hi=1), (17)

where 1hi=1 denotes an indicator function which is one if the ith observation in h is 1 and zero
otherwise. Thus, for every i = 1, ..., Nh

L +Nh
R, the goal-state Si is defined as:

Si = {P (h) : s.t. EP (h)(1hi=1) = j}, (18)

and the “goal-distance" between Pπθ
and Si is given by:

DKL(Si||Pπθ
) = min

P∈Si

DKL(P ||Pπθ
) =

∑
h

P ⋆
j (h) log

P ⋆
j (h)

Pπθ
(h)

, (19)

where P ⋆
j (h) is the distribution in Sj closest to Pπ(h) in the KL sense, as defined in Eq.11 above.

Using Eq.16 we can now compute the goal-distance gradient to obtain:

∇θDKL(Si||Pπθ
) =

∑
h P

⋆
j (h)N

h
R

1− θ
−

∑
h P

⋆
j (h)N

h
L

θ
, (20)

giving the optimal policy parameter:

θ∗ = EP⋆
j (h)(

Nh
L

Nh
L +Nh

R

). (21)

In words, the policy maximizing the likelihood of reaching goal-state Si, is one matching the expected
choice probability of P ⋆

j (h). Interestingly, such “probability-matching" strategies have been reported
in empirical choice behavior in iterated binary choice tasks [8].

5.2 The flow of experience - transition sensitive goals

So far, we only considered goals that are sensitive to individual action or observation counts within
experience sequences. Indeed, standard reinforcement learning algorithms can be seen as special cases
of our framework under a goal of maximizing a (possibly discounted) count of particular observations
defined a-priori as rewarding. Real biological agents however, typically pursue more ecological
and complex goals, reflecting preferences over higher-order statistics of experience sequences. For
example, people engaged in activities such as sports, meditation, artistic creation, game playing or
other challenging tasks, often describe the goal of such pursuits as entering a state of “flow”[6], i.e.,
certain patterns of experience which cannot be reduced to singular actions or outcomes. To explore
the potential of our framework, we consider a class of goals defined by maximizing a weighted sum
over the number of different possible observation-action and action-observation transitions:

gα,β(h) =

|O|∑
i=1

|A|∑
j=1

(Nh
ijαij +Mh

jiβji), (22)

where Nh
ij denotes the number of transitions between observation ot = i and action at+1 = j,

and Mh
ji the number of transitions between action at−1 = j and observation ot = i, in a given

experience sequence h = o1, a1, ..., on, an. Under this goal, experience sequences sharing the
same empirical transition frequencies will be deemed equivalent by the agent, with the αij and βji
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parameters determining the relative weight of different action-observation or observation-action
transition, respectively. To make this concrete, we consider a setting where observations depend
only on the immediately preceding actions and actions depend only on the immediately preceding
observations. The environment can thus be expressed as e(oi|o1, a1, ..., oi−1, ai−1) = e(oi|ai−1),
and the policy of the agent as π(ai|o1, a1, ..., oi) = π(ai|oi). The experience distribution induced by
the environment e and the policy π can be factorized in this case as:

Pπ(h) = e(o1)π(a1|o1)
n∏

i=2

e(oi|ai−1)π(ai|oi). (23)

This distribution can be parameterized using the switching probabilities eji ≡ e(ot = i|at−1 = j)
(with the initial observation distribution, ei = e(o1 = i)) and πij ≡ π(at = j|ot = i) for
i = 1, ..., |O| and j = 1, ..., |A|. Using this notation, we can express the log-probability of experience
h given policy π and environment e as:

logPπ(h) = log (e(o1)

|O|∏
i=1

|A|∏
j=1

π
Nh

ij

ij e
Mh

ji

ji ) =

log e(o1) +

|O|∑
i=1

|A|∑
j=1

(Nh
ij log(πij) +Mh

ji log(eji)).

Assuming sufficiently long sequences, Nh
ij ≈ n

2πij and Mh
ji ≈ n

2 eji, the goal gα,β(h) can be
approximated by:

gα,β(h) ≈
n

2

|O|∑
i=1

|A|∑
j=1

(πijαij + ejiβji) = −n

2
(H(π, πα) +H(e, eβ))

where we define the distributions πα and eβ as:

πα(at = j|ot−1 = i) = exp(αij),

and
eβ(ot = i|at−1 = j) = exp(βji),

with the following normalization constraints on αij and βji:

|A|∑
j=1

exp(αkj) =

|O|∑
i=1

exp(βli) = 1, for k = 1, ..., |O| and l = 1, ..., |A|.

Thus, for a fixed environment, maximizing goal gα,β(h) corresponds to minimizing the cross entropy
between the true policy π, and a reference one πα, induced by the observation-action transition weight
parameters αij . This goal therefore can be viewed as inducing a naturally emergent “information-
cost" over policies, extending previous approaches for explaining goal-directed learning in terms of
internal complexity costs [2]. Furthermore, by considering goals that are sensitive to higher-order
transition statistics, the current approach can be used to uncover preferences over certain flows of
experience (action-observation subsequences), beyond mere accumulation of externally-determined
“rewarding" outcomes.
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