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1. Introduction1

Standardized benchmarks have driven significant2

progress in machine learning (ML) (Donoho, 2024;3

Deng et al., 2009). Benchmarks establish clearly de-4

fined metrics for success, allow researchers to fairly5

compare methods, and facilitate reproducibility and6

open science. Despite this, benchmarking remains7

underdeveloped in ML for healthcare.8

Benchmarking in healthcare is hard for several9

reasons: (a) the lack of standardized schemas for10

sharing and processing data, which prohibit friction-11

less reproductions of published models over private12

health datasets; (b) ambiguity in how tasks and la-13

bels are defined, leading to irreproducible task defi-14

nitions across papers; and (c) the inability to mean-15

ingfully compare model performance across the frag-16

mented health data landscape Johnson et al. (2017);17

McDermott et al. (2021); Wang et al. (2020); Liao18

and Voldman (2023); Harutyunyan et al. (2019).19

To resolve these limitations, we propose the MEDS20

Decentralized, Extensible Validation (MEDS-DEV)21

benchmark, a distributed benchmarking framework22

that enables seamless reproduction of model results23

with conceptually identical task definitions across a24

diverse set of source datasets, including both public25

and private datasets. MEDS-DEV differs from tra-26

ditional benchmarks in a number of ways in order to27

be best suited to the ML4H ecosystem:28

Decentralized Evaluation By default in MEDS-29

DEV, data is not presumed to be shareable or pub-30

licly available, and as such model architectures1 will31

be evaluated on different datasets in a sparse, decen-32

tralized fashion driven by local collaborations and,33

eventually, larger competitions and curated efforts.34

Extensible Task Landscape Secondly, MEDS-35

DEV is designed to operate over a large number of36

community curated, clinically meaningful tasks that37

are consistently defined in a dataset-agnostic man-38

ner. This permits the benchmark to both expand39

to diverse clinical areas of interest and to cover a40

much more rigorously curated and refined set of tasks41

through community engagement.42

Rigorous, Comparable Validation Finally, by43

virtue of the MEDS standard and the seamless re-44

producibility it offers, MEDS-DEV can use identi-45

cal evaluation systems across submitted models and46

1. Note that MEDS-DEV primarily helps compare model ar-
chitectures and training recipes rather than pre-trained
models, given the lack of widespread data availability.

tasks, streamlining analysis of not only performance, 47

but fairness metrics, calibration, computational costs 48

of training and evaluation, dataset-size sensitivity, 49

and more. This offers a significantly expanded set of 50

analysis opportunities for models in the ML4H field. 51

While only a subset of these evaluation metrics are 52

currently implemented, all are clearly operationaliz- 53

able in the MEDS-DEV model and on the planned 54

future roadmap. 55

2. Method 56

Adding new results For a new task, model, and 57

dataset combination, the results can be submitted via 58

a pull request to the MEDS-DEV GitHub repository 59

in the form of a standardized MEDS-Evaluation re- 60

sults file. The pull request will be reviewed by the 61

maintainers of MEDS-DEV and the results incorpo- 62

rated into the leaderboard upon approval. 63

Adding new tasks MEDS-DEV prediction tasks 64

are defined through the ACES configuration sys- 65

tem (Xu et al., 2024). This library enables the expres- 66

sion of task predicates (e.g. phenotype and event def- 67

initions) and inclusion/exclusion criteria in a dataset- 68

agnostic way. To propose a new task in MEDS-DEV, 69

users submit a pull request to the GitHub repository 70

with an ACES configuration file and (optionally) any 71

dataset-specific mappings of ACES predicates in the 72

corresponding dataset configuration files. The pull 73

request should also contain a README describing 74

the task and its associated clinical utility. The com- 75

munity can comment on this pull request to suggest 76

changes to the task or to contest its clinical utility 77

before its final inclusion in MEDS-DEV. Note that 78

adding a new task to MEDS-DEV does not inher- 79

ently generate new model results for that task; in- 80

stead, the results can be added over time, reflecting 81

the sparse, decentralized nature of MEDS-DEV. We 82

hope that these clear, standardized and reproducible 83

task definitions is a valuable contribution to ML4H 84

given its current challenges with reproducing basic 85

concepts such as mortality (Johnson et al., 2017). 86

Adding new models For participation in MEDS- 87

DEV, a model must be runnable on any MEDS 88

dataset with its outputs conforming to the standard- 89

ized MEDS-Evaluation schema. Model description is 90

submitted via a pull request to the GitHub repository 91

along with any relevant metadata and usage instruc- 92

tions as required by the pull request template. 93
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Model
MIMIC-IV/Columbia
Long LOS ICU Mortality

Log. Reg. 0.752/0.677 0.754/0.509
LightGBM 0.783/0.757 0.798/0.661
MOTOR 0.804/0.735 0.854/0.727
CEHR-BERT 0.808/0.741 0.845/0.726
MEDS-Tab 0.811/0.761 0.830/0.785
GenHPF 0.779/0.662 0.790/0.633

Table 1: Proof of viability results (AUC-ROC). Re-
sults format: “MIMIC-IV”/“Columbia”.

Adding new datasets To support a MEDS-94

compatible dataset in MEDS-DEV, the contributor95

must define a predicate configuration file mapping96

dataset-specific features to task-specific concepts as97

defined by their ACES configuration files, document98

any limitations and incompatibilities (in terms of cen-99

soring, inclusion/exclusion criteria, and other poten-100

tial biases), and describe the access policy. As with101

other contributions, this information is submitted as102

a pull request to the MEDS-DEV GitHub repository.103

3. Results104

MEDS-DEV is designed for extensibility and com-105

munity contribution; however, we have a number106

of existing, proof-of-viability results demonstrating107

this style of benchmarking, with reproducibility as108

a first class citizen. In particular, MEDS-compliant109

datasets for use in MEDS-DEV have already been110

curated for a number of public and private datasets,111

including (public) MIMIC-IV (Johnson et al., 2023),112

eICU (Pollard et al., 2018), AUMCdb (Thoral et al.,113

2021), EHRShot (Wornow et al., 2023), (private)114

Stanford data, Columbia data, and cohort-specific115

datasets from Toronto, Copenhagen, and Mass Gen-116

eral Brigham, with further datasets still under con-117

struction. In addition, MEDS-complaint versions118

of various published model architectures, such as119

MOTOR (Steinberg et al., 2023), CLMBR (Stein-120

berg et al., 2021), EBCL (Jeong et al., 2024),121

GenHPF (Hur et al., 2023), CEHR-BERT (Pang122

et al., 2021), and MEDS-Tab (Oufattole et al., 2024)123

already in use, with further models actively being124

converted for inclusion, such as ETHOS (Renc et al.,125

2024), ESGPT (McDermott et al., 2023), CORE-126

BEHRT (Odgaard et al., 2024) and more.127

For all of these models and datasets, MEDS-DEV 128

contains a preliminary collection of 12 tasks across 129

different clinical areas and challenges. MEDS-DEV 130

is designed for the set of examined tasks to grow and 131

change over time through community contribution, 132

and we have already seen some of the most exten- 133

sive and involved community discussions on the mer- 134

its of different task inclusion/exclusion criteria in the 135

GitHub Issues for MEDS-DEV that most authors in 136

this project have encountered professionally to date. 137

To demonstrate the viability of transporting these 138

models across public and private datasets, we show 139

a subset of preliminary model results from MEDS- 140

DEV in Table 1. This table shows comparison of 141

newly trained models across 6 different model ar- 142

chitectures from 4 different author groups across a 143

public and private dataset (MIMIC-IV and a subset 144

of Columbia data, respectively), demonstrating that 145

these models can be reliably reproduced across sites 146

via the MEDS and MEDS-DEV frameworks. Note 147

that these results are preliminary—and in particular 148

the Columbia data used is only a 10K patient sub- 149

set of their entire cohort—but they nevertheless es- 150

tablish the viability of the MEDS-DEV system, thus 151

motivating its presentation as a demonstration to the 152

ML4H community to help encourage this new, signifi- 153

cantly more reproducible style of learning in our field. 154

4. Discussion 155

MEDS-DEV represents a first step towards building a 156

standardized benchmarking infrastructure for health- 157

care research. It addresses the three main limitations 158

of prior benchmarks: data standardization, task def- 159

inition consistency, and multi-institution participa- 160

tion. As shown in Section 3, MEDS-DEV enabled 161

us, for the first time, to quickly evaluate four state-of- 162

the-art EHR foundation models across multiple insti- 163

tutions on a common set of tasks. As health systems 164

begin to deploy models into the clinic, benchmarking 165

efforts such as MEDS-DEV will serve an increasingly 166

important role in validating models and help acceler- 167

ate the development of ML methods for EHR data. 168

With several dozen members already in the MEDS- 169

DEV community, we are excited to build upon this 170

momentum and present MEDS-DEV to the broader 171

ML4H audience. We invite anyone who resonates 172

with our vision for more rigorous, reproducible sci- 173

ence to join the MEDS-DEV community and con- 174

tribute models, datasets, and tasks here: https: 175

//github.com/mmcdermott/MEDS-DEV. 176
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