
SmartBench: Is Your LLM Truly a Good Chinese Smartphone Assistant?

Anonymous ACL submission

Abstract001

Large Language Models (LLMs) have become002
integral to daily life, especially advancing as003
intelligent assistants through on-device deploy-004
ment on smartphones. However, existing LLM005
evaluation benchmarks predominantly focus on006
objective tasks like mathematics and coding in007
English, which do not necessarily reflect the008
practical use cases of on-device LLMs in real-009
world mobile scenarios, especially for Chinese010
users. To address these gaps, we introduce011
SmartBench, the first benchmark designed to012
evaluate the capabilities of on-device LLMs in013
Chinese mobile contexts. We analyze function-014
alities provided by representative smartphone015
manufacturers and divide them into five cate-016
gories: text summarization, text Q&A, infor-017
mation extraction, content creation, and noti-018
fication management, further detailed into 20019
specific tasks. For each task, we construct high-020
quality datasets comprising 50 to 200 question-021
answer pairs that reflect everyday mobile inter-022
actions, and we develop automated evaluation023
criteria tailored for these tasks. We conduct024
comprehensive evaluations of on-device LLMs025
and MLLMs using SmartBench and also assess026
their performance after quantized deployment027
on real smartphone NPUs. Our contributions028
provide a standardized framework for evalu-029
ating on-device LLMs in Chinese, promoting030
further development and optimization in this031
critical area. Code and data will be available.032

1 Introduction033

Large Language Models (LLMs) have significantly034

transformed everyday life in recent years by serv-035

ing as intelligent, context-aware assistants (Ope-036

nAI., 2024; Team et al., 2024; Anthropic, 2023;037

Anil et al., 2023; Lu et al., 2024a; Jiang et al., 2024;038

Abdin et al., 2024; Guo et al., 2025). To further039

enhance the capabilities of LLMs in serving human040

needs, various academic research and engineering041

efforts have focused on deploying smaller LLMs042

on edge devices, such as smartphones (Xue et al.,043

2024; Yao et al., 2024; Chu et al., 2023, 2024; Lu 044

et al., 2024b). As companions in our daily lives, 045

smartphones serve as crucial platforms for people 046

to experience the capabilities of on-device LLMs. 047

The local deployment of LLMs on end-side smart- 048

phones eliminates the need for a network connec- 049

tion, which not only broadens the scope of possible 050

application scenarios but also enhances user pri- 051

vacy by keeping sensitive data processing on the 052

device (Qu et al., 2024; Ding et al., 2024). 053

The current trend in smartphone technology 054

shows that major manufacturers are increasingly 055

adopting on-device LLMs (Ashkboos et al., 2024), 056

integrating advanced AI capabilities into their 057

devices. Industry leaders such as Apple with 058

OpenELM (Mehta et al., 2024), HUAWEI’s Pangu 059

E (Zeng et al., 2021), Xiaomi’s MiLM (Xi- 060

aomiTime, 2024), and vivo’s BlueLM-3B (Lu et al., 061

2024b) have demonstrated significant progress in 062

this domain. These on-device LLMs support vari- 063

ous real-time tasks (Wu et al., 2024), offering users 064

seamless and responsive AI-powered mobile inter- 065

actions (Xu et al., 2024). 066

However, we find that there are still notable 067

gaps in the comprehensive evaluations for assess- 068

ing the capabilities of on-device LLMs deployed 069

on smartphones. Traditional LLM evaluations are 070

typically categorized into two dimensions, i.e., ob- 071

jective tasks and subjective tasks. Objective tasks 072

primarily focus on the assessment of knowledge, 073

encompassing areas such as mathematical profi- 074

ciency with benchmarks like GSM8K (Cobbe et al., 075

2021) and MATH (Hendrycks et al., 2021), coding 076

competence evaluated through HumanEval (Chen 077

et al., 2021), and multitask accuracy measured by 078

MMLU (Hendrycks et al., 2020). Subjective tasks 079

typically evaluate the model’s ability to generate 080

coherent, contextually appropriate, and human-like 081

responses. These tasks often consider the model’s 082

creativity, fluency, adaptability to nuanced instruc- 083

tions, and alignment with user intent. Subjective 084
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Table 1: We analyze the on-device LLM features currently released on mobile phones by major manufacturers,
dividing them into 5 major categories with 20 tasks. Based on this, we propose SmartBench, the first (Chinese)
benchmark for assessing the capabilities of on-device LLMs in mobile scenarios.

evaluation datasets are often derived from user-085

constructed scenarios (Liu et al., 2023), curated086

human-chatbot conversations (Lin et al., 2024), and087

filtered interactions from platforms like Chatbot088

Arena (Li et al., 2024a,b). For on-device smart-089

phone applications, the evaluation predominantly090

emphasizes subjective capabilities. Through our in-091

vestigation, we identify the following critical gaps092

in existing subjective evaluation benchmarks:093

1) The scenario gap: Current benchmarks em-094

phasize tasks like mathematics and coding (Li et al.,095

2023; Lin et al., 2024; Li et al., 2024b), which are096

rarely handled by on-device LLMs in practical ap-097

plications. Instead, on-device LLMs place greater098

emphasis on lightweight tasks such as text refine-099

ment, and notification processing.100

2) The language gap: Mobile users who speak101

different languages often have varying living en-102

vironments and language habits. Currently, most103

evaluation protocols for subjective tasks are all in104

English. As a market with over 1 billion smart-105

phone users (Statista, 2025), it is crucial to have106

an evaluation benchmark for LLMs deployed on107

Chinese-oriented smartphones.108

To tackle these gaps, in this paper, starting from109

a functional investigation of on-device LLMs, we110

construct SmartBench, the first (Chinese) bench-111

mark for evaluating the capabilities of on-device112

LLMs in mobile scenarios. Specifically, we ana-113

lyze the on-device LLM functionalities provided114

by Apple, HUAWEI, OPPO, vivo, Xiaomi, and115

HONOR (up to December 2024), dividing them116

into five categories: text summarization, text Q&A,117

information extraction, content creation, and no-118

tification management. Building on these func-119

tionalities, we further refine the 5 categories into120

20 tasks, as outlined in Tab. 1. To evaluate each121

task, we construct 50 to 200 question-answer (QA)122

pairs per task that reflect everyday life scenarios123

by screening open-source datasets and generating124

additional pairs using manual collection or LLMs,125

resulting in a total of 2973 QA pairs. Evaluations126

of subjective tasks are commonly conducted us-127

ing the LLM-as-a-Judge paradigm (Zheng et al.,128

2023). In SmartBench, we develop detailed au- 129

tomated evaluation criteria for each category/task. 130

We further conduct comprehensive evaluations of 131

multiple on-device LLMs and MLLMs on Smart- 132

Bench and assess their performance after quantized 133

deployment on the NPU of real smartphones. 134

Our contributions are summarized as follows: 135

1) We investigate the on-device LLM features 136

offered by representative smartphone manufactur- 137

ers, organizing them into 5 categories comprising 138

20 tasks. We then introduce SmartBench, the first 139

Chinese benchmark designed to evaluate the ca- 140

pabilities of on-device LLMs in mobile scenarios, 141

featuring 2973 QA pairs. 142

2) For each task, we construct high-quality text 143

QA pairs tailored to mobile usage scenarios by 144

screening open-source datasets, manually collect- 145

ing data, and synthesizing data using LLMs. Addi- 146

tionally, we develop high-quality automated evalu- 147

ation methods for each category/task. 148

3) We evaluate the performance of representa- 149

tive end-side LLMs/MLLMs using SmartBench. 150

Additionally, we assess the accuracy of quantized 151

models running on real smartphone NPUs, which 152

offers greater practical value. 153

2 Related Works 154

2.1 Large Language Models on Edge Devices 155

The deployment of LLMs on edge devices has 156

garnered significant attention in recent years. In 157

the academic community, there are currently nu- 158

merous open-source LLMs and MLLMs, such as 159

Qwen2.5 3B (Yang et al., 2024b), InternVL 2.5 160

4B (Chen et al., 2024), and MiniCPM 3.0 4B (Hu 161

et al., 2024a). Most of these models have between 162

3B and 4B parameters, making them well-suited for 163

deployment on edge devices with limited computa- 164

tional capabilities. Besides, major smartphone man- 165

ufacturers have also introduced their own LLMs, 166

including Gemini Nano by Google, BlueLM by 167

vivo, Magic LM by HONOR, OpenELM by Apple, 168

and MiLM by Xiaomi (Wu et al., 2024). These 169

advancements pave the way for more efficient and 170
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Figure 1: Overview of SmartBench, including data curation, data composition, and LLM-as-a-Judge evaluation.

powerful AI applications on edge devices.171

2.2 Benchmarks for Realworld Assistance172

How to comprehensively evaluate LLMs has long173

been a widely researched topic (Chang et al., 2024).174

The vast majority of benchmarks are designed to175

assess the knowledge capabilities of these mod-176

els, including general knowledge (Hendrycks et al.,177

2020; Wang et al., 2024c; Clark et al., 2018), math-178

ematics and science knowledge (Cobbe et al., 2021;179

Hendrycks et al., 2021; Rein et al., 2023), and cod-180

ing ability (Austin et al., 2021; Chen et al., 2021),181

etc. Recently, there have been new datasets intro-182

duced to test the ability of models to handle real183

users’ questions in the wild (Liu et al., 2023; Lin184

et al., 2024). These datasets often consist of subjec-185

tive questions that focus on the creativity and ability186

of models to follow instructions in real-world us-187

age scenarios (Li et al., 2024b,a, 2023), providing188

a more direct reflection of user comfort and satis-189

faction during real-world usage. SmartBench is the190

first benchmark designed to evaluate the practical191

functionalities of LLMs deployed on smartphones.192

2.3 Chinese LLM Benchmarks193

With the rapid development of Chinese LLMs (Sun194

et al., 2021; Team, 2023; Guo et al., 2025), spe-195

cialized evaluation benchmarks have been estab-196

lished to assess their performance in understand-197

ing and generating content within a Chinese con-198

text. Prominent Chinese LLM benchmarks include199

CMRC (Cui et al., 2019), CLUE (Xu et al., 2020),200

SuperCLUE (Xu et al., 2023), and C-Eval (Huang201

et al., 2023), etc. Additionally, there are datasets202

like AlignBench (Liu et al., 2023) designed for203

evaluating subjective tasks in Chinese. However,204

SmartBench distinguishes itself by focusing specif-205

ically on everyday mobile scenarios, offering a206

unique perspective on the practical functionalities207

of on-device LLMs in real-life smartphone usage.208

2.4 LLM Agent on Smartphones 209

There is another type of task on mobile phones 210

that helps solve real-world tasks, called mobile 211

agents (Wang et al., 2024a; Zhang et al., 2023a; 212

Chai et al., 2024; Rawles et al., 2024). These tasks 213

often involve executing multi-step commands on 214

the phone based on user instructions (Zhang et al., 215

2024). In contrast, Smartbench focuses on the func- 216

tionality of on-device LLMs for handling common 217

daily tasks in a single step, without planning action 218

trajectories or calling external APIs. 219

3 SmartBench 220

In this section, we present a detailed description of 221

the proposed SmartBench benchmark, specifically 222

focusing on the scenario of smartphone deploy- 223

ment. We cover the data composition (Sec. 3.1), 224

data sources (Sec. 3.2), filtering criteria (Sec. 3.3), 225

and evaluation protocol (Sec. 3.4) used in the con- 226

struction of the benchmark. The overview of Smart- 227

Bench is illustrated in Fig. 1. 228

3.1 Data Composition 229

We divide the on-device LLM features released 230

by representative smartphone manufacturers into 5 231

categories, encompassing a total of 20 tasks. 232

1) Text Summarization: This category is fo- 233

cused on providing a concise summary of the text 234

in one sentence and listing key information in bul- 235

let points. The benefit of this function is that it 236

allows users to quickly grasp the main ideas and 237

essential details without needing to read through 238

lengthy content. We categorize the content into 239

four scenarios. Document summarization primarily 240

targets emails, scientific knowledge, and news re- 241

ports. Call summarization focuses on conversations 242

between two people. Recording summarization 243

focuses on recordings that have significant back- 244

ground noise. Meeting summarization specifically 245

refers to the summarization of meetings. 246
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Figure 2: Data composition comparison between AlignBench (Liu et al., 2023), AitZ (Zhang et al., 2024) and Smart-
Bench. AlignBench (zh) is a general benchmark designed for Chinese scenarios, and AitZ (en) is a mobile agent
benchmark. SmartBench (zh) is specifically designed for evaluating end-side LLM functionality on smartphones.

Category Count Input Target

Text Summarization 550 1890 244

Content Creation 1377 210 143

Text Q&A 495 930 115

Information Extraction 362 682 74

Notification Management 189 376 101

Table 2: We present the number of QA pairs for each
category in SmartBench. For each category, we also
provide the average input (query) length and the average
target (reference answer) length of all QA pairs.

2) Content Creation: This category highlights247

the functionality of creating content on mobile de-248

vices, enabling users to effortlessly share their cre-249

ations on social media platforms such as Weibo,250

WeChat Moments, and RedNote (Xiaohongshu).251

With the widespread use of smartphones, mobile252

content creation has become increasingly accessi-253

ble and convenient. We focus on the commonly uti-254

lized functions for content creation, i.e., polishing,255

continuation, abbreviation, expansion, (automatic)256

creation, formatting, and correction. Additionally,257

on-device LLMs are employed to refine users’ mes-258

sage replies; therefore, we also incorporate tests259

for the instant reply functionality.260

3) Text Q&A: This feature allows users to261

quickly obtain information or answer questions262

through simple text inputs. We categorize it into263

three scenarios: Document Q&A, where a specific264

document is provided and questions are answered265

based on it; Retrieval Q&A, where answers are266

summarized based on multiple relevant retrieval267

contents and questions; and Personal Q&A, where268

information from synthesized personal records269

(such as memos or personal notes) is used.270

4) Information Extraction: This category in-271

volves automatically identifying and extracting spe-272

cific data from text inputs, such as names, dates,273

addresses, or other relevant information. The infor-274

mation extraction functionality on mobile phones275

is primarily divided into three aspects: Entity Ex-276

Message Summarization Query
月亮上的海：我家布偶超级爱掉毛，尤其是换季的时候，
简直就是行走的蒲公英！😭 你们有什么好办法吗？在
线等，挺急的！

月亮上的海：试过好多种猫粮了，感觉效果都不太明显，
每天都得吸好多毛，心累...😩

Reference
月亮上的海：
很发愁布偶猫掉毛严重的问题，想寻求解决办法。

Figure 3: Example of the Message Summarization task
in SmartBench (English translated version in Fig. 16).

traction, which involves identifying and extracting 277

specific entities from text, such as names, locations, 278

dates, etc.; Relation Extraction, which analyzes 279

and extracts relationships between entities, such 280

as “someone works at a certain company”; and 281

Event Extraction, which identifies specific events 282

and their related elements from text, such as time, 283

location, and participants. These functionalities 284

collectively contribute to intelligent applications, 285

such as automatic summarization, smart search, 286

and personalized recommendations. 287

5) Notification Management: Effective notifi- 288

cation management on smartphones is essential to 289

minimize distractions, enhance productivity, and 290

ensure timely access to important information. Cur- 291

rently, LLMs deployed on smartphones primarily 292

support two functions: Notification Sorting, which 293

organizes and prioritizes notifications based on de- 294

gree of urgency or chronological order; and Mes- 295

sage Summarization, which condenses lengthy no- 296

tifications or messages into concise summaries for 297

quick understanding. By intelligently sorting and 298

summarizing information, smartphones equipped 299

with such features can significantly improve effi- 300

ciency and reduce cognitive overload in our increas- 301

ingly connected world. 302

To facilitate a clear comparison between Smart- 303

Bench and other LLM benchmarks, we analyze 304

their data composition. For the Chinese bench- 305

mark, we compare with AlignBench (Liu et al., 306

2023), while we select AitZ (Zhang et al., 2024) 307
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评价维度：

1. 连贯性：检查续写部分是否自然地与前文衔接，保持一致的主题和情境，避免了突然转折或引入不相关信息。
2. 一致性：评估续写是否符合前文设定的风格、语气及人物特征，确保整个故事或论述的声音统一。
3. 创造性：在维持连贯性和一致性的基础上，考察续写是否展示了新颖的观点或是有趣的情节发展，而非仅仅

是简单重复已有的信息。
4. 语言质量：分析续写内容的语言表达是否清晰流畅，无语法、拼写或标点错误，使用了丰富的词汇以及良好

的句子结构来提高文章的可读性和吸引力。

评分标准：

1. 将AI助手生成的答案与参考答案进行比较，指出AI助手生成的答案有哪些不足，并进一步解释。
2. 从不同维度对AI助手生成的答案进行评价，在每个维度的评价之后，给每一个维度一个1～10的分数。
3. 最后，综合每个维度的评估，对AI助手生成的答案给出一个1～10的综合分数。
4. 你的打分需要尽可能严格，并且要遵守下面的评分规则：总的来说，AI助手的答案质量越高，则分数越高。

✓当AI助手的答案存在明显的逻辑断裂、严重偏离主题或包含大量无关信息时，总分必须是1到2分；
✓当AI助手的答案虽然没有严重偏离主题但质量较低，未能很好地延续前文的风格或情节时，总分为3到4分；
✓当AI助手的答案基本满足了连贯性和一致性要求，但在创造性和/或语言质量上表现较差，总分可以得5到6分；
✓当AI助手的答案质量与参考答案相近，在所有维度上表现良好，总分得7到8分；
✓只有当AI助手的答案质量显著超过参考答案，不仅完美地延续了前文，而且在创造性和语言质量方面表现出
色的情况下，才能得9到10分。

Figure 4: Evaluation Dimension & Scoring Standard for the text continuation task (English version in Fig. 17).

for the mobile agent benchmark, as illustrated in308

Fig. 2. As shown, AlignBench serves as a more gen-309

eral benchmark for evaluating Chinese LLMs, AitZ310

focuses more on automated operations on mobile311

devices, while SmartBench emphasizes common312

on-device LLM functionalities. Additionally, we313

provide the number of QA pairs for each category314

in SmartBench in Tab. 2, along with the average in-315

put (query) length and the average target (reference316

answer) length for each category. Furthermore, to317

better illustrate the essence of SmartBench for mo-318

bile scenarios, we offer an example of the Message319

Summarization task in Fig. 3.320

3.2 Data Source321

The data for SmartBench is primarily derived from322

three sources. 1) We screen open-source datasets323

to select QA pairs that align with smartphone ap-324

plication scenarios. 2) For datasets that provide325

contextual information but lack appropriate ques-326

tions and answers, we utilize advanced LLMs, e.g.,327

Qwen-Max (Yang et al., 2024a), Gemini Pro (Reid328

et al., 2024), to generate corresponding answers for329

each task. 3) For the lack of open-source data in cer-330

tain categories, we employ human collection and331

LLMs to generate QA pairs, followed by manual332

screening and editing to curate high-quality data.333

For Text Summarization, we primarily use con-334

tent from open-source datasets. For document335

data, we utilize the dataset from (Xu, 2019), which336

comprises a substantial Chinese corpus including337

content from Wikipedia, news reports, etc. For338

summarizing calls, recordings, and meetings, we339

draw data from Alimeeting4MUG (Zhang et al.,340

2023b), LCCC (Wang et al., 2020), VCSum (Wu341

et al., 2023), WenetSpeech (Zhang et al., 2022), etc. 342

Speech content is converted to text transcriptions 343

using speech-to-text converters in our benchmark, 344

and the reference summaries for the summarization 345

tasks are generated by Qwen-Max. 346

For Content Creation, we leverage QA pairs 347

from CSCD-NS (Hu et al., 2024b) for text correc- 348

tion. For other tasks, e.g., polishing, abbreviation, 349

expansion, etc, we manually collect and design ex- 350

amples, and then use Gemini Pro and Qwen-Max 351

to generate QA pairs tailored to meet the require- 352

ments of daily mobile usage scenarios. 353

For text Q&A, we select document Q&A pairs 354

from the CMRC (Cui et al., 2019) dataset. For 355

retrieval-based Q&A, the textual sources are from 356

DuReader 2.0 (He et al., 2017), and the answers 357

are generated by Qwen-Max. For personal Q&A, 358

we design human examples and construct QA pairs 359

(e.g., memos or personal notes) using Qwen-Max. 360

For Information Extraction, we source textual 361

data for entity extraction from MSRA (Levow, 362

2006), OntoNotes Release 4.0 (Weischedel et al., 363

2011), and Weibo (Peng and Dredze, 2016). We use 364

Qwen-Max to generate the corresponding answers. 365

For relation and event extraction, we manually col- 366

lect example data and generate textual information 367

using Gemini Pro, then produce the corresponding 368

answers with GPT-4 Turbo. 369

For Notification Management, we find that there 370

is currently no suitable open-source data available 371

for the smartphone platform. Therefore, we create 372

human-designed examples and then use Gemini 373

Pro to generate QA pairs for both notification sort- 374

ing and message summarization. 375
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Category Task GPT-4o BlueLM-3B InternVL2.5-4B MiniCPM3-4B Qwen2.5-3B Qwen2-VL-2B

Text
Summarization

Document Summ 7.05 7.56 6.89 7.40 7.21 4.37
Call Summ 7.03 7.22 5.43 6.88 6.35 3.48
Recording Summ 7.78 7.63 6.38 7.45 7.07 4.17
Meeting Summ 7.73 7.09 6.23 6.98 6.67 3.75

Text Q&A
Document Q&A 8.83 9.37 9.36 8.39 9.34 9.15
Retrieval Q&A 6.91 5.89 5.81 6.76 6.25 4.77
Personal Q&A 9.78 9.36 8.89 8.87 9.39 8.83

Content
Creation

Text Polishing 7.49 7.55 6.17 7.53 7.42 6.19
Text Continuation 7.63 7.45 6.89 7.52 7.72 5.96
Text Abbreviation 7.49 8.23 7.43 8.17 8.51 7.51
Text Expansion 8.42 7.44 8.04 8.74 8.07 6.04
Text Creation 7.55 6.93 6.16 6.89 6.68 5.26
Text Formatting 6.15 6.03 5.10 6.80 3.69 1.20
Instant Reply 7.62 6.70 5.90 6.28 6.44 3.14
Text Correction 7.03 3.69 2.46 3.24 2.38 1.17

Information
Extraction

Entity Extraction 8.36 7.82 8.13 7.58 6.35 5.00
Relation Extraction 3.54 5.55 3.58 4.15 3.54 3.04
Event Extraction 7.86 6.79 7.09 6.20 6.75 4.66

Notification
Management

Message Summ 7.24 7.45 7.29 8.08 7.86 5.90
Notification Sorting 5.97 4.78 4.19 4.85 4.51 2.14

AVG 7.37 7.03 6.37 6.94 6.61 4.79

Table 3: Evaluation results using GPT-4 Turbo (gpt-4-turbo-04-09) as the judge LLM. We compare BlueLM-3B,
InternVL2.5-4B, MiniCPM3-4B, Qwen2.5-3B, and Qwen2-VL-2B (on-device models) on the whole SmartBench
in BF16 precision with GPT-4o (on-cloud model) for reference. The scores assessed by Qwen-Max as the judge
LLM are also provided in Tab. 8 in the Appendix.

3.3 Data Screening376

After initially collecting all the data for each task,377

we implement a rigorous screening process involv-378

ing six domain experts with over five years of mo-379

bile AI experience. These specialists evaluate the380

dataset through dual-layer verification, primarily381

focusing on five core criteria: alignment with real-382

world smartphone interaction scenarios, detection383

of toxic or harmful information, identification of384

potential privacy leakage risks, flagging of socially385

controversial or polarizing topics, and comprehen-386

sive assessment of instruction-following capabili-387

ties of the reference answers.388

To be specific, we implement a five-point scoring389

system (1–5) for each criterion, where 1 = Unac-390

ceptable, 2 = Poor, 3 = Fair, 4 = Good, and 5 = Very391

Good. Human experts score each item across all392

criteria, and we retain only those with an average393

score of ≥ 3.5, reducing the original 30k dataset to394

roughly 3k high-quality entries. For items scoring395

between 3.5 and 4, we perform manual re-labeling396

to guarantee accuracy and alignment with human397

judgment. All items are further refined and sub-398

jected to dual-layer verification, ensuring rigorous399

quality control throughout the dataset.400

3.4 Evaluation Protocol401

Since subjective questions often lack an absolutely402

correct answer and involve multifaceted scoring403

dimensions, current subjective question evaluation404

datasets always adopt the “LLM-as-a-Judge” ap- 405

proach for assessment (Liu et al., 2023; Zheng et al., 406

2023; Li et al., 2024b). In SmartBench, we metic- 407

ulously design different LLM evaluation prompts 408

for each function category. For Content Creation, 409

Information Extraction, and Notification Manage- 410

ment, we especially design distinct scoring prompts 411

for each task. This targeted design makes the scor- 412

ing more aligned with human perceptions. 413

In SmartBench, each question is assigned a total 414

score of 10 points. For the evaluation prompt of 415

each task, in addition to providing reference an- 416

swers for each question, we also include detailed 417

scoring guidelines. We first outline the scoring di- 418

mensions; for example, in the text continuation task 419

(as in Fig. 4), we assess the answer’s coherence, 420

language quality, creativity, and consistency with 421

the original text. Next, we develop comprehensive 422

scoring standards for each dimension to ensure ac- 423

curate and consistent grading. The judge LLM first 424

assigns separate scores for each dimension and then 425

provides an overall aggregate score. Especially, for 426

the Text Correction task, which has clearly defined 427

correction answers, the evaluation criterion focuses 428

on the accuracy of the modifications made. 429

4 Experiment 430

In this section, a series of experiments are con- 431

ducted. We evaluate the performance of representa- 432

tive on-device LLMs and MLLMs on SmartBench 433
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Category Task BlueLM-3B Qwen2.5-3B
Precision BF16 INT4 Retention (%) BF16 INT4 Retention (%)

Text Summarization
Document Summ 7.22 4.98 68.92 6.89 4.44 64.52
Call Summ 7.00 6.77 96.73 6.86 6.29 91.67
Recording Summ 7.15 6.53 91.24 6.94 5.63 81.12
Meeting Summ 6.85 5.25 76.65 6.67 4.84 72.61

Text Q&A
Document Q&A 9.77 9.54 97.64 9.77 9.38 96.06
Retrieval Q&A 6.13 5.38 87.76 6.38 5.88 92.16
Personal Q&A 8.71 7.58 87.04 9.29 9.15 98.54

Content Creation

Text Polishing 7.57 7.18 94.81 7.54 7.07 93.84
Text Continuation 7.50 7.13 95.06 7.70 7.27 94.37
Text Abbreviation 7.81 7.06 90.50 8.23 7.27 88.33
Text Expansion 8.18 8.12 99.28 8.47 8.41 99.31
Text Creation 6.82 6.55 96.16 6.50 6.42 98.82
Text Formatting 6.10 5.67 92.97 4.33 3.99 91.97
Instant Reply 6.55 6.30 96.18 6.20 5.94 95.84
Text Correction 2.83 2.24 78.89 1.67 1.17 70.00

Information Extraction
Entity Extraction 7.15 7.05 98.49 6.13 6.08 99.06
Relation Extraction 5.73 5.01 87.48 4.64 3.62 78.06
Event Extraction 7.00 6.06 86.68 7.06 6.05 85.62

Notification Management Message Summ 7.92 7.80 98.48 8.00 7.88 98.50
Notification Sorting 5.13 4.83 94.14 4.90 4.74 96.71

AVG 6.96 6.35 91.31 6.71 6.08 90.58

Table 4: W4A16 evaluation results with 50 questions per task using GPT-4 Turbo as the judge LLM. We deploy
BlueLM-3B and Qwen2.5-3B on the NPU of the vivo iQOO 12 smartphone, which is equipped with the Snapdragon
8 Gen 3 SoC. The quantized models are able to maintain an average performance of around 90%.

(Sec. 4.1) and conduct human tests to assess the434

effectiveness of the LLM-as-a-Judge evaluation435

method (Sec. 4.3). To better align with practical436

on-device deployment, we also analyze the model437

performance after quantized inference on the NPU438

in actual smartphones (Sec. 4.2).439

4.1 BF16 Precision Evaluation440

In this subsection, we evaluate representative on-441

device LLMs/MLLMs on SmartBench (BF16 pa-442

rameter precision). We select BlueLM-3B (Lu443

et al., 2024b), InternVL2.5-4B (Chen et al., 2024),444

MiniCPM3-4B (Hu et al., 2024a), Qwen2.5-445

3B (Yang et al., 2024b), and Qwen2-VL-2B (Wang446

et al., 2024b). GPT-4 Turbo (gpt-4-turbo-04-09)447

is utilized as the judge LLM. We also provide the448

scores of GPT-4o to compare on-cloud models with449

on-device models. The results are summarized in450

Tab. 3, where BlueLM-3B achieves the highest av-451

erage score among on-device models. Additionally,452

we can observe the following trends from the table:453

1) For common text-based tasks on mobile454

devices, such as summarization and question-455

answering, existing on-device models have shown456

satisfactory performance. However, when dealing457

with tasks that require more rigorous logical reason-458

ing, such as Text Correction, Relation Extraction,459

and Notification Sorting, the performance of on- 460

device models still lags behind. We provide several 461

examples in the Appendix. For instance, Fig. 10 462

demonstrates that all models struggle to identify 463

subtle typos within sentences. 464

2) Integrating multimodal capabilities into 465

MLLMs might result in a reduction of pure lan- 466

guage performance. Specifically, the InternVL2.5- 467

4B model is developed based on Qwen2.5-3B. 468

While InternVL2.5-4B successfully acquires multi- 469

modal functionalities, this enhancement leads to a 470

partial decline in its pure language performance. 471

3) On-device models still exhibit notable per- 472

formance gaps compared to the on-cloud model, 473

particularly on the Text Correction task, where they 474

achieve only about half the score of GPT-4o. This 475

suggests that enhancing the reasoning capability of 476

on-device models remains an important area. 477

4) For a more comprehensive evaluation, we 478

also present the scores assessed by Qwen-Max 479

(qwen-max-longcontext) as the judging LLM in 480

Tab. 8 in the Appendix. It can be observed that 481

although there are slight differences in the average 482

scores, both Qwen-Max and GPT-4 Turbo rank the 483

models in the same order. This demonstrates the 484

robustness of our LLM-as-a-Judge approach. 485

Remark: We evaluate MLLMs on SmartBench 486
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#Params Context Length Prefilling Speed (token/s) Output Speed (token/s) Power (W)
BlueLM-3B 2.7B 2048 930.9 27.1 6.4
Qwen2.5-3B 3.1B 2048 873.4 24.9 6.8

Table 5: Inference speed and power usage of BlueLM-3B and Qwen2.5-3B on iQOO 12 with Qualcomm QNN
SDK. Due to its larger parameter size, Qwen2.5-3B exhibits slower inference speed and higher power consumption.

Text Summarization Text Q&A Content Creation Information Extraction Notification Management AVG
MT-Bench 0.8412 0.8025 0.6998 0.7894 0.8467 0.7959

SmartBench 0.8823 0.8151 0.7289 0.8396 0.8742 0.8280

Table 6: We compare our LLM-as-a-Judge evaluation method with MT-Bench’s evaluation method using the Pearson
correlation score with human rankings. Our evaluation method demonstrates higher consistency with humans.

because in on-device deployment scenarios on real487

smartphones, memory limitations often prevent us488

from deploying both an LLM and an MLLM on the489

device. Consequently, this on-device model must490

simultaneously handle both pure language tasks491

and multimodal tasks effectively.492

4.2 INT4 Precision Evaluation on NPU493

On-device LLMs are often deployed on the smart-494

phone’s Neural Processing Unit (NPU) to leverage495

its specialized parallel computational capabilities.496

In our experiment, we deploy the BlueLM-3B and497

Qwen2.5-3B models on the NPU of the vivo iQOO498

12 smartphone equipped with the Snapdragon 8499

Gen 3 SoC. To be specific, we quantize the models500

to W4A16 using the Qualcomm QNN SDK. Due to501

the inference speed limitations on the mobile NPU,502

we select 50 questions per task for inference. The503

results are shown in Tab. 4. We present the scores504

for each task (BF16 and INT4) and the capability505

retention of the INT4 models. Additionally, we506

provide the evaluation results using Qwen-Max as507

the judge LLM in Tab. 9 in the Appendix.508

1) For most tasks, the quantized models retain509

over 80% of their original capabilities, with an over-510

all average retention rate of approximately 90%.511

2) Although the models can achieve, on average,512

90% of the original score on the edge side, they513

may still generate incorrect responses after quanti-514

zation. We provide two failure cases of BlueLM-515

3B in Sec. A.4, where the model exhibits fluency516

degradation and reduced understanding capability.517

3) To offer deeper insights into real-world edge-518

side deployment, we report the prefilling speed,519

output token generation speed, and power consump-520

tion on the iQOO 12 smartphone using the Qual-521

comm QNN SDK, as shown in Tab. 5.522

4.3 Human Test523

We use the LLM-as-a-Judge method to assess dif-524

ferent on-device models. Therefore, it is impor-525

tant to examine the consistency between the scores526

given by the judge LLM and those given by hu-527

mans. We carry out a human test with six human528

experts in this subsection. 529

During the auto-evaluation process, the judge 530

LLM assigns a score between 0 and 10 to the output 531

of each model response. Considering that humans 532

might find it challenging to directly score subjec- 533

tive questions, especially tasks like text polishing, 534

we ask human experts to rank the outputs gener- 535

ated by different on-device models (i.e., BlueLM- 536

3B, InternVL2.5-4B, MiniCPM3-4B, Qwen2.5-3B, 537

and Qwen2-VL-2B) for each question. We then 538

use the scores from the judge LLM (Qwen-Max in 539

our setting) to compute model rankings for each 540

question. Finally, we calculate the Pearson corre- 541

lation between the rankings from the judge LLM 542

and those provided by human experts. 543

In SmartBench, we meticulously design evalu- 544

ation dimensions and scoring standards for each 545

task/category. To establish a baseline, we com- 546

pare our evaluation prompts with those used in 547

MT-Bench. We randomly select 50 questions for 548

each task, with each question containing responses 549

from 5 on-device models. This results in a total 550

of 50×20×5=5000 samples. We conduct human 551

ranking and calculate the Pearson correlation with 552

the judge LLM ranking (our prompt versus MT- 553

Bench prompt), and the results are shown in Tab. 6. 554

Our designed prompt excels in all categories. 555

5 Conclusion 556

In this paper, we present SmartBench, the first 557

benchmark designed to evaluate the capabilities 558

of on-device LLMs in Chinese mobile contexts. 559

By analyzing functionalities offered by leading 560

smartphone manufacturers, we create a standard- 561

ized framework divided into five key categories 562

and 20 specific tasks, complete with high-quality 563

datasets and tailored evaluation criteria. Our com- 564

prehensive evaluations of on-device LLMs and 565

MLLMs using SmartBench highlight the strengths 566

and weaknesses of current models in real-world 567

mobile scenarios. This work fills a critical gap in 568

benchmarking tools for Chinese users, promoting 569

further development and optimization of on-device 570

LLMs in practical mobile applications. 571
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Limitations572

In this paper, we provide SmartBench, the first573

benchmark designed to evaluate the capabilities574

of on-device LLMs in Chinese mobile contexts.575

Our work still has some limitations: 1) With the576

advancement of technology, the functions of on-577

device LLMs will continually evolve. Our inves-578

tigation only covers up to December 2024. We579

will continue to update the dataset in line with the580

release of new features. 2) We have developed581

SmartBench specifically for the usage scenarios of582

Chinese users. The usage habits and methods of583

smartphone users may vary significantly across dif-584

ferent countries. Moving forward, we will continue585

to support multiple languages.586
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A Appendix926

A.1 Data License927

Dataset Source License
nlp chinese corpus https://github.com/brightmart/nlp chinese corpus MIT License
WenetSpeech https://wenet.org.cn/WenetSpeech/ CC BY 4.0
LCCC https://github.com/thu-coai/CDial-GPT MIT License
Alimeeting4MUG https://modelscope.cn/datasets/modelscope/Alimeeting4MUG/ CC BY 4.0
VCSum https://github.com/hahahawu/VCSum MIT License
CMRC 2018 https://ymcui.com/cmrc2018/ CC BY-SA 4.0
DuReader-2.0 https://github.com/baidu/DuReader/tree/master/DuReader-2.0 Apache License 2.0
Weibo https://github.com/hltcoe/golden-horse CC BY-SA 3.0
MSRA https://tianchi.aliyun.com/dataset/144307 CC BY 4.0
OntoNotes Release 4.0 https://www.modelscope.cn/datasets/yingxi/cross ner Apache License 2.0
CSCD-NS https://github.com/nghuyong/cscd-ns MIT License

Table 7: Data license of the open-source datasets used in SmartBench.

A.2 More Evaluation Results928

Task BlueLM-3B InternVL2.5-4B MiniCPM3-4B Qwen2.5-3B Qwen2-VL-2B

Text
Summarization

Document Summ 7.20 6.98 6.95 7.09 4.74

Call Summ 7.27 5.97 6.94 6.58 4.12

Recording Summ 7.13 6.56 7.02 7.00 4.58

Meeting Summ 7.22 6.70 7.10 7.07 4.36

Text Q&A
Document Q&A 8.45 8.46 7.79 8.63 8.34

Retrieval Q&A 6.14 5.95 6.83 6.33 4.92

Personal Q&A 8.37 8.30 8.04 8.57 8.16

Content
Creation

Text Polishing 6.93 5.78 6.90 6.86 5.91

Text Continuation 7.13 6.56 7.19 7.31 5.60

Text Abbreviation 7.23 6.72 7.40 7.63 6.52

Text Expansion 6.79 7.04 7.23 7.31 5.72

Text Creation 6.73 5.78 6.67 6.63 5.02

Text Formatting 6.35 5.93 7.03 5.25 2.93

Instant Reply 5.60 5.09 5.25 5.26 3.17

Text Correction 3.53 2.39 3.48 2.06 1.24

Information
Extraction

Entity Extraction 7.77 7.40 7.44 6.21 5.00

Relation Extraction 5.73 4.13 4.77 3.97 3.65

Event Extraction 7.14 7.32 6.85 7.21 5.17

Notification
Management

Message Summ 6.92 6.96 7.47 7.62 5.64

Notification Sorting 5.38 4.63 5.56 5.21 2.93

AVG 6.75 6.23 6.70 6.49 4.89

Table 8: Evaluation results using Qwen-Max (qwen-max-longcontext) as the judge LLM with BF16 precision.

We present the scores evaluated by Qwen-Max929

as the judging LLM in Tab. 8 with BF16 precision.930

When compared to the GPT-4 Turbo results shown931

in Tab. 3, both Qwen-Max and GPT-4 Turbo rank932

the models in the same order. This demonstrates933

the robustness of our LLM-as-a-Judge approach.934

We also include the INT4 precision inference 935

performance (evaluated by Qwen-Max) of BlueLM- 936

3B and Qwen2.5-3B on the vivo iQOO 12 smart- 937

phone (50 questions per task), along with the per- 938

formance retention compared to the original BF16 939

models. As shown in Tab. 9. 940
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Category Task BlueLM-3B Qwen2.5-3B
Precision BF16 INT4 Retention (%) BF16 INT4 Retention (%)

Text Summarization
Document Summ 6.89 5.62 81.61 6.67 4.00 60.00
Call Summ 6.71 5.89 87.66 6.57 5.43 82.61
Recording Summ 6.95 6.63 95.38 6.95 6.53 94.03
Meeting Summ 7.39 5.57 75.29 7.10 5.10 71.84

Text Q&A
Document Q&A 8.50 8.32 97.83 8.85 8.77 99.13
Retrieval Q&A 6.19 5.75 92.93 6.31 6.13 97.03
Personal Q&A 8.06 7.16 88.80 8.42 8.26 98.08

Content Creation

Text Polishing 6.89 6.75 97.93 6.82 6.39 93.72
Text Continuation 7.17 7.07 98.60 7.17 7.03 98.14
Text Abbreviation 7.26 7.10 97.78 7.61 7.58 99.58
Text Expansion 7.24 7.13 98.54 7.65 7.29 95.38
Text Creation 6.96 6.48 93.15 6.62 6.23 94.19
Text Formatting 6.45 6.38 98.93 5.34 5.00 93.55
Instant Reply 5.60 5.21 93.04 4.95 4.15 83.84
Text Correction 3.17 2.00 63.16 1.83 1.17 63.64

Information Extraction
Entity Extraction 6.98 6.66 95.46 5.65 5.34 94.40
Relation Extraction 5.64 4.77 84.63 4.12 3.81 92.50
Event Extraction 6.90 6.10 88.32 7.32 6.80 92.83

Notification Management Message Summ 7.16 7.12 99.44 7.60 7.52 98.95
Notification Sorting 5.50 5.34 96.95 5.35 5.15 96.20

AVG 6.68 6.15 92.08 6.45 5.88 91.29

Table 9: Evaluation results using Qwen-Max (qwen-max-longcontext) as the judge LLM with INT4 precision.

A.3 Details of Human Annotators941

In the Data Screening and Human Test stages, we hire six domain experts with over five years of mobile942

AI experience. These experts have at least a master’s degree. We pay them a labeling fee of $20 per hour.943
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A.4 Failure Cases on NPU 944

We here provide two failure cases of BlueLM-3B after quantized deployment on the NPU. 945

Example 1: Fluency Degrades after Quantization

Prompt:
你是⼀位优秀的⽂本扩写助⼿，请对给定内容进⾏适度扩写，每句不超过原句三倍⻓度。若原句
为疑问句，扩写也应保持疑问形式。内容如下：

美丽的花园中蝴蝶在花丛中⻜舞

Result Before Quantization:
美丽的花园⾥，五颜六⾊的鲜花开得正艳丽，蝴蝶们在它们中间⾃由⻜舞。它们时⽽停在花瓣上，
时⽽在花丛中翩翩起舞，如同花园⾥的⼀幅幅⽣动的图画。这⼀幕让⼈不禁感叹⼤⾃然的奇妙和
⽣命的美好。

Result After Quantization:
蝴蝶在花丛中。花园很美丽。翅膀在阳光下闪烁。犹如微⼩的的艺术品。花⼉开放，芬芳。蝴蝶
流连忘返。

Prompt:
You are an excellent text expansion assistant. Please moderately expand the given content, with each 
expanded sentence not exceeding three times the length of the original. If the original sentence is a 
question, the expansion should maintain the interrogative form. The content is as follows:

In the beautiful garden, butterflies are fluttering among the colorful flowers.

Result Before Quantization:
In the beautiful garden, colorful flowers are in full bloom, and butterflies are freely fluttering among 
them. Sometimes they land on the petals, and sometimes they dance gracefully among the blossoms, like 
vivid paintings in the garden. This scene makes one marvel at the wonder of nature and the beauty of life.

Result After Quantization:
Butterflies are among the flowers. The garden is very beautiful. Wings shimmer in the sunlight. Like tiny 
artworks. Flowers bloom, fragrant. Butterflies linger, reluctant to leave.

Figure 5: Failure case after quantization on the NPU.
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Example 2: Weakened Contextual Understanding Capability

Prompt:
请将⼀系列消息精炼地总结成⼀句话。确保总结准确、反映消息的主要内容且总结内容的⻓度不
要超过消息内容的⻓度，输出格式为：

消息发送⼈姓名或昵称：
总结内容

请严格按照输出格式总结以下消息：
吕娜：我也这么感觉。就是那边拿房⼦吧没熟⼈好像不好买
吕娜：我家隔壁好像⼜盖了，看⼴告应该是绿地的
吕娜：你可以问问，淮中东边的那块地
吕娜：也不是啥好价，不过瓶⼦⼤⽓呀。
吕娜：我也感觉会在8500左右

Result Before Quantization:
吕娜：
感觉买房⼦需要熟⼈，询问淮东边的地，预计价格在8500左右。

Result After Quantization:
吕娜：
认为你买淮中东边的地可能会遇到熟⼈不好买的问题，建议你可以问问。

Prompt:
Please concisely summarize a series of messages into one sentence. Ensure the summary is accurate, 
reflects the main content of the messages, and does not exceed the length of the original messages. The 
output format should be:

Sender's name or nickname:
Summary content

Strictly follow the output format to summarize the following messages:
Lü Na: I feel the same way. It seems hard to buy a house there without connections.
Lü Na: Looks like they're building next to my place again. Judging by the ads, it should be Greenland's 
project.
Lü Na: You could ask about the plot of land east of Huai Middle School.
Lü Na: The price isn't great either, but the developer is generous.
Lü Na: I also think it'll be around 8500.

Result Before Quantization:
Lü Na:
Feels you need connections to buy property, inquires about land east of Huai, estimates price around 
8500.

Result After Quantization:
Lü Na:
Thinks you might have trouble buying the land east of Huai Middle School with connections and 
suggests you ask about it.

Figure 6: Failure case after quantization on the NPU.
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A.5 Example Prompt for Generating Task Queries 946

Help me generate a series of mobile notifications, each in the following format: 

Subject (YYYY-MM-DD-HH-MM) [Specific message content] 

You can use subjects including but not limited to: 
{'Email from Zhang Wei', 'Delivery Reminder', 'WeChat message from Wang Li', 'Bank of China', 'Bank Account Alert', 'Health App Notification', 'Breaking News Push', 'Traffic Notification', 'Alipay App', 'SMS from Zhang Hua', 'Emergency Weather Alert', 
'Traffic Reminder', 'Tencent Meeting', 'Online Meeting Reminder', 'JD Logistics', 'JD Express', 'Delivery Notification', 'Meituan Takeaway', 'Battery Status', 'Taobao', 'Fitness App', 'E-commerce Platform', 'Health Assistant', 'Health APP', 'System Update 
Prompt', 'Tencent News', 'Takeaway App', 'Security Alert', 'Traffic Fine', 'SMS from Li Lei', 'QQ Mail', 'DingTalk Reminder', 'Bank of Communications', 'Email', 'Bank Card Consumption Alert', 'DingTalk', 'Ctrip Travel', 'China Merchants Bank', 'NetEase 
Cloud Music', 'Power Company App', 'SF Express', 'Email Notification', 'Schedule Reminder', 'Mobile System Update', 'Meeting Reminder', 'Email Notification', 'WeChat Voice Call from Zhang Wei', 'Shopping Platform', 'Health Code', 'Xiaomi Sports', 
'Douban Movie', 'JD Finance', 'Weibo', 'JD', 'Security Center', 'Taobao Notification', 'WeChat message from Wang Qiang', 'Weather', 'SMS from Li Xiao', 'Shopping Discount', 'E-commerce Shopping', 'Health App', 'Sports Health App', 'WeChat Friend 
Request', 'WeChat', 'Health Tip', 'Weather Forecast', 'Sports Health', 'TikTok', 'Takeaway APP', 'Takeaway/Ele.me', 'Low Battery Alert', 'WeChat message from Li Ming', 'Takeaway', 'Meituan Taxi', 'Health Reminder', 'SF Express', 'SMS/Carrier', 'Bank 
Notification', 'Missed Call', 'Mailbox', 'NetEase Mail', 'WeChat message from Li Na', 'Call Reminder', 'Bank Service Alert', 'Bank', 'Logistics Notification', 'Zhihu', 'App Update Notification', 'Power Company Notification', 'Ximalaya', 'Weather Alert', 'Bank 
Alert', 'Fitness APP', 'Health App Reminder', 'Bank Card', 'Health App', 'Taobao', 'Software Update Reminder', 'Mailbox/QQ Mailbox', 'Social Media Notification', 'Weather Reminder', 'Emergency Alert', 'Mobile Banking', 'New Email Alert', 'Travel 
Information', 'Network Connection', 'JD Home', 'Music Platform', 'Flight Status', 'Message from Wang Li', 'WeChat Message', 'WeChat Official Account', 'Social App Message', 'Mobile Phone Bill Reminder', 'Takeaway Order', 'Voice/Video Call Invitation', 
'Movie Ticketing', 'Keep', 'Taobao Express', 'Didi Chuxing', 'Alipay Notification', 'Music APP', 'JD Mall', 'Alarm Clock', 'Video Conference Reminder', 'SMS/MMS', 'China Mobile', 'System Prompt', 'Tmall Supermarket', 'Breaking News', 'Bank SMS', 'System 
Reminder', 'Zhihu Daily', 'Alipay', 'System Update', 'SMS', 'WeChat Voice Call from Zhang San’}

Please choose a different subject for each notification. You can generate two types of notifications: categorize them by whether they require user action; for those that need to be handled, please clearly distinguish their urgency; for purely 
informational notifications that do not require action, feel free to generate them. 

Please also generate the correct sorting. The sorting rules are: 

**Sorting Rules:** 
1. **Sort by Urgency and Importance**: All notifications and events should first be sorted based on their urgency and importance, with urgent and important items given priority. For example, if your data is about to run out completely, a family 

member happens to be ill, or your boss notifies you of an immediate meeting. 
2. **Events Completed or Needing Early Completion Have Priority**: If Event A has been completed or needs to be completed earlier than Event B, then Event A has a higher priority and should be addressed first. For example, tasks that need to be 

completed now are more urgent than those due tomorrow; tasks due tomorrow are more urgent than those due the day after. 
3. **When Urgency Is Equal, Sort by Time Order**: When it's impossible to distinguish the urgency between events, they should be sorted according to the time they occur, with earlier events given priority. 
4. **Notifications Requiring Immediate Action Have Priority**: For notifications that require immediate user action, such as meal pick-up notifications or vehicle arrival reminders, they should be given the highest priority to avoid missing important 

opportunities. 
5. **Notifications Related to Basic Physiological Needs Are More Important**: Notifications involving the user's basic physiological needs, such as eating or health reminders, should be considered more important and given higher priority over 

other general notifications.
6. **Notifications Related to Upcoming Schedules Are Next**: Notifications directly related to the user's short-term itinerary or arrangements, such as upcoming meetings or flight reminders, should be considered after urgent matters. 
7. **Notifications Affecting Future Plans Come Next**: Notifications about future matters that need attention, such as weather forecasts or future activity arrangements, have less impact on the current situation and can be handled later. 
8. **Social Interaction Notifications Are Last**: Non-urgent social media reminders, such as new friend requests or like notifications, do not require immediate action and can be handled last. 
9. **Final Confirmation Based on Event Timeliness**: If the notification involves an event that is about to expire or has already occurred, it should be handled promptly to avoid missing important information, ensuring all matters are attended to 

within an appropriate time frame.

In short: First sort by urgency and importance (whether they require user action); when unable to distinguish urgency, sort according to time order. Please generate a series of notifications and the sorted results. 

Generate 5-6 notifications; please strictly follow the template below: 

## Notifications: 

## Sorting: 

## Explanation: 

An example for reference: 

## Notifications: 

2024.2.1-10:20 Meituan Takeaway: Your takeaway has been delivered, please pick it up promptly. 

2024.2.1-11:20 Email from Zhang Wei: Regarding the scheduling of next week's project meeting, please check the attachment. 

2024.2.1-11:30 Weibo: @Your friend liked your post 

2024.2.1-12:00 JD: Your purchased item has been signed for, welcome to shop again. 

2024.2.1-11:50 NetEase Cloud Music: Your favorite singer has released a new album, go have a listen. 

2024.2.1-10:30 Health App: Your daily steps have met the goal, you've earned a badge. 

2024.2.1-10:20 High-Speed Rail Assistant: Your reserved ticket has been successfully purchased, please pay promptly. 

2024.2.1-11:00 Fitness App: There's a new training plan today, don't forget to complete it. 

## Sorting: 

2024.2.1-10:20 High-Speed Rail Assistant: Your reserved ticket has been successfully purchased, please pay promptly. 

2024.2.1-10:20 Meituan Takeaway: Your takeaway has been delivered, please pick it up promptly. 

2024.2.1-11:20 Email from Zhang Wei: Regarding the scheduling of next week's project meeting, please check the attachment. 

2024.2.1-10:30 Health App: Your daily steps have met the goal, you've earned a badge. 

2024.2.1-11:00 Fitness App: There's a new training plan today, don't forget to complete it. 

2024.2.1-11:30 Weibo: @Your friend liked your post 

2024.2.1-11:50 NetEase Cloud Music: Your favorite singer has released a new album, go have a listen. 

2024.2.1-12:00 JD: Your purchased item has been signed for, welcome to shop again.

## Explanation: 

[Explanation about this sorting] 

Please expand your imagination, generate diverse subjects, be imaginative but consistent with real life by creating 5-6 notifications and their sorting. Try to make them easily distinguishable. Please randomly shuffle the times in the **Notifications** 
section so they are not displayed in time order before sorting. Additionally, please pay attention to logical issues, ensuring that the sender matches the content of the notification; the sorted results must correspond with your explanation.

Figure 7: Prompt for generating mobile notification sorting pairs (en).
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A.6 More Example Cases947

We provide examples of SmartBench, along with the inference results of different models using BF16948

precision (zh). The corresponding English translation is also provided (en). The numbers in red represent949

the scores given by Qwen-Max (qwen-max-longcontext).950

Query:

请根据以下历史对话帮助用户进行回复，保持用户原有风格和语气，自然流畅，并限制在30字以
内。对话如下：

对方：打劫梳子

我：打劫梨花DD~哈哈哈哈

对方：再给你几个袋子

我：哈哈哈哈~~我要去你家扫荡！！！

对方：恭迎少夫人

用户：___

Reference Answer:

别想藏起任何好吃的，我这就来扫荡！

Instant Reply 

用户：别闹，快把梳子交出来！
对话开始：对方：打劫梳子

我：打劫梨花DD~哈哈哈哈

对方：再给你几个袋子

我：哈哈哈哈~~我要去你家扫荡！！！

对方：恭迎少夫人

用户回复：“恭迎少爷”😜

少夫人？那我岂不成了王妃？哈哈哈，你家财

物我已收入囊中！

恭迎阁下，洗劫开始！

恭迎少夫人

BlueLM-3B

MiniCPM3-4B

Qwen2-VL-2B MiniCPM3-4B's response appears to be the
most reasonable and even a bit playful. Qwen2-
VL-2B merely repeats the last sentence.

InternVL2.5-4B

Qwen2.5-3B

5

5

7

6

3

Figure 8: Instant reply case (zh).
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Query:

Based on the historical dialogue below, help the user craft a reply that maintains their original style and 
tone, sounds natural, and stays under 30 words.

Dialogue:
Them: Robbing combs

Me: Robbing Pear Blossom DD~ Hahaha

Them: Here are more bags for you

Me: Hahaha~~ I’m coming to raid your place!!!

Them: Greetings, Young Madam

User: ___

Reference Answer:

Don’t think you can hide any snacks—I’m raiding them all!

Instant Reply 

User: Stop messing around, give me the comb!
Them: Robbing combs

Me: Robbing Pear Blossom DD~ Hahaha

Them: Here are more bags for you

Me: Hahaha~~ I’m coming to raid your place!!!

Them: Greetings, Young Madam

User: “Welcome, Young Master” 😜

Young Madam? Then wouldn’t I become the 
princess consort? Hahaha, I’ve already pocketed 
all your treasures!

Welcome, Your Excellency—the raid begins!

Greetings, Young Madam

BlueLM-3B

MiniCPM3-4B

Qwen2-VL-2B MiniCPM3-4B's response appears to be the 
most reasonable and even a bit playful. Qwen2-
VL-2B merely repeats the last sentence.

InternVL2.5-4B

Qwen2.5-3B

5

5

7

6

3

Figure 9: Instant reply case (en).
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Query:

待纠正的文本如下：

这座位于南四教学楼西北角的竹房建造面积60平方米，设有客厅、书房、露台、庭院灯，全部由
环保绿色新材料胶合竹制作，总费用10余万元，可使用50年

请直接输出纠正后结果：

Reference Answer:

纠正后文本：这座位于南四教学楼西北角的竹房建造面积60平方米，设有客厅、书房、露台、庭
院等，全部由环保绿色新材料胶合竹制作，总费用10余万元，可使用50年

纠正内容：“灯”纠正为“等”

Text Correction

纠正后文本：这座位于南四教学楼西北角的竹

房建造面积60平方米，设有客厅、书房、露台、
庭院灯，全部由环保绿色新材料胶合竹制作，

总费用10余万元，可使用50年

纠正内容：无

这座位于南四教学楼西北角的竹房建造面积60

平方米，设有客厅、书房、露台、庭院灯，全
部由环保绿色新材料胶合竹制作，总费用10余

万元，可使用50年

纠正后文本：这座位于南四教学楼西北角的竹

房建造面积60平方米，设有客厅、书房、露台、
庭院灯，全部由环保绿色新材料胶合竹制作，

总费用10余万元，可使用50年

纠正内容：无

纠正后文本：这座位于南四教学楼西北角的竹

房建造面积60平方米，设有客厅、书房、露台、
庭院灯，全部由环保绿色新材料胶合竹制作，

总费用10余万元，可使用50年  

纠正内容：无

纠正后文本：这座位于南四教学楼西北角的竹

房建造面积60平方米，设有客厅、书房、露台、
庭院灯，全部由环保绿色新材料胶合竹制作，

总费用10余万元，可使用50年  

纠正内容：无

BlueLM-3B InternVL2.5-4B

MiniCPM3-4B Qwen2.5-3B

Qwen2-VL-2B

0 0

0 0

0

The living room, study, and terrace all refer to 
rooms, whereas the courtyard light is an 
object, which is illogical. None of the models 
detected this error.

Figure 10: Text correction case (zh).
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The corrected text: This bamboo structure, 
located in the northwest corner of South 4th 
Teaching Building, covers a construction area of 
60 square meters. It includes a living room, 
study, terrace, and courtyard light, all made of 
eco-friendly green new material—glued 
laminated bamboo. The total cost exceeds 
100,000 yuan, and it has a lifespan of 50 years.

Corrected content: None.

Query:

The text to be corrected is as follows:

This bamboo structure, located in the northwest corner of South 4th Teaching Building, covers a 
construction area of 60 square meters. It includes a living room, study, terrace, and courtyard light, all 
made of eco-friendly green new material—glued laminated bamboo. The total cost exceeds 100,000 yuan, 
and it has a lifespan of 50 years.

Please output the corrected result directly:

Reference Answer:

The corrected text: This bamboo structure, located in the northwest corner of South 4th Teaching Building, 
covers a construction area of 60 square meters. It includes a living room, study, terrace, and courtyard, etc, 
all made of eco-friendly green new material—glued laminated bamboo. The total cost exceeds 100,000 
yuan, and it has a lifespan of 50 years.

Corrected content: Change “light” to “etc”.

Text Correction

The corrected text: This bamboo structure, 
located in the northwest corner of South 4th 
Teaching Building, covers a construction area of 
60 square meters. It includes a living room, 
study, terrace, and courtyard light, all made of 
eco-friendly green new material—glued 
laminated bamboo. The total cost exceeds 
100,000 yuan, and it has a lifespan of 50 years.

Corrected content: None.

This bamboo structure, located in the northwest 
corner of South 4th Teaching Building, covers a 
construction area of 60 square meters. It 
includes a living room, study, terrace, and 
courtyard light, all made of eco-friendly green 
new material—glued laminated bamboo. The 
total cost exceeds 100,000 yuan, and it has a 
lifespan of 50 years.

BlueLM-3B                                                    InternVL2.5-4B

MiniCPM3-4B                                                    Qwen2.5-3B

Qwen2-VL-2B

0 0

0 0

0

The living room, study, and terrace all refer to 
rooms, whereas the courtyard light is an 
object, which is illogical. None of the models 
detected this error.

The corrected text: This bamboo structure, 
located in the northwest corner of South 4th 
Teaching Building, covers a construction area of 
60 square meters. It includes a living room, 
study, terrace, and courtyard light, all made of 
eco-friendly green new material—glued 
laminated bamboo. The total cost exceeds 
100,000 yuan, and it has a lifespan of 50 years.

Corrected content: None.

The corrected text: This bamboo structure, 
located in the northwest corner of South 4th 
Teaching Building, covers a construction area of 
60 square meters. It includes a living room, 
study, terrace, and courtyard light, all made of 
eco-friendly green new material—glued 
laminated bamboo. The total cost exceeds 
100,000 yuan, and it has a lifespan of 50 years.

Corrected content: None.

Figure 11: Text correction case (en).
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Query:

以下输入文本描述的是与“飞机票”相关的场景，请根据文本内容进行信息抽取，请根据文本内
容进行信息抽取。

【抽取要求】：

1.请根据输入文本判断每件事件的类别并提取相应的属性。

2.文本中可能包含购买机票、航班改签、航班调整、航班延误、航班取消、航班值机、乘机提醒、
退票成功八种事件；

3.要求2中的事件属性可能包含以下属性：起飞时间、出发地、到达地、乘机人、航班、机场、票
价、座位号、登机口、航站楼、购票状态、支付状态、到达时间、改签费、新航班、延误时间、
退款金额、退票费、预计到账时间、退票受理时间、订单号、票号、电子登机牌、值机验证码、

值机方式、原订航班、原航班、原起飞时间、原订起飞时间、原订到达时间、原订出发地、原订
到达地、原登机口、调整原因、原出发地、延误提示航空公司、退款到账时间、客服电话属性。

4.请注意，未提及的属性严禁抽取；

5.输出格式一定要严格按照规定的可解析的json格式，如 [{"事件名":"xxx","属性":{"属性1名称
":"xxx","属性2名称":"xxx"}}]，严禁输出多余内容。

6.若文本未涉及上述事件类别，则输出内容为[{"事件名":"无规定事件","属性":"无"}]。

【输入文本】：

【畅享旅程】通知：您的拉萨贡嘎至兰州中川航班（JH234）已调整至2023-10-25 13:00起降，请
及时关注最新动态。

【抽取结果】：

Reference Answer:

[{"事件名": "航班调整", "属性": {"航班": "JH234", "起飞时间": "2023-10-25 13:00", "出发地": "拉萨
贡嘎", "到达地": "兰州中川"}}]

Event Extraction

[{"事件名":"航班调整","属性":{"原起飞时间
":"无","原到达时间":"无","原出发地":"拉萨贡
嘎","原订起飞时间":"无","原订到达地":"兰州
中川","原订到达时间":"无","原订出发地":"拉
萨贡嘎","原登机口":"无","调整原因":"无","原
出发地":"拉萨贡嘎"}}]

BlueLM-3B Qwen2.5-3B
[{" 事 件名 ":" 航 班 调 整 "," 属 性 ":{" 航 班
":"JH234","原订起飞时间":"无","原订到达时
间":"无","原出发地":"拉萨贡嘎机场","原订出
发地":"兰州中川机场","原订到达地":"无","到
达地":"兰州中川机场","出发地":"拉萨贡嘎机
场","起飞时间":"2023-10-25 13:00","调整原因
":"无"}}]3 6

Figure 12: Event extraction case (zh).
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Query:

The following input text describes a scenario related to "airline tickets." Please extract the relevant 
information based on the text content.

[Extraction Requirements]:
1.Please determine the category of each event based on the input text and extract the corresponding 
attributes.

2.The text may include the following eight types of events: ticket purchase, flight rescheduling, flight 
adjustment, flight delay, flight cancellation, check-in, boarding reminder, and ticket refund success.

3.The event attributes in requirement 2 may include the following: departure time, departure location, 
arrival location, passenger, flight number, airport, ticket price, seat number, gate, terminal, ticket status, 
payment status, arrival time, rescheduling fee, new flight, delay time, refund amount, refund fee, expected 
refund time, refund processing time, order number, ticket number, e-boarding pass, check-in verification 
code, check-in method, original flight, original departure time, original scheduled departure time, original 
scheduled arrival time, original departure location, original arrival location, original gate, adjustment 
reason, delayed flight airline, refund arrival time, customer service phone number.

4.Please note, attributes that are not mentioned in the text must not be extracted.

5.The output format must strictly follow the specified parsable JSON format, such as [{"Event name": 
"xxx", "Attributes": {"Attribute 1 name": "xxx", "Attribute 2 name": "xxx"}}], and no extra content is 
allowed.

6.If the text does not involve any of the aforementioned event categories, the output should be [{"Event 
name": "No specified event", "Attributes": "None"}].

[Input Text]:

[Enjoy Your Journey] Notification: Your flight from Lhasa Gongga to Lanzhou Zhongchuan (JH234) has 
been adjusted to 2023-10-25 13:00 for departure. Please stay updated with the latest news.

[Extraction Result]:

Reference Answer:

[{"Event name": "Flight Adjustment", "Attributes": {"Flight": "JH234", "Departure Time": "2023-10-25 
13:00", "Departure Location": "Lhasa Gongga", "Arrival Location": "Lanzhou Zhongchuan"}}]

Event Extraction

[{"Event name": "Flight Adjustment", "Attributes": 
{"Original Departure Time": "None", "Original 
Arrival Time": "None", "Original Departure 
Location": "Lhasa Gongga", "Original Scheduled 
Departure Time": "None", "Original Scheduled 
Arrival Location": "Lanzhou Zhongchuan", 
"Original Scheduled Arrival Time": "None", 
"Original Scheduled Departure Location": "Lhasa 
Gongga", "Original Gate": "None", "Adjustment 
Reason": "None", "Original Departure Location": 
"Lhasa Gongga"}}]

BlueLM-3B                                                    Qwen2.5-3B
[{"Event name": "Flight Adjustment", "Attributes": 
{"Flight": "JH234", "Original Scheduled Departure 
Time": "None", "Original Scheduled Arrival Time": 
"None", "Original Departure Location": "Lhasa 
Gongga Airport", "Original Scheduled Departure 
Location": "Lanzhou Zhongchuan Airport", 
"Original Scheduled Arrival Location": "None", 
"Arrival Location": "Lanzhou Zhongchuan 
Airport", "Departure Location": "Lhasa Gongga 
Airport", "Departure Time": "2023-10-25 13:00", 
"Adjustment Reason": "None"}}]3 6

Figure 13: Event extraction case (en).
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Query:

请在保持原意的基础上，对以下文本进行润色，使其更加通顺、连贯、自然。文本内容如下：

我也更喜欢篮球，下次让他带着我去玩儿～～

润色后文本：

Reference Answer:

篮球真是我的心头好，下次希望能有幸跟他一起切磋呢！

Text Polishing

我个人对篮球更感兴趣，下次有机会的话，让

他带我去体验一下篮球的魅力吧。

我同样也偏好篮球，下次让他带我去体验一回。

在我的兴趣爱好中，篮球占据了相当大的比重，

我对其的热爱不言而喻。因此，我非常期待下
一次的机会，能够与他一同踏上篮球场，共同

体验投篮、运球、防守的乐趣。我相信，这将
是一次非常愉快的体验，我期待着与你一起在
篮球场上挥洒汗水，享受运动带来的快乐。

我也更喜欢篮球，下次可以让他带我去玩儿。

我也更喜欢篮球，下次带他一起去玩儿～～

BlueLM-3B                                                    InternVL2.5-4B

MiniCPM3-4B                                                    Qwen2.5-3B

Qwen2-VL-2B

8 6

5 7

4

The refinements of BlueLM-3B are reasonable 
and readable; the refinements of MiniCPM3-
4B are too long; Qwen2-VL-2B reverses the 
meaning, it should be that he takes me out to 
play.

Figure 14: Text polishing case (zh).
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Query:

Please polish the following text while maintaining the original meaning to make it more smooth, coherent, 
and natural. The text is as follows:

I also like basketball more. Next time, let him take me to play~~

Polished text:

Reference Answer:

Basketball is truly my favorite. I hope I’ll have the chance to compete with him next time!

Text Polishing

I’m personally more interested in basketball. If 
there’s a chance next time, I’d love for him to 
take me to experience the charm of basketball.

I also prefer basketball. Next time, let him take 
me to experience it.

Basketball occupies a significant place in my 
hobbies, and my love for it is evident. Therefore, 
I’m really looking forward to the next 
opportunity to step onto the basketball court 
with him, experiencing the joys of shooting, 
dribbling, and defending together. I believe this 
will be an incredibly enjoyable experience, and I 
look forward to sweating it out with you on the 
court, enjoying the happiness that sports bring.

I also prefer basketball. Next time, he can take 
me to play.

I also prefer basketball. Next time, I’ll take him 
to play with me~~

BlueLM-3B                                                    InternVL2.5-4B

MiniCPM3-4B                                                    Qwen2.5-3B

Qwen2-VL-2B

8 6

5
7

4

The refinements of BlueLM-3B are reasonable 
and readable; the refinements of MiniCPM3-
4B are too long; Qwen2-VL-2B reverses the 
meaning, it should be that he takes me out to 
play.

Figure 15: Text polishing case (en).
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A.7 English Translation of Pictures in the Paper951

Message Summarization Query
Sea on the Moon: My Ragdoll cat sheds a lot, especially during seasonal changes—it's like a walking dandelion! 😭 Do you 
have any good solutions? Waiting online, kinda urgent!
Sea on the Moon: I've tried many types of cat food, but none seem to work well. I have to vacuum so much fur every day, 
it's exhausting... 😩

Reference
Sea on the Moon:
Worried about the severe shedding of my Ragdoll cat and seeking solutions.

Figure 16: Translated example of the Message Summarization task in SmartBench.

Evaluation Dimensions:

1. Coherence: Check whether the continuation naturally connects with the preceding text, maintaining a consistent 
theme and context, while avoiding abrupt shifts or the introduction of irrelevant information.  

2. Consistency: Assess whether the continuation aligns with the style, tone, and character traits established in the 
preceding text, ensuring a unified voice throughout the narrative or discussion.  

3. Creativity: Evaluate whether the continuation demonstrates novel ideas or interesting plot developments while 
maintaining coherence and consistency, rather than simply repeating existing information.  

4. Language Quality: Analyze whether the language in the continuation is clear, fluent, and free of grammatical, 
spelling, or punctuation errors. It should also use rich vocabulary and well-structured sentences to enhance readability 
and appeal.  

Scoring Criteria:

1. Compare the AI assistant's response with the reference answer, identifying any shortcomings in the AI's response and 
providing further explanation.  

2. Evaluate the AI assistant's response across the different dimensions, assigning a score of 1 to 10 for each dimension.  
3. Based on the evaluation of each dimension, provide an overall score of 1 to 10 for the AI assistant's response.  
4. Your scoring should be as strict as possible. In general, the higher the quality of the AI assistant's response, the higher 

the score.
üWhen the AI assistant's answer exhibits obvious logical gaps, severe deviation from the topic, or contains a large 

amount of irrelevant information, the total score must be 1 to 2 points;
üWhen the AI assistant's answer does not severely deviate from the topic but is of low quality, failing to effectively 

continue the style or plot of the preceding text, the total score is 3 to 4 points;
üWhen the AI assistant's answer basically meets the requirements of coherence and consistency, but performs poorly in 

creativity and/or language quality, the total score can be 5 to 6 points;
üWhen the AI assistant's answer quality is similar to the reference answer, performing well in all dimensions, the total 

score is 7 to 8 points;
üOnly when the AI assistant's answer quality significantly surpasses the reference answer, perfectly continuing the 

preceding text and excelling in creativity and language quality, can it receive 9 to 10 points.

Figure 17: Evaluation Dimension & Scoring Standard (in English) for the text continuation task.
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