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Abstract001

The Large Vision-Language Model (LVLM)002
has enhanced the performance of various down-003
stream tasks in visual-language understanding.004
Most existing approaches encode images and005
videos into separate feature spaces, which are006
then fed as inputs to large language models.007
However, due to the lack of unified tokenization008
for images and videos, namely misalignment009
before projection, it becomes challenging for a010
Large Language Model (LLM) to learn multi-011
modal interactions from several poor projection012
layers. In this work, we unify visual representa-013
tion into the language feature space to advance014
the foundational LLM towards a unified LVLM.015
As a result, we establish a simple but robust016
LVLM baseline, Video-LLaVA, which learns017
from a mixed dataset of images and videos,018
mutually enhancing each other. Video-LLaVA019
achieves superior performances on a broad020
range of 9 image benchmarks across 5 im-021
age question-answering datasets and 4 image022
benchmark toolkits. Additionally, our Video-023
LLaVA also outperforms Video-ChatGPT by024
5.8%, 9.9%, 18.6%, and 10.1% on MSRVTT,025
MSVD, TGIF, and ActivityNet, respectively.026
Notably, extensive experiments demonstrate027
that Video-LLaVA mutually benefits images028
and videos within a unified visual representa-029
tion, outperforming models designed specifi-030
cally for images or videos. We aim for this031
work to provide modest insights into the multi-032
modal inputs for the LLM.033

1 Introduction034

Recently, LLMs have gained rapid popularity in the035

AI community, such as GPT-3.5, GPT-4 (OpenAI,036

2023), PaLM (Bi et al., 2020; Anil et al., 2023),037

and BLOOM (Scao et al., 2022). They rely on038

their powerful language comprehension abilities039

to follow human-provided instructions and pro-040

vide corresponding responses. Typically, LLMs041

can only respond within the text input provided042

by the user, which is insufficient because human043
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Figure 1: Comparing Different LVLM Paradigms.
Video-LLaVA aligns images and videos before projec-
tion, allowing LLM to learn from a unified visual rep-
resentation and endowing LLM with the ability to com-
prehend both images and videos simultaneously.

interaction with the world involves multiple chan- 044

nels, such as visual and textual. To this end, recent 045

works (Ye et al., 2023; Zhu et al., 2023b; Alayrac 046

et al., 2022) have mapped images into text-like to- 047

kens, enabling LLMs to emerge with the ability to 048

comprehend images. Despite their effectiveness, 049

empowering LLMs to understand videos is more 050

challenging than image-only comprehension tasks. 051

Nevertheless, recent work (Maaz et al., 2023; Li 052

et al., 2023c; Zhang et al., 2023a) has made initial 053

strides in enabling interactions between video and 054

language. 055

However, most current LVLMs (Li et al., 2023b; 056

Dai et al., 2023; Luo et al., 2023; Li et al., 2023a) 057

can primarily handle a single visual modality, either 058

image-language or video-language. We compare 059

different LVLM paradigms as shown in Figure 1, 060

where VideoChat (Li et al., 2023c) and Video- 061

LLaMA (Zhang et al., 2023a) utilize a share visual 062

encoder to handle both images and videos. How- 063

ever, due to the inherent differences in the media 064

types of images and videos, it is challenging to 065

learn a unified representation, and the performance 066

falls significantly behind that of the specialized 067
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video expert model, Video-ChatGPT. Therefore,068

X-LLM (Chen et al., 2023) and Macaw-LLM (Lyu069

et al., 2023) allocate a modality-specific encoder070

for each modality, attempting to enable a LLM to071

comprehend images or videos through several pro-072

jection layers. But their performances are inferior073

to dedicated video expert models such as Video-074

ChatGPT (Maaz et al., 2023). We attribute this phe-075

nomenon to the lack of alignment before projection.076

Because image features and video features reside in077

their own spaces, this poses a challenge for a LLM078

to learn their interactions from several poor pro-079

jection layers. Some similar phenomenon such as080

alignment before fusion has been discussed by AL-081

BEF (Li et al., 2021) and ViLT (Kim et al., 2021)082

in multi-model models. More recently, ImageBind-083

LLM (Han et al., 2023) focuses on enabling the084

LLM to simultaneously process multiple modal in-085

puts by pre-aligning each modality to a common086

feature space (Girdhar et al., 2023). Based on a087

large image-language model, ImageBind-LLM con-088

verts other modalities into the most similar image089

features by retrieving from a training-free image090

cached database. However, the indirect alignment091

approach of ImageBind-LLM may lead to perfor-092

mance degradation, and the LLM has no knowledge093

of actual video data.094

In this work, we introduce Video-LLaVA, a sim-095

ple but powerful baseline for the LVLM simulta-096

neously handling both images and videos. Specifi-097

cally, As shown in Figure 1, Video-LLaVA initially098

aligns the representations of images and videos to099

a unified visual feature space. Since the visual rep-100

resentations are already aligned prior to projection,101

we employ a shared projection layer to map the uni-102

fied visual representation for the LLM. To enhance103

computational efficiency, Video-LLaVA undergoes104

joint training of images and videos, achieving re-105

markable results with 1 training epoch.106

As a result, The proposed Video-LLaVA greatly107

enhances the ability of the LLM to simultaneously108

understand both images and videos. For image109

understanding, Video-LLaVA surpasses advanced110

LVLMs such as mPLUG-owl-7B and InstructBLIP-111

7B in 5 image benchmarks. Additionally, utilizing112

4 benchmark toolkits for a more comprehensive113

evaluation, Video-LLaVA-7B even outperforms114

IDEFICS-80B by 6.4% in MMBench. Moreover,115

similar trends can be observed in video under-116

standing, where Video-LLaVA surpasses Video-117

ChatGPT by 5.8%, 9.9%, 18.6%, and 10.1% re-118

spectively on the MSVD, MSRVTT, TGIF, and 119

ActivityNet video question-answering datasets. Ex- 120

tensive ablation experiments demonstrate that align- 121

ment before projection yields greater benefits. Ad- 122

ditionally, joint training of images and videos can 123

facilitate a unified visual representation in LLM 124

comprehension. 125

We summarize our primary contributions as fol- 126

lows: 127

• We introduce Video-LLaVA, a powerful 128

LVLM baseline. During the training process, 129

Video-LLaVA binds visual signals to the lan- 130

guage feature space, unifying visual represen- 131

tations, and proposes a solution to align before 132

projection. We enable an LLM to perform vi- 133

sual reasoning capabilities on both images and 134

videos simultaneously. 135

• Extensive experiments demonstrate that a uni- 136

fied visual representation benefits LLMs in 137

learning to simultaneously handle both im- 138

ages and videos, validating the complemen- 139

tarity of modalities, showcasing significant 140

superiority when compared to models specifi- 141

cally designed for either images or videos. 142

2 Related Work 143

2.1 Large Language Models 144

When the well-known commercial model Chat- 145

GPT (OpenAI, 2023) was introduced, the The AI 146

community released open-source Large Language 147

Models (LLMs) by instruction tuning and increas- 148

ing model sizes. These include LLaMA (Tou- 149

vron et al., 2023a), Vicuna (Chiang et al., 2023), 150

Alpaca (Taori et al., 2023), and more recently, 151

LLaMA 2 (Touvron et al., 2023b). These models 152

are tuned with instruction sets to emulate conversa- 153

tions between humans and AI assistants. Further- 154

more, InstructGPT (Ouyang et al., 2022) is trained 155

based on GPT-3 (Brown et al., 2020) with 175 bil- 156

lion parameters through aligning with human pref- 157

erences. However, LLMs can only interact within 158

text. In this work, we introduce Video-LLaVA, 159

which builds upon the powerful reasoning capa- 160

bilities of LLM to extend modality interactions to 161

images and videos. 162

2.2 Large Vision-Language Models 163

When extending LLMs to multi-modal, especially 164

involving images and videos, the main approaches 165

can be categorized into two types in Table 1: i) 166
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treating LLM as a scheduler, ii) treating LLM as a167

decoder.168

Methods Image Video Pre-aligned Joint

LLMs as scheduler
VisualChatGPT ✔ ✗ - -
HuggingGPT ✔ ✗ - -
MM-REACT ✔ ✔ - -
ViperGPT ✔ ✔ - -

LLMs as decoder
Mini-GPT4 ✔ ✗ - ✗
LLaVA ✔ ✗ - ✗
Video-ChatGPT ✗ ✔ - ✗
VideoChat ✔ ✔ ✗ ✔
Video-LLaMA ✔ ✔ ✗ ✔
ImageBind-LLM ✔ ✔ ✔ ✗

Video-LLaVA (Ours) ✔ ✔ ✔ ✔

Table 1: Comparison between different Large Vision-
Language Models. For methods that treat LLMs as
scheduler, they do not require pre-alignment and joint
training.

LLMs as scheduler In the scheduler-based meth-169

ods, various visual models are treated as plug-170

and-play modules. LLM schedules them accord-171

ing to the specific visual task requirements, like172

the assembly of building blocks. Some of these173

methods focus on images, such as VisualChat-174

GPT (Wu et al., 2023) and HuggingGPT (Shen175

et al., 2023), while MM-REACT (Yang et al., 2023)176

and ViperGPT (Surís et al., 2023) can also handle177

videos. A key characteristic of these scheduler-178

based LVLMs is that they do not require end-to-179

end training, hence eliminating the need for pre-180

alignment and joint training of each modality.181

LLMs as decoder Regarding the approach of treat-182

ing LLM as a decoder, this is our primary focus.183

MiniGPT-4 (Zhu et al., 2023b) aligns image to-184

kens to the input of the large language model185

through several linear projection layers. How-186

ever, this alignment is weak and lacks feedback187

from human instructions. Subsequently, mPLUG-188

Owl (Ye et al., 2023) adopts a two-stage training189

approach. In the first stage, images are aligned190

with language using an auto-regressive pretrain-191

ing style, and the second stage involves instruction192

tuning through using a human instruction dataset.193

With the increasing scale of large language model194

backends, approaches such as InstructBLIP (Dai195

et al., 2023) and LLaVA (Liu et al., 2023b,a) col-196

lecte the larger human instruction datasets to train197

a larger LVLMs (13B parameters). Each answer198

of instruction datasets strictly follow to the given199

instructions. Then they undergo end-to-end train- 200

ing using human instruction datasets, enabling the 201

LLM with visual reasoning capabilities. Moreover, 202

Video-ChatGPT (Maaz et al., 2023) design a 100k 203

video instruction dataset, successfully empower- 204

ing LLMs to comprehend videos. VideoChat (Li 205

et al., 2023c) and Video-LLaMA (Zhang et al., 206

2023a) achieve this by conducting joint training, 207

allowing LLMs to simultaneously handle images 208

and videos. Expanding LLMs to additional visual 209

modalities typically requires pre-alignment, as seen 210

in LLaMA-Adapter (Zhang et al., 2023b; Gao et al., 211

2023) and ImageBind-LLM (Han et al., 2023). 212

They bind other modalities to the image space 213

through ImageBind’s (Girdhar et al., 2023) modal- 214

ity encoder. These models have demonstrated that a 215

unified feature space is advantageous for enhancing 216

LLM’s multi-modal reasoning capabilities. Distin- 217

guished from prior work, Video-LLaVA not only 218

pre-aligns image and video features but also con- 219

ducts joint training of images and videos, facil- 220

itating LLMs in learning multi-modal reasoning 221

capabilities from a unified visual representation. 222

3 Video-LLaVA 223

3.1 Model Structure 224

Framework Overview As shown in Figure 2, 225

Video-LLaVA consists of LanguageBind encoders 226

fV (Zhu et al., 2023a) to extract features from the 227

raw visual signal (images or videos), a large lan- 228

guage model fL such as Vicuna, visual projection 229

layers fP and a word embedding layer fT. We 230

initially obtain visual features using LanguageBind 231

encoders. LanguageBind encoders are capable of 232

mapping different modalities into the textual fea- 233

ture space, thereby providing us with a unified vi- 234

sual representation. Subsequently, the unified vi- 235

sual representation is encoded by shared projection 236

layers, which is then combined with tokenized tex- 237

tual queries and fed into a large language model to 238

generate corresponding responses. 239

United Visual Representation Our goal is to map 240

images and videos into a shared feature space to 241

enable the large language model to learn from a uni- 242

fied visual representation. We assume that the same 243

information can be conveyed through multiple me- 244

dia. For example, a running dog can be expressed 245

through language, a image or a video simultane- 246

ously. Therefore, we can compress information 247

from different modalities into a common feature 248

space, allowing the model to extract information 249
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Yes, the image and the video are depicting the same place. The video shows
the statue of liberty from different angles, while the image shows a close-up
of the statue. Both the video and the image capture the beauty and grandeur
of the statue of liberty.

(a) Illustration of Video-LLaVA (b) Performance comparison

Figure 2: Training framework and performance. Video-LLaVA exhibits remarkable interactive capabilities
between images and videos, despite the absence of image-video pairs in the dataset. (a) The Video-LLaVA
framework demonstrates a data flow that generates corresponding responses based on input instructions. (b) Video-
LLaVA achieves superior performances on a broad range of 15 datasets across image and video.

from a dense feature space, facilitating modality in-250

teractions and complementarity. Hence, we chose251

the modality encoders from LanguageBind (Zhu252

et al., 2023a), which align images and videos with253

the textual feature space.254

Alignment Before Projection Specifically, Lan-255

guageBind initializes from OpenCLIP (Ilharco256

et al., 2021), naturally aligning images and lan-257

guage in a shared feature space. Subsequently,258

it aligns video representations to the language259

space using 3 million video-text pairs from VIDAL-260

10M (Zhu et al., 2023a). By sharing a language261

feature space, the image and video representations262

ultimately converge into a unified visual feature263

space, which we refer to as emergent alignment of264

images and videos. Therefore, our video encoder265

and image encoder are initialized from the Lan-266

guageBind encoders zoo, pre-aligning the inputs267

for LLM and reducing the gap between represen-268

tations of different visual signals. The unified vi-269

sual representation is fed into LLM after passing270

through a shared projection layer.271

3.2 Training Pipeline272

Overall, the process of generating responses by273

Video-LLaVA is similar to that of a large language274

model (GPT series). Given a textual input XT and275

visual signals XV, the input signals are encoded276

into a sequence of tokens according to Equation 1.277

By maximizing the likelihood probability in Equa- 278

tion 2, the model ultimately achieves multi-modal 279

understanding capabilities. 280

ZT = fT (XT) ,ZV = fP (fV (XV)) (1) 281

282

p (XA | XV,XT) =
L∏
i=1

pθ

(
X

[i]
A | ZV,Z

[1:i−1]
T

)
(2) 283

where L is the length of the generated sequence 284

XA, and θ is a trainable parameter. We dynami- 285

cally conduct joint training on images and videos, 286

wherein a single batch contains both image and 287

video samples simultaneously. 288

Understanding Training At this stage, the model 289

is required to acquire the ability to interpret visual 290

signals within a extensive image/video-text pair 291

dataset. Each visual signal corresponds to a sin- 292

gle round of conversation data (Xq,Xa), where 293

XT = Xq and Xa is the ground truth. The training 294

objective of this stage is the original auto-regressive 295

loss, where the model learns the basic ability to 296

view the vision. We freeze the other parameters of 297

the model during this process. 298

Instruction Tuning In this stage, the model is re- 299

quired to provide responses corresponding to differ- 300

ent instructions. These instructions often involve 301

more complex visual comprehension tasks, rather 302
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than just describing visual signals. Note that the303

conversation data
(
X1

q,X
1
a, · · · ,XN

q ,XN
a

)
con-304

sists of multiple rounds.305

Xr
T =

{
X1

q, r = 1

Concat(Xr−1
q ,Xr−1

A ,Xr
q), r > 1

(3)306

where r represents the round number. As shown in307

Equation 3, when r > 1 we concatenate the conver-308

sations from all previous rounds with the current309

instruction as the input for this round. The train-310

ing objective remains the same as in the previous311

stage. After this stage, the model learns to generate312

corresponding responses based on different instruc-313

tions and requests. The LLM are also involved in314

training at this stage.315

Zero-shot Image Question-answering To be-316

gin with, We evaluate our approach for image317

understanding on five academic image question-318

answering benchmarks. Compared to the state-319

of-the-art model InstructBLIP-7B, Video-LLaVA320

demonstrates powerful image understanding ca-321

pabilities, outperforming across all five question-322

answering benchmarks. Additionally, Video-323

LLaVA exhibits competitive results compared to324

several more powerful LVLMs, which are tuned325

based on 13B or 65B LLM, such as surpassing326

InstructBLIP-13B by 14.7% on VisWiz, highlight-327

ing its strong understanding ability in natural visual328

environments.329

4 Experiments330

4.1 Experimental Setup331

Model Settings We employ Vicuna-7B v1.5 as the332

large language model. The visual encoders are333

derived from LanguageBind, initialized from ViT-334

L/14. The text tokenizer is sourced from LLaMA,335

with approximately 32,000 classes. The share pro-336

jection layers consist of 2 fully connected layers.337

Data Details As shown in Figure 3, for the stage338

of understanding pretraining, we use a subset339

of 558K LAION-CC-SBU image-text pairs with340

BLIP (Li et al., 2022) captions, which is sourced341

from CC3M (Sharma et al., 2018) and filtered by342

Liu (Liu et al., 2023b). The video-text pairs are de-343

rived from a subset provided by Valley (Luo et al.,344

2023), and we have access to 702k out of a total of345

703k pairs, originating from WebVid (Bain et al.,346

2021). For the stage of instruction tuning, We gath-347

ered instructional datasets from two sources, in-348

cluding a 665k image-text instruction dataset from349

LAION-CC-SBU
558k

Valley
702k

LLaVA-mixed
665k

Video-ChatGPT
100k

Stage 1: Understanding Pretraining

Stage 2: Instruction Tuning

concise caption

multi-turn conversations / detailed caption / reasoning

Figure 3: Data composition for training Video-
LLaVA. The dataset for stage 1 consists of single-turn
conversation, focusing on concise visual descriptions.
In stage 2, the dataset comprises multi-turn conversa-
tions, emphasizing complex visual reasoning abilities.

LLaVA v1.5 (Liu et al., 2023a) and a 100k video- 350

text instruction dataset from Video-ChatGPT. 351

Training Details In the training process, we resize 352

and crop each image, resulting in a size of 224×224 353

for each processed image. We uniformly sample 8 354

frames from each video, and each frame undergoes 355

image pre-processing. The data in each batch is a 356

random combination of images and videos. In the 357

first stage, we train for one epoch with a batch size 358

of 256, using the AdamW optimizer with a cosine 359

learning rate schedule. In the second stage, we 360

reduce the batch size to 128. The initial learning 361

rate for both stages is set to 1e-3, with a warmup 362

ratio of 0.03. Additional hyper-parameter settings 363

can be found in the appendix. 364

4.2 Quantitative Evaluation 365

Zero-shot Video Understanding As shown in Ta- 366

ble 2, we conduct a quantitative assessment of 367

the video question-answering capabilities of large 368

video-language models on four datasets, including 369

MSVD-QA (Chen and Dolan, 2011), MSRVTT- 370

QA (Xu et al., 2016), TGIF-QA (Jang et al., 2017) 371

and ActivityNet-QA (Yu et al., 2019). The eval- 372

uation pipeline for video understanding follows 373

Video-ChatGPT. We report the accuracy and score, 374

which is assessed using GPT-Assistant. Video- 375

LLaVA consistently outperforms Video-ChatGPT 376

in terms of question-answering accuracy, which is 377

an advanced large video-language model. More- 378

over, Video-LLaVA surpasses the powerful base- 379

line of Video-ChatGPT by 5.8%, 9.9%, 18.6%, 380

and 10.1% on MSRVTT, MSVD, TGIF, and Ac- 381

tivityNet, respectively. Additionally, we conduct 382

comparisons with the recent SOTA model, Chat- 383

UniVi (Jin et al., 2023). Despite Chat-UniVi uti- 384

lizing more datasets such as MIMIC-IT (Li et al., 385

2023a), Video-LLaVA still demonstrate compet- 386
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Methods LLM size MSVD-QA MSRVTT-QA TGIF-QA ActivityNet-QA
Accuracy Score Accuracy Score Accuracy Score Accuracy Score

FrozenBiLM 1B 32.2 - 16.8 - 41.0 - 24.7 -
VideoChat 7B 56.3 2.8 45.0 2.5 34.4 2.3 - 2.2
LLaMA-Adapter 7B 54.9 3.1 43.8 2.7 - - 34.2 2.7
Video-LLaMA 7B 51.6 2.5 29.6 1.8 - - 12.4 1.1
Video-ChatGPT 7B 64.9 3.3 49.3 2.8 51.4 3.0 35.2 2.7
Chat-UniVi 7B 65.0 3.6 54.6 3.1 60.3 3.4 45.8 3.2
Video-LLaVA 7B 70.7 3.9 59.2 3.5 70.0 4.0 45.3 3.3

Table 2: Comparison between different LVLMs on video reasoning benchmarks. We employ ChatGPT-Assistant
to evaluate the performance following Video-ChatGPT (Maaz et al., 2023). The version of ChatGPT is “gpt-3.5-
turbo”.

Methods LLM Res. Image Question Answering Benchmark Toolkit
VQAv2 GQA VisWiz SQAI VQAT POPE MMB LLaVAW MM-Vet

LLaVA-1.5 Vicuna-7B 336 - 62.0∗ - - - - - - 30.5
BLIP-2 Vicuna-13B 224 41.0 41.0 19.6 61.0 42.5 85.3 - 38.1 22.4
InstructBLIP Vicuna-13B 224 - 49.5 33.4 63.1 50.7 78.9 - 58.2 25.6
IDEFICS-80B LLaMA-65B 224 60.0 45.2 36.0 - 30.9 - 54.5 - -
MiniGPT-4 LLaMA-7B 224 - 30.8 47.5 25.4 19.4 - 23.0 - 22.1
IDEFICS-9B LLaMA-7B 224 50.9 38.4 35.5 - 25.9 - 48.2 - -
mPLUG-Owl LLaMA-7B 224 - 14.0 39.0 2.8 38.8 - 46.6 - -
Otter LLaMA-7B 224 - 38.1 50.0 27.2 21.2 - 32.6 - 24.6
InstructBLIP Vicuna-7B 224 - 49.2 34.5 60.5 50.1 - 36.0 60.9 26.2
Video-LLaVA Vicuna-7B 224 74.7∗ 60.3∗ 48.1 66.4 51.8 84.4 60.9 73.1 32.0

Table 3: Comparison between different LVLMs on image understanding benchmarks. Res. indicate input
image resolution. Benchmark names are abbreviated due to page limitations. VQA-v2 (Goyal et al., 2017);
GQA (Hudson and Manning, 2019); VisWiz (Gurari et al., 2018); SQAI: ScienceQA-IMG (Lu et al., 2022);
VQAT: TextVQA (Singh et al., 2019); POPE (Li et al., 2023d); MMB: MMBench (Liu et al., 2023c); LLaVAW:
LLaVA-Bench (In-the-Wild) (Liu et al., 2023b); MM-Vet (Yu et al., 2023). ∗ donates that there is some overlap in
the training data.

itive results, surpassing Chat-UniVi on MSVD,387

MSRVTT, and TGIF datasets. In summary, these388

results validate Video-LLaVA’s ability to compre-389

hend videos and provide contextually appropriate390

responses based on instructions.391

Zero-shot Image Question-answering As shown392

in Table 3, we evaluate our approach for image393

understanding on five academic image question-394

answering benchmarks. Compared to the state-395

of-the-art model InstructBLIP-7B, Video-LLaVA396

demonstrates powerful image understanding ca-397

pabilities, outperforming across all five question-398

answering benchmarks. Additionally, Video-399

LLaVA exhibits competitive results compared to400

several more powerful LVLMs, which are tuned401

based on 13B or 65B LLM, such as surpassing402

InstructBLIP-13B by 14.7% on VisWiz, highlight-403

ing its strong understanding ability in natural visual404

environments. Furthermore, to ensure a fair com-405

parison, we replace the image encoder in LLaVA-406

1.5 with the LanguageBind-Image encoder, called407

LLaVA-1.5†. This demonstrates that the perfor-408

mance improvement observed in Video-LLaVA is 409

not solely attributed to a stronger image encoder. 410

Evaluation under Benchmark Toolkits Addition- 411

ally, we evaluate LVLMs using several benchmark 412

toolkits for visual instruction tuning. These bench- 413

mark toolkits provide a detailed assessment of the 414

model’s capabilities through robust evaluation met- 415

rics. Video-LLaVA outperform InstructBLIP-7B 416

by 24.9%, 12.2%, and 5.8% on MMBench, LLaVA- 417

Bench, and MM-Vet, respectively. It is worth not- 418

ing that Video-LLaVA-7B still demonstrates ad- 419

vanced performance compared to larger LLM mod- 420

els, surpassing InstructBLIP-13B by 6.4% on MM- 421

Vet and IDEFICS-80B (Laurençon et al., 2023) by 422

6.4% on MMBench. These results demonstrate 423

that Video-LLaVA exhibits a strong understanding 424

of semantic aspects of scenes, enabling it to an- 425

swer open-ended and free-form natural language 426

questions about images. 427

Object Hallucination Evaluation As shown in Ta- 428

ble 4, we report evaluation results for zero-shot ob- 429

ject hallucinations, utilizing a evaluation pipeline 430
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Methods LLM Adersarial Popular Random
Accuracy F1-Score Yes Accuracy F1-Score Yes Accuracy F1-Score Yes

MiniGPT-4 Vicuna-13B 66.6 71.4 66.7 68.3 72.2 64.1 77.8 78.9 54.8
InstructBLIP Vicuna-13B 74.4 78.5 69.0 81.4 83.5 62.6 88.7 89.3 55.2
MM-GPT LLaMA-7B 50.0 66.7 100.0 50.0 66.7 100.0 50.0 66.7 100.0
Video-LLaVA Vicuna-7B 81.6 80.8 45.8 85.3 84.0 42.1 86.2 85.2 42.0

Table 4: Zero-shot object hallucination evaluation results are reported for three POPE evaluation settings. “Yes”
indicates the proportion of positive responses to the given question.

derived from a polling-based query method (Li431

et al., 2023d). Video-LLaVA demonstrates com-432

petitive performance across three subsets: random,433

popular, and adversarial. Specifically, when com-434

pared to the 7B foundation model, Video-LLaVA435

consistently outperforms MM-GPT (Gong et al.,436

2023) across all three POPE hallucination evalu-437

ation subsets. Furthermore, when benchmarked438

against the larger 13B LLM, Video-LLaVA even439

surpasses Mini-GPT4 comprehensively. The suc-440

cessful performance of Video-LLaVA in object441

hallucination detection validates the consistency442

between unified visual representations and the gen-443

eration of textual descriptions.444

4.3 Ablation Results445

4.3.1 Alignment Before Projection446

To validate the performance degradation caused by447

separated visual representation, we conduct exper-448

iments to to explore the performance of the LLM449

learning from different visual representations. We450

define the use of LanguageBind image encoder as451

unified visual representation while the MAE en-452

coder (He et al., 2022) is separated visual represen-453

tation, which is a well-known and effective image454

feature extractor. We only replace the image en-455

coder with the MAE image encoder of the same456

scale and keep the LanguageBind video encoder.457

We compare the united visual representation and458

the separated visual representation on 13 bench-459

marks, including 9 image understanding bench-460

marks and 4 video understanding benchmarks.461

For Image Understanding The unified visual rep-462

resentation demonstrates strong performance, sur-463

passing the separated visual representation com-464

prehensively across 5 image question-answering465

datasets and 4 benchmark toolkits in Figure 4. Ad-466

ditionally, we observe a significant margin of per-467

formance improvement in the unified visual repre-468

sentation on the POPE, MMBench, LLaVA-Bench,469

and MM-Vet benchmark toolkits. This highlights470

that the unified visual representation not only en-471

hances performance in image question-answering 472

but also provides benefits in other aspects of image 473

understanding, such as reducing object hallucina- 474

tion and improving OCR capabilities. 475

VQAv2

GQA

VisWiz

SQAI

VQAT

POPE

MMBench

LLaVAW

MM-Vet

74.7

60.3

48.166.4

51.8

85.0

60.88

55.2

29.6

66.0

55.4

42.565.0

44.2

80.8

45.7 35.9

20.0

United

Separated

Figure 4: Effect of alignment before projection on
image. “United” refers to the unified visual represen-
tation, while “Separated” refers to the separated visual
representation.

For Video Understanding Due to replacing the 476

image encoder with the MAE encoder, the video 477

features and image features are no longer unified 478

during LLM’s initial learning of visual representa- 479

tions. In Figure 5, compared to separated visual 480

representation, the united visual representation sig- 481

nificantly improves performance across 4 video 482

question-answering datasets. Separated visual rep- 483

resentations not only exhibit lower accuracy in 484

question-answering, but also demonstrate a similar 485

trend in answer scores. These results demonstrate 486

that the unified visual representation can help the 487

LLM further learn and understand videos. 488

4.3.2 Joint Training 489

This subsection aims to validate the complemen- 490

tarity of images and videos during joint training, 491

which can mutually enhance the LLM’s understand- 492
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Figure 5: Effect of alignment before projection on
video. We validate and report the accuracy and score on
four video question-answering datasets.

ing of images and videos based on a unified visual493

representation.494

For Image Understanding As shown in Fig-495

ure 6, We find that both images and videos benefit496

from joint training, demonstrating mutual improve-497

ment in visual understanding. In comparison to498

LLaVA, we conduct evaluations of image question-499

answering on VisWiz, focusing on three aspects:500

i) unanswerable, predicting whether visual ques-501

tions are unanswerable; ii) number, tasks related to502

numerical understanding; and iii) other, additional503

visual understanding tasks. Video-LLaVA outper-504

form LLaVA in unanswerable and number tasks,505

indicating that joint training with videos alleviates506

the object hallucination in images and enhances507

the understanding of numerical signals in images.508

A similar trend is observed on the LLaVA-Bench,509

where video data significantly improves LLM’s510

performance in complex reasoning and image con-511

versation tasks.

Unanswerable Other
Number

Overall

(a) Image Question-answer

20
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Figure 6: Effect of joint training on image. (a)
We evaluate on the image question answering dataset,
namely VisWiz. (b) We evaluate on a benchmark toolkit
proposed by LLaVA, namely LLaVA-Bench (In-the-
Wild). We reproduce the results of LLaVA at a resolu-
tion of 224×224 for a fair comparison.

512

For Video Understanding In Table 5, we evalu-513

ate our model on four video question-answering514

datasets. Compared to Video-LLaVA∗ without im-515

age in training, the model trained with joint images516

and videos achieves comprehensive improvements517

across all four video datasets. These results demon-518

Methods MSVD MSRVTT TGIF ActivityNet

Video-LLaVA∗ 64.8 58.3 67.8 40.7
Joint with Image 70.7 59.2 70.0 45.3
∆ Acc. + 5.9% + 0.9% + 2.2% + 4.6%

Table 5: Effect of joint training on video. We evaluate
on four video question-answering datasets. ∗ denotes
that we utilized only video data in both the first and
second stages.

strate that joint training of images and videos fa- 519

cilitates LLM’s understanding of visual representa- 520

tions. 521

5 Conclusion and Future Directions 522

In this work, we introduce Video-LLaVA, a simple 523

but powerful large visual-language baseline model. 524

We propose a novel framework to address the is- 525

sue of misalignment before projection, utilizing a 526

LanguageBind encoder to pre-bind visual signals 527

into the language feature space. To enable a LLM 528

to comprehend both images and videos simulta- 529

neously, we conduct joint training on images and 530

videos, allowing the LLM to learn multi-modal 531

interactions from a unified visual representation. 532

Extensive experiments demonstrate that joint train- 533

ing on images and videos mutually benefits per- 534

formance. Furthermore, we validate that aligning 535

visual representations before projection aids LLM 536

learning. Remarkably, LLM, after learning from a 537

unified visual representation, exhibits the remark- 538

able ability to simultaneously engage with both 539

images and videos, showcasing a powerful com- 540

prehension of unified visual concepts. These re- 541

sults collectively demonstrate the effectiveness of 542

the Video-LLaVA training framework. As a uni- 543

fied visual training framework, the performance of 544

Video-LLaVA even surpasses that of expert models 545

designed specifically for images or videos. 546

Future work While Video-LLaVA exhibits strong 547

competitiveness in both images and videos, we 548

observe that it faces difficulty in grasping tempo- 549

ral relationships and spatio-temporal localization. 550

Video-LLaVA can serve as a baseline to extend to 551

additional visual-related modalities, such as depth 552

and infrared images. Additionally, we could ex- 553

plore how to incorporate timestamp embeddings 554

effectively, enabling large visual-language models 555

to answer questions related to temporal relation- 556

ships. 557
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A Appendix838

A.1 Training Setting839

We show some training settings as shown in Table 6.840

video encoder and image encoder are not trained841

in both stages. The projection layer consists of 2842

linear layers with a GeLU activation function be-843

tween them. Image and video share the projection844

layer.845

Table 6: Training setting.

Config Pretraining Instruction tuning

Video encoder LanguageBind-Video-LoRA-800M
Image encoder LanguageBind-Image-600M
LLM Vicuna v1.5-7B (Chiang et al., 2023)
Optimizer AdamW
Deepspeed Zero2
Epochs 1
Vision select layer -2
Weight decay 0.0
Warmup ratio 0.03
Learning rate schedule cosine decay
Learning rate 1e-3 2e-5
Batch size 256 128

A.2 Limitation846

While Video-LLaVA exhibits strong competitive-847

ness in both images and videos, we still observed848

some limitations of Video-LLaVA. To begin with,849

Video-LLaVA performs moderately in understand-850

ing long videos. In Table 2, Chat-UniVi surpasses851

0.5 on ActivityNet-QA because Video-LLaVA only852

utilizes uniformly sampled 8 frames to comprehend853

the video, which results in the loss of detailed in-854

formation from long videos. Additionally, training855

Video-LLaVA is computationally expensive, requir-856

ing 3-4 days to complete the training process on 8857

A100-80G GPUs.858

A.3 Broader Impacts859

While Video-LLaVA holds great potential and ap-860

plication value in multi-modal understanding, it861

may also have some negative social impacts:862

• Information credibility: Video-LLaVA can863

generate realistic texts, including false infor-864

mation and misleading content.865

• Bias and discrimination: The training data for866

Video-LLaVA often comes from the internet,867

where various biases and discriminatory con-868

tent may exist. If these unequal patterns are869

learned and amplified by the model, they may870

be reflected in the generated responses.871

• Social influence: People may become overly 872

reliant on Video-LLaVA for information and 873

problem-solving, instead of actively thinking 874

and seeking multiple sources of information. 875

This can lead to increased dependency, re- 876

duced autonomy in thinking, and judgment 877

skills. 878

A.4 Licenses 879

The majority of this project is released under the 880

Apache 2.0 license. The service is a research pre- 881

view intended for non-commercial use only, subject 882

to the model License of LLaMA (Touvron et al., 883

2023a). 884

A.5 Exhibition Board 885

We show some unselected samples here, and these 886

videos are sourced from Video-ChatGPT. 887

The video shows a man playing the drums in a room. He is seen playing the drums with 
his hands and sticks, and he continues to play while looking off into the distance.

[Input Instruction] Describe the activity in the video.

The video shows a young girl performing a gymnastics routine on a balance beam. She 
executes several flips and tricks before dismounting and landing on a mat.

[Input Instruction] Describe the video.

The video features a woman grooming a black horse in a stable. She brushes the horse's 
hair and cleans its hooves, and the horse is seen standing calmly throughout the process. 
The video also includes shots of the woman speaking to the camera and the horse.

[Input Instruction] Briefly describe the video.

The main challenge faced by the people on the boat is the rough sea conditions. They are 
seen struggling to stay upright and maintain their balance as the boat sways back and 
forth.

[Input Instruction] What is the main challenge faced by the people on the boat?

The video is about a man who is seen spinning and throwing a discus in a field. He then 
walks away while people measure his throw.

[Input Instruction] What is the video about?

Sure! The man in the video demonstrates how to clean a screen window by first wiping it 
down with a rag. He then applies a cleaning solution to the screen and wipes it down 
again. Finally, he shows how to dry the screen with a towel.

[Input Instruction] Can you describe the process for cleaning a screen
window as demonstrated in the video?

The woman and the dog are playing frisbee in the yard. The woman throws the frisbee, 
and the dog chases after it.

[Input Instruction] What activities are the woman and the dog engaged in
the video?

The video shows a person cooking a dish of noodles. They start by boiling water in a pot 
and adding noodles to it. Then, they add oil and some ingredients to the pot. After that, 
they mix the noodles and the ingredients together. Finally, they serve the dish on a plate.

[Input Instruction] Step-by-step describe the cooking recipe shown in the
video.

The video shows two men arm wrestling on a table while being watched by a group of 
people.

[Input Instruction] What is the video about?

[Input Instruction] Is there a flag in the background?

Yes, there is a flag in the background of the video.

The video is taken from the top of the Statue of Liberty, which is a famous landmark in 
New York City. The statue is shown from different angles, including from the water and 
from the top of the statue itself.

[Input Instruction] Where is this video taken from? What place/landmark
is shown in the video?

Figure 7: Samples of Video-LLaVA in video under-
standing.
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The video is strange because it shows a man sitting next to a lion and a lion laying down 
next to a man. The man is also seen petting a lion in the grass.

[Input Instruction] What is strange about this video?

The video is funny because the baby is playing with a Wii remote, which is not a toy
typically associated with babies. The baby's actions are also humorous, such as pointing
to the camera and making faces, which adds to the overall amusement of the video.

[Input Instruction] Why is this video funny?

The unusual aspect of this video is that the giraffe is seen swimming in a pool, which is 
not a common sight. The giraffe is also seen jumping off a diving board and swimming 
underwater, which adds to the uniqueness of the video.

[Input Instruction] What is unusual about this video?

Yes, the baby is playing with a toy truck and a toy car, which could pose a safety risk if 
they are not supervised. However, the baby is sitting on the floor, so there is less risk of 
injury compared to if they were playing with the toys on a higher surface.

[Input Instruction] Can you identify any safety hazards in this video?

Sure, here's a short poem inspired by the video: 
The flowers bloom, a gentle grace, 
Their petals soft, their colors trace. 
Their beauty, a sight to behold, 
A moment of peace, a moment to hold. 
Their colors, a symphony of hues, 
A celebration of life, and all it can do. 
Their beauty, a reminder to cherish, 
The simple things, that bring us happiness. 
So let us take a moment to appreciate, 
The beauty of flowers, and all they can create.

[Input Instruction] Can you write a short poem inspired from the video.

Once upon a time, in a kingdom far away, there lived a beautiful princess named Rose.
She was known for her kindness and beauty, and everyone loved her. One day, a
handsome prince named Leo came to visit the kingdom. He was fascinated by Rose's
beauty and decided to stay in the kingdom. However, Rose's jealous sister, Lily, did not
like the attention Leo was giving her sister. She tried to harm Rose, but Leo saved her
and they fell in love. The kingdom celebrated their love and they lived happily ever after.
The moral of the story is that true love conquers all and that jealousy can lead to harmful
consequences.

[Input Instruction] Create a short fairy tale with a moral lesson inspired
by the video.

The video starts with a car covered in snow, and a person is seen using a scraper to 
remove the snow from the car's windows. The person is seen scraping the snow off the 
windshield and the side windows of the car. The person continues to scrape the snow off 
the car, making sure that all the snow is removed. The video then shows the person 
wiping the snow off the car's windshield and side windows. The person is seen using a 
cloth to wipe the snow off the car's windows, making sure that the car is completely 
clean. The video ends with the person finishing the job and the car being shown off. 
Overall, the video shows a person removing snow from a car's windows and windshield, 
and then wiping the snow off the car's windows to make sure it is completely clean.

[Input Instruction] Describe the video in detail.
The video shows a person preparing a dish with peppers and oranges. They slice the 
peppers and oranges and lay them out on a table. The person then proceeds to cut the 
peppers and oranges into strips and lays them out on a piece of wax paper. They use a 
knife to cut the peppers and oranges into strips and lay them out on a piece of wax paper. 
The person then uses a spoon to mix the peppers and oranges together. The video ends 
with the person cutting the peppers and oranges into strips and laying them out on a piece 
of wax paper.

[Input Instruction] Describe the video.

The main focus of the video is the process of creating a painting of a tree using various 
techniques and colors. The video shows the artist's hand holding a paintbrush and using it 
to create the tree, as well as the use of different colors and techniques to create the 
painting.

[Input Instruction] What is the main focus of the video.

The woman uses an ax to split the logs. She holds the ax in her hand and swings it down 
onto the log. She repeats this process several times, splitting the log into smaller pieces.

[Input Instruction] What does the woman use to split the logs and how does
she do it?

In the video, we see a man walking down a track while holding a javelin. He then runs 
down the track and throws the javelin. The video then shows the man walking back to 
the starting point, and we see the javelin landing on the ground. The man then walks 
away from the camera. From the video, we can see that the man is a javelin thrower, and 
he is practicing his throws. The track appears to be well-maintained, and the 
surroundings seem to be quiet and peaceful. The man's form and technique are 
impressive, and it is clear that he has experience in the sport. Overall, the video provides 
a glimpse into the world of javelin throwing and the dedication and skill required to excel 
in the sport.

[Input Instruction] Describe the video in detail.

Figure 8: Samples of Video-LLaVA in video under-
standing.

The video is strange because it shows a man sitting next to a lion and a lion laying down 
next to a man. The man is also seen petting a lion in the grass.

[Input Instruction] What is strange about this video?

The video is funny because the baby is playing with a Wii remote, which is not a toy
typically associated with babies. The baby's actions are also humorous, such as pointing
to the camera and making faces, which adds to the overall amusement of the video.

[Input Instruction] Why is this video funny?

The unusual aspect of this video is that the giraffe is seen swimming in a pool, which is 
not a common sight. The giraffe is also seen jumping off a diving board and swimming 
underwater, which adds to the uniqueness of the video.

[Input Instruction] What is unusual about this video?

Yes, the baby is playing with a toy truck and a toy car, which could pose a safety risk if 
they are not supervised. However, the baby is sitting on the floor, so there is less risk of 
injury compared to if they were playing with the toys on a higher surface.

[Input Instruction] Can you identify any safety hazards in this video?

Sure, here's a short poem inspired by the video: 
The flowers bloom, a gentle grace, 
Their petals soft, their colors trace. 
Their beauty, a sight to behold, 
A moment of peace, a moment to hold. 
Their colors, a symphony of hues, 
A celebration of life, and all it can do. 
Their beauty, a reminder to cherish, 
The simple things, that bring us happiness. 
So let us take a moment to appreciate, 
The beauty of flowers, and all they can create.

[Input Instruction] Can you write a short poem inspired from the video.

Once upon a time, in a kingdom far away, there lived a beautiful princess named Rose.
She was known for her kindness and beauty, and everyone loved her. One day, a
handsome prince named Leo came to visit the kingdom. He was fascinated by Rose's
beauty and decided to stay in the kingdom. However, Rose's jealous sister, Lily, did not
like the attention Leo was giving her sister. She tried to harm Rose, but Leo saved her
and they fell in love. The kingdom celebrated their love and they lived happily ever after.
The moral of the story is that true love conquers all and that jealousy can lead to harmful
consequences.

[Input Instruction] Create a short fairy tale with a moral lesson inspired
by the video.

The video starts with a car covered in snow, and a person is seen using a scraper to 
remove the snow from the car's windows. The person is seen scraping the snow off the 
windshield and the side windows of the car. The person continues to scrape the snow off 
the car, making sure that all the snow is removed. The video then shows the person 
wiping the snow off the car's windshield and side windows. The person is seen using a 
cloth to wipe the snow off the car's windows, making sure that the car is completely 
clean. The video ends with the person finishing the job and the car being shown off. 
Overall, the video shows a person removing snow from a car's windows and windshield, 
and then wiping the snow off the car's windows to make sure it is completely clean.

[Input Instruction] Describe the video in detail.
The video shows a person preparing a dish with peppers and oranges. They slice the 
peppers and oranges and lay them out on a table. The person then proceeds to cut the 
peppers and oranges into strips and lays them out on a piece of wax paper. They use a 
knife to cut the peppers and oranges into strips and lay them out on a piece of wax paper. 
The person then uses a spoon to mix the peppers and oranges together. The video ends 
with the person cutting the peppers and oranges into strips and laying them out on a piece 
of wax paper.

[Input Instruction] Describe the video.

The main focus of the video is the process of creating a painting of a tree using various 
techniques and colors. The video shows the artist's hand holding a paintbrush and using it 
to create the tree, as well as the use of different colors and techniques to create the 
painting.

[Input Instruction] What is the main focus of the video.

The woman uses an ax to split the logs. She holds the ax in her hand and swings it down 
onto the log. She repeats this process several times, splitting the log into smaller pieces.

[Input Instruction] What does the woman use to split the logs and how does
she do it?

In the video, we see a man walking down a track while holding a javelin. He then runs 
down the track and throws the javelin. The video then shows the man walking back to 
the starting point, and we see the javelin landing on the ground. The man then walks 
away from the camera. From the video, we can see that the man is a javelin thrower, and 
he is practicing his throws. The track appears to be well-maintained, and the 
surroundings seem to be quiet and peaceful. The man's form and technique are 
impressive, and it is clear that he has experience in the sport. Overall, the video provides 
a glimpse into the world of javelin throwing and the dedication and skill required to excel 
in the sport.

[Input Instruction] Describe the video in detail.

Figure 9: Samples of Video-LLaVA in video under-
standing.
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The video shows a man playing the drums in a room. He is seen playing the drums with 
his hands and sticks, and he continues to play while looking off into the distance.

[Input Instruction] Describe the activity in the video.

The video shows a young girl performing a gymnastics routine on a balance beam. She 
executes several flips and tricks before dismounting and landing on a mat.

[Input Instruction] Describe the video.

The video features a woman grooming a black horse in a stable. She brushes the horse's 
hair and cleans its hooves, and the horse is seen standing calmly throughout the process. 
The video also includes shots of the woman speaking to the camera and the horse.

[Input Instruction] Briefly describe the video.

The main challenge faced by the people on the boat is the rough sea conditions. They are 
seen struggling to stay upright and maintain their balance as the boat sways back and 
forth.

[Input Instruction] What is the main challenge faced by the people on the boat?

The video is about a man who is seen spinning and throwing a discus in a field. He then 
walks away while people measure his throw.

[Input Instruction] What is the video about?

Sure! The man in the video demonstrates how to clean a screen window by first wiping it 
down with a rag. He then applies a cleaning solution to the screen and wipes it down 
again. Finally, he shows how to dry the screen with a towel.

[Input Instruction] Can you describe the process for cleaning a screen
window as demonstrated in the video?

The woman and the dog are playing frisbee in the yard. The woman throws the frisbee, 
and the dog chases after it.

[Input Instruction] What activities are the woman and the dog engaged in
the video?

The video shows a person cooking a dish of noodles. They start by boiling water in a pot 
and adding noodles to it. Then, they add oil and some ingredients to the pot. After that, 
they mix the noodles and the ingredients together. Finally, they serve the dish on a plate.

[Input Instruction] Step-by-step describe the cooking recipe shown in the
video.

The video shows two men arm wrestling on a table while being watched by a group of 
people.

[Input Instruction] What is the video about?

[Input Instruction] Is there a flag in the background?

Yes, there is a flag in the background of the video.

The video is taken from the top of the Statue of Liberty, which is a famous landmark in 
New York City. The statue is shown from different angles, including from the water and 
from the top of the statue itself.

[Input Instruction] Where is this video taken from? What place/landmark
is shown in the video?

Figure 10: Samples of Video-LLaVA in video under-
standing.
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