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Abstract

Self-consistency (SC), a widely used decoding
strategy for chain-of-thought reasoning, shows
significant gains across various multi-step rea-
soning tasks but comes with a high cost due
to multiple sampling with the preset size. Its
variants, Adaptive self-consistency (ASC) and
Early-stopping self-consistency (ESC), dynami-
cally adjust the number of samples based on the
posterior distribution of a set of pre-samples,
reducing the cost of SC with minimal impact
on performance. Both methods, however, do
not exploit the prior information about ques-
tion difficulty. It often results in unnecessary
repeated sampling for easy questions that could
be accurately answered with just one attempt,
wasting resources. To tackle this problem, we
propose Difficulty-Adaptive Self-Consistency
(DSC), which leverages the difficulty informa-
tion from both prior and posterior perspectives
to adaptively allocate inference resources, fur-
ther reducing the cost of SC. To demonstrate
the effectiveness of DSC, we conduct exten-
sive experiments on three popular categories of
reasoning tasks: arithmetic, commonsense and
symbolic reasoning on six benchmarks. The
empirical results show that DSC consistently
surpasses the strong baseline ASC and ESC in
terms of costs by a significant margin, while
attaining comparable performances.

1 Introduction

Large language models (LLMs) have exhibited
strong reasoning capabilities (Bubeck et al., 2023),
especially with chain-of-thought (CoT) prompting
(Wei et al., 2022b). Based on this, Wang et al.
(2022) introduced a simple decoding strategy called
self-consistency (SC) to further improve reasoning
performance, leveraging the fact that challenging
reasoning tasks typically require more reasoning
paths to arrive at the correct answer. In contrast
to the standard chain-of-thought prompting which

†Corresponding author.
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Figure 1: The proportion of identical inference results
between CoT and SC on GSM8K with GPT-3.5-Turbo
and GPT-4. We set sample size of SC as 40.

Model Input Output

Token Cost Token Cost

GPT-3.5-Turbo 846.3 0.0004 163.7 0.0002
GPT-4 846.3 0.0254 142.1 0.0085

Table 1: Average tokens and cost ($) statistics of
input and output for GPT-3.5-Turbo and GPT-4 on
GSM8K. The cost is calculated according to https:
//openai.com/pricing. Given that the input for rea-
soning tasks usually involves several demonstrations
(leading to lengthy contexts), the cost of input cannot
be overlooked.

only generates the greedy one, this method samples
multiple reasoning paths according to a preset sam-
ple size, and then derives the final answer through
majority-voting-based scheme.

Despite generally leading to improvements, SC
introduces a significant overhead proportional to
the number of sampled outputs. As LLMs continue
to grow in size and complexity, the sampling time
and computational costs associated with majority
voting become increasingly challenging. Recently,
some works seek to reduce the cost of SC by dy-
namically adjusting the number of samples based
on the posterior distribution of pre-samples. ASC
(Aggarwal et al., 2023) samples one by one, and
stops sampling when the existing sample answers
have established a clear majority as judged by a
lightweight stopping criterion. Alternatively, ESC
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Do once without 
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Hard Try multiple times

Inference time allocation

Figure 2: Leveraging their prior knowledge, humans assess the difficulty level of a problem before solving it, and
allocate appropriate time for its resolution based on the difficulty.

(Li et al., 2023) divides the large preset sample size
into several sequential small windows, and stop
sampling when answers within a window are all
the same.

However, both approaches still suffer from the
following two shortcomings: (1) Both require a
certain amount of pre-sampling for all problems,
which still results in redundant waste. As shown in
Figure 1, there is a high overlap of inference results
between SC and CoT, which suggests that only a
small portion of questions (3.8% for GPT-4) ben-
efit from SC. Generating multiple samples for the
remaining questions compared to CoT (only sam-
pling once) results in a significant waste of costs.
Although ASC and ESC somewhat reduce the in-
effective cost of SC by decreasing average sample
size, there remains redundant sampling for simple
problems1. (2) Multiple re-samples bring addi-
tional significant input costs. Both ASC and ESC
focus solely on reducing the number of outputs,
without considering the extra input costs brought
by multiple re-samples (Table 1). Consequently,
for problems requiring multiple sampling times,
ASC and ESC will introduce substantial extra input
costs, sometimes outweighing the savings achieved
through output sampling reduction (Table 3).

To alleviate these issues, we take inspiration
from the strategies humans employ when solving
reasoning problems within a limited total time. As
illustrated in Figure 2, humans pre-assess the diffi-
culty of the problems before reasoning, and adap-
tively allocating problem-solving time based on
the accessed difficulty. In light of this, we pro-

1At least 3 samples per problem for ASC and 4 for ESC.

pose Difficulty-Adaptive Self-Consistency (DSC),
a novel method which leverages the difficulty infor-
mation from both prior and posterior perspectives
to further reduce the inference computational cost
of SC. As illustrated in Figure 3, DSC consists of
three steps. Firstly, we propose Difficulty Ranking
algorithm which utilizes the LLM itself to rank the
difficulty of the given problem set2. Based on this,
we propose a Problem Partition strategy that di-
vides the problem set into two parts, easy and hard,
using the information regarding difficulty rankings.
For problems belonging to easy part, a single CoT
sampling is performed, which saves cost without
sacrificing performance. Lastly, we propose Sam-
ple Size Pre-Allocation algorithm to predict the
sample size needed for problems belonging to hard
part, which reduce the number of re-samples and
save the cost of inputs.

We evaluate DSC on a wide range of arithmetic,
commonsense and symbolic reasoning tasks over
GPT-3.5-Turbo and GPT-4 models. The empirical
results demonstrate that DSC outperforms the exist-
ing strong baselines ASC and ESC by a significant
margin on six popular benchmarks, while attain-
ing comparable performances. Further experiments
confirm the effectiveness of the proposed three-step
algorithms: Difficulty Ranking, Problem Partition,
and Sample Size Pre-Allocation.

In summary, this work includes the following
key contributions:

• We analyzed two common issues present in
existing SC variants, ESC and ASC, designed

2Although using LLM for difficulty ranking will introduce
additional cost, our later experiments will prove that this part
of the cost is totally acceptable.
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Figure 3: Overall workflow of proposed Difficulty-Adaptive Self-Consistency.

for cost-efficient decoding.

• We proposed Difficulty-Adaptive Self-
Consistency, a novel method consisting
of three steps to fully utilize the difficulty
information of given problems so as to reduce
the inference computational cost.

• We conducted extensive experiments on six
popular benchmarks and validated the effec-
tiveness of our proposed method.

2 Methodology

The core idea behind DSC is to fully utilize the dif-
ficulty information of given problems, allocating
computational resources based on their respective
levels of difficulty. The overall workflow of DSC is
presented in Figure 3, including three steps: Diffi-
culty Ranking, Problem Partition and Sample Size
Pre-Allocation.

2.1 Difficulty Ranking

As problems usually do not carry difficulty label
themselves, we seek to utilize the powerful com-
parative and ranking capabilities of LLM to obtain
the difficulty rank of the given problem set. Con-
sidering the limited context window size of LLM
and its lost in the middle (Liu et al., 2024) issue
in understanding long contexts, we randomly di-
vide the problem set of N into batches of size B
(B << N ) and let LLM rank the difficulty of the
problems in each batch3. Since a single random
split only allows us to obtain the difficulty ranking
of each problem within the corresponding batch,
we perform R times random batch splitting, and
sort the average difficulty rankings of each problem
in different batches to obtain the difficulty ranking
of entire problem set. Algorithm 1 illustrates the
specific implementation of difficulty ranking.

3See Appendix A.1 for corresponding prompts.



Algorithm 1 Difficulty Ranking.

Require: Questions Q1:N , LLMM, Ranking prompt P ,
random split rounds R, Batch size B

Ensure: Questions sorted by difficulty Q̄1:N

1: Dall ← {i : [ ] for i ∈ [1, N ]}
2: for r ← 1, R do
3: Randomly divide Q1:N into batches b1:Lr , L = ⌈N

B
⌉

4: for i← 1, N do
5: Dcurrent ← ∅
6: for j ← 1, L do:
7: Dcurrent ← Dcurrent.Append(M(P, bjr))
8: end for
9: Dall ← Dall.Merge(Dcurrent)

10: end for
11: end for
12: Q̄1:N ←Sort(Average(Dall))

Algorithm 2 Problem Partition.
Require: Questions from hard to easy Q1:N , LLMM,

Demonstrations D, Pre-sample size p, Judge window k
Ensure: Anchor point A, Easy part questions QEasy ,

Hard part questions QHard

1: Eall ← [ ]; a← 1
2: for i← 1, N do
3: Scurrent ←M(Qi, D, p)
4: Eall ← Eall.Append(Entropy(Scurrent))
5: if i > k and Sum(Eall[i− k : i− 1]) = 0 then
6: A← i
7: Break
8: end if
9: end for

10: QHard ← Q1:A; QEasy ← QA+1:N

2.2 Problem Partition

After obtaining the problem set with difficulty rank-
ing, we aim to find which part of the problems only
require LLM to perform CoT sampling once. A
simple and intuitive idea is that when LLM is very
confident about a number of continuous problems
sorted by difficulty (the results of all pre-samples
are the same), it can be inferred that the problems
easier than these problems only need one CoT sam-
pling. Guided by this, we design the Problem Parti-
tion algorithm, illustrated in Algorithm 2. Specif-
ically, we pre-sample the problem set sorted by
difficulty from hard to easy, and store the entropy
of pre-sampling results of each problem in a list.
We stop pre-sampling when the latest k items in the
list are all zero. The remaining problems without
pre-sampling are then divided into the easy part,
and a single CoT sampling is performed for each.

2.3 Sample Size Pre-Allocation

After performing CoT sampling on the easy part
problems, we seek to predict and allocate the sam-
ple size for the problems belonging to hard part,
so as to mitigate the substantial cost brought by

Algorithm 3 Sample Size Pre-Allocation.

Require: Hard part questions from easy to hard Q1:A,
LLMM, Demonstrations D, Stopping Criteria C,
Max sample size L, Extend window size e, Prediction
window size m

Ensure: Sampling of Q1:A based on pre-allocation Sall

1: Sall ← {i : [ ] for i ∈ [1, A]}; Nall ← [ ]
2: for i← 1, A do
3: Scurrent ← ∅; PA← 0; Ncurrent ← 0
4: if i > m then
5: PA← Average(Nall[i−m : i− 1])
6: Scurrent ← Scurrent.Append(M(Qi, D, PA))
7: Ncurrent ← Ncurrent + PA
8: end if
9: while Ncurrent < L and NOT C(Scurrent) do

10: Scurrent ← Scurrent.Append(M(Qi, D, e))
11: Ncurrent ← Ncurrent + e
12: end while
13: Sall ← Sall.Merge(Scurrent)
14: Nall ← Nall.Append(Ncurrent)
15: end for

multiple re-samples. Considering that the required
sample size for each problem should be similar to
those needed for problems of comparable difficulty,
we predict the sample size of the current problem
based on the total sample size of the nearest m eas-
ier4 problems. Algorithm 3 shows the workflow of
Sample Size Pre-Allocation. Specifically, we sam-
ple questions belonging to the hard part from easy
to difficult. For the current question to be inferred,
we predict its pre-allocation sample size PA based
on the average total sample size of its previous m
questions. Then, we judge the distribution of the
current samples based on the stopping criteria C5.
When the criteria is not met, we re-sample based
on the expansion window e, until the sampling dis-
tribution meets the criteria for stopping sampling or
the number of samples reaches the max sample size
L. After the sampling for the current question ends,
we add its samples and total sample size to the Sall

and Nall lists respectively, in order to pre-allocate
the sample size for the next question.

3 Experiments

3.1 Experimental Setup

3.1.1 Benchmarks
We evaluate the proposed DSC on six benchmark
datasets from three categories of reasoning tasks:
For arithmetic reasoning, we consider MATH

4As the pre-allocated sample size could be larger than the
required sample size (causing higher output costs), we use the
sample size of easier rather than harder neighboring problems
for prediction.

5Following ASC, we use Dirichlet Stopping Criteria.
Please refer to Appendix A.6 for more details.



(Hendrycks et al., 2021) and GSM8K (Cobbe et al.,
2021). MultiArith (Roy and Roth, 2015), SVAMP
(Patel et al., 2021), AddSub (Hosseini et al., 2014)
and ASDiv (Miao et al., 2020) are not chosen in this
paper because they are relatively simple. For com-
monsense reasoning, CommonsenseQA (Talmor
et al., 2019) and StrategyQA (Geva et al., 2021)
are used. For symbolic reasoning, we use Last Let-
ter Concatenation and Coin Flip from Wei et al.
(2022a). The data version is from Kojima et al.
(2022).

3.1.2 Baselines
We compare DSC to the following self-consistency
methods: (1) SC (Wang et al., 2023) is the standard
self-consistency which samples multiple reasoning
paths and then derives the final answer through
majority-voting; (2) ASC (Aggarwal et al., 2023)
samples one by one, and stops sampling when the
existing samples meet a designed stopping criteria,
which measures the LLM’s confidence in its current
samples; (3) ESC (Li et al., 2023) proposes using
small window detection to save cost, which divides
the large preset sample size into several sequential
small windows, and stops sampling when answers
within a window are all the same. Specifically,
ASC and ESC are two strong baselines for cost-
efficient self-consistency methods, we reproduce
both methods according to their original implemen-
tation.

3.1.3 Implementation details
We perform experiments using two powerful LLMs:
GPT-4 (OpenAI, 2023) and GPT-3.5-Turbo6. We
calculate the cost based on the price of the API we
use. All experiments are conducted in the few-shot
setting without training or fine-tuning the language
models. To ensure a fair comparison, we use the
same prompts as Wei et al. (2022a). Following
Li et al. (2023), The sampling temperature T for
MATH is 0.5 while for other datasets is 0.7. For
difficulty ranking, we use CoT sampling. We set
the default parameters as follows: batch size B as
8 and random split rounds R as 5 for Difficulty
Ranking; pre-sample size p as 4 and judge window
size k as 32 for Problem Partition; extend window
size e as 4 and prediction window size m as 16 for
Sample Size Pre-Allocation; max sample size L as
40 for all baselines. All experiments are repeated
100 times and the average performance is reported.
Unless otherwise specified, the reported cost of

6We use the "2023-05-15" version of API for both.

DSC includes the cost brought by all three sub-
steps.

3.2 Main Results
DSC significantly reduces costs while barely af-
fecting performance. Table 2 summarizes the
cost and accuracy of SC, ASC, ESC, and proposed
DSC for each dataset. We show that DSC con-
sistently outperforms all baselines on cost by a
significant margin across all datasets, while barely
affecting performance. Specifically, DSC reduces
the cost on GPT-4 by an average of 65.29% and
on GPT-3.5-Turbo by 56.04% compared to SC. In
comparison to the strongest baseline method ESC,
DSC reduces the cost on GPT-4 by an average of
24.81% and on GPT-3.5-Turbo by 21.86%, which
demonstrates the effectiveness of DSC.

DSC is scalable across various max sampling
size. We conduct experiments with various max
sampling size to validate the scalability of ESC.
Table 3 shows the performance across different
maximum sampling sizes. First we can see the
performance of SC continuously improves as max
sampling size L increases, which is consistent with
the results in (Wang et al., 2023). On this basis,
ESC can significantly save costs while maintaining
performance for different L. On the contrary, due
to the substantial additional input cost brought by
multiple re-samples, ASC and ESC result in higher
cost than SC when the cost savings of output tokens
are limited.

3.3 Analysis of Three Sub-steps
To further validate the effectiveness of proposed
three sub-steps, including Difficulty Ranking, Prob-
lem Partition, and Sample Size Pre-Allocation, we
conduct experimental analyses on each of them
respectively.

3.3.1 Difficulty Ranking
Difficulty Ranking exhibits a good correlation
with humans. As shown in Table 4, we calculate
Spearman, Pearson, and Kendall correlation coeffi-
cients on seven subsets of MATH benchmark. Over-
all, GPT-4 demonstrates a high consistency with
human labels, while the weaker GPT-3.5-Turbo
shows a moderate consistency. Specifically, both
GPT-4 and GPT-3.5-Turbo rank weakly on Geom-
etry difficulty, which may be due to the fact that
text LLMs cannot intuitively assess the difficulty
of geometry problems through visual information
like humans can.



Model Method MATH GSM8K CSQA SQA Letter Coinflip

Cost Acc Cost Acc Cost Acc Cost Acc Cost Acc Cost Acc

GPT-4

SC 0.4220 58.52 0.3509 95.81 0.1280 85.82 0.1493 81.89 0.1691 94.51 0.1528 100
ASC 0.5726 58.48 0.1712 95.79 0.1639 85.82 0.1323 81.89 0.0602 94.50 0.0657 100
ESC 0.4062 58.49 0.1014 95.80 0.0767 85.81 0.0647 81.89 0.0375 94.51 0.0338 100
DSC 0.3142 58.51 0.0699 95.79 0.0598 85.81 0.0516 81.88 0.0259 94.50 0.0264 100

GPT-3.5-Turbo

SC 0.0181 49.43 0.0094 83.22 0.0030 76.80 0.0043 71.47 0.0043 80.44 0.0037 76.60
ASC 0.0193 49.39 0.0064 83.18 0.0034 76.78 0.0032 71.47 0.0018 80.43 0.0034 76.59
ESC 0.0172 49.41 0.0048 83.19 0.0017 76.79 0.0019 71.47 0.0014 80.43 0.0020 76.59
DSC 0.0148 49.42 0.0036 83.19 0.0012 76.79 0.0015 71.46 0.0011 80.42 0.0016 76.60

Table 2: Accuracy (%) and cost ($) across six reasoning benchmarks. The best performance of cost is highlighted in
bold.

Model Method 16 24 32 40 48

Cost Acc Cost Acc Cost Acc Cost Acc Cost Acc

GPT-4

SC 0.1791 - 57.34 0.2602 - 57.95 0.3411 - 58.27 0.4220 - 58.52 0.5030 - 58.67
ASC 0.3038 ↓ 57.33 0.4038 ↓ 57.93 0.4923 ↓ 58.23 0.5726 ↓ 58.48 0.6470 ↓ 58.62
ESC 0.1870 ↓ 57.34 0.2631 ↓ 57.94 0.3361 ↑ 58.25 0.4062 ↑ 58.49 0.4723 ↑ 58.64
DSC 0.1659 ↑ 57.34 0.2192 ↑ 57.94 0.2680 ↑ 58.25 0.3142 ↑ 58.51 0.3585 ↑ 58.66

GPT-3.5-Turbo

SC 0.0074 - 47.98 0.0110 - 48.71 0.0145 - 49.13 0.0181 - 49.43 0.0216 - 49.67
ASC 0.0095 ↓ 47.97 0.0131 ↓ 48.69 0.0163 ↓ 49.10 0.0193 ↓ 49.39 0.0220 ↓ 49.62
ESC 0.0075 ↓ 47.98 0.0108 ↑ 48.70 0.0140 ↑ 49.12 0.0172 ↑ 49.41 0.0203 ↑ 49.65
DSC 0.0069 ↑ 47.98 0.0097 ↑ 48.71 0.0123 ↑ 49.13 0.0148 ↑ 49.42 0.0171 ↑ 49.66

Table 3: Reasoning accuracy (%) and corresponding cost ($) with various max sampling size on MATH. We mark
the performance of cost poorer than SC with ↓ and that better than SC with ↑. The best performance of cost is
highlighted in bold.

Difficulty Ranking produces an acceptable cost.
As we instruct LLM to produce extremely concise
outputs for Difficulty Ranking, the cost of output to-
kens brought by Difficulty ranking is very low7. Ta-
ble 6 gives comparison of input tokens brought by
Difficulty Ranking and few-shot reasoning across
six datasets. We show that the average input cost
for each problem’s difficulty ranking is less than
the average single input cost for its few-shot rea-
soning. Considering that ESC and ASC require
multiple re-samples for reasoning (multiple few-
shot inputs), this additional input cost of Difficulty
Ranking is totally acceptable.

Mixing types of questions lowers the effective-
ness of Difficulty Ranking. To explore whether
Difficulty Ranking can effectively rank problems
of different types in terms of difficulty, we com-
pare the performance of Difficulty Ranking under
mixed and unmixed problem types on MATH, as
shown in Table 7. Specifically, for unmixed, we
perform Difficulty Ranking on seven subsets sep-
arately; for mixed, we directly execute Difficulty
Ranking on random shuffled MATH dataset, and
calculate the correlation on the entire dataset for

7With an average consumption of 15 tokens for each ques-
tion.

both. The results indicate that mixing different
types of questions for LLM to rank can lead to a
decrease in performance. This might be due to the
challenge for LLM in adhering to the same assess-
ment standards for various types of questions.8

3.3.2 Problem Partition
Problem Partition proves to be effective across
all datasets. As shown in Table 5, we conduct an
ablation study on Problem Partition (step 2). We
show that the removal of Problem Partition results
in an increase in both input and output tokens of
DSC across all six datasets, which validates the
effectiveness and generalizability of Problem Par-
tition. Furthermore, we find that the removal of
Problem Partition has a small impact on output
tokens when it comes to MATH dataset, which
could be due to the fact that for datasets with over-
all higher difficulty, the easy part problem (only
require one CoT sample) for LLM is fewer.

Judge window size is essential for the accuracy
of DSC. Regarding the intuitive idea proposed
in Section 2.2, a straightforward question is how
large the judge window size k needs to be to ensure
the accuracy on simpler problems with single CoT

8It could also lead to inaccurate ranking for humans.



Model Metric Geometry Counting & Prealgebra Intermediate Number Precalculus Algebra AvgProbability Algebra Theory

GPT-4
Spearman 0.540 0.578 0.565 0.654 0.654 0.684 0.691 0.624
Pearson 0.535 0.585 0.567 0.660 0.654 0.691 0.695 0.627
Kendall 0.417 0.448 0.440 0.519 0.520 0.547 0.547 0.491

GPT-3.5-Turbo
Spearman 0.415 0.307 0.362 0.484 0.445 0.497 0.573 0.440
Pearson 0.415 0.314 0.370 0.495 0.452 0.514 0.578 0.448
Kendall 0.318 0.233 0.279 0.375 0.344 0.383 0.446 0.340

Table 4: Performance of Difficulty Ranking on MATH dataset.

Model Method MATH GSM8K CSQA SQA Letter Coinflip

Input Output Input Output Input Output Input Output Input Output Input Output

GPT-4

SC 576 6746 846 5426 726 1770 611 2184 302 2667 428 2332
ASC 11100 3994 4266 719 4805 327 3726 351 1397 308 1722 234
ESC 3574 4983 1423 982 1644 455 1228 465 454 401 540 294

DSC 834 4606 975 495 978 271 822 310 314 113 428 58
w/o step 2 847 4701 1035 755 1081 370 873 381 353 313 431 235
w/o step 3 2896 4142 1033 479 1068 253 903 290 328 108 428 58

GPT-3.5-Turbo

SC 576 11851 846 6005 726 1749 611 2644 302 2735 428 2316
ASC 13421 8380 8075 1577 5633 365 4698 535 2150 487 4932 624
ESC 4223 10045 2889 2273 1946 506 1599 731 742 673 1613 819

DSC 793 9456 1410 1809 1140 376 985 591 470 535 704 736
w/o step 2 799 9610 1426 1879 1172 401 997 605 482 584 707 761
w/o step 3 3485 8634 2144 1679 1467 362 1238 560 568 513 1290 648

Table 5: Ablation study of Problem Partition (step 2) and Sample Size Pre-Allocation (step 3). We count input and
output tokens across six reasoning benchmarks. To simplify the comparison, the tokens produced by Difficulty
Ranking are not counted here.

Task MATH GSM8K CSQA SQA Letter Coinflip
Ranking 403 364 261 130 161 308
Reasoning 576 846 726 611 302 428

Table 6: Comparison of average input tokens for each
question brought by Difficulty Ranking and few-shot
reasoning across six reasoning datasets.

Model Metric Unmixed Mixed

GPT-4
Spearman 0.6451 0.5148
Pearson 0.6487 0.5197
Kendall 0.5060 0.3931

GPT-3.5-Turbo
Spearman 0.4828 0.4070
Pearson 0.4887 0.4145
Kendall 0.3697 0.3073

Table 7: Performance comparison of Difficulty Ranking
under mixed and unmixed problem types on MATH.

sampling. To answer this question, we conduct an
experiment of DSC under different judge window
size k with GPT-4 on GSM8K. As shown in Figure
4, the accuracy increases with the rise of k until
it reaches 32. Meanwhile, the cost of DSC also
increases with the enlargement of k, as the easy
part divided by the problem partition decreases
with its increase. Therefore, it is a good choice
to set a smaller judge window size while ensuring

accuracy.9

3.3.3 Sample Size Pre-Allocation
Sample Size Pre-Allocation significantly allevi-
ates the substantial input token costs brought
by multiple re-samples. We conduct an abla-
tion study of proposed Sample Size Pre-Allocation
(step 3) to validate its effectiveness. As shown
in Table 5, with the removal of Sample Size Pre-
Allocation, the count of input tokens on DSC rose
on all datasets on GPT-3.5-Turbo and GPT-4 (with
the exception of GPT-4 on Coinflip), validating the
effectiveness and generalizability of Sample Size
Pre-Allocation. Moreover, we notice that the in-
put tokens of ASC and ESC far exceed that of SC,
which once again confirms that multiple re-samples
will bring a large amount of additional overhead.
Meanwhile, DSC significantly reduced the number
of input tokens through Pre-Allocation, keeping it
comparable to SC. In addition, we find that Sample
Size Pre-Allocation leads to a slight increase in
output tokens (due to the predicted sample size of
some questions exceeding the actual requirement).
Overall, we believe it is a good choice to trade

9We select 32 as the default value for k.
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Figure 5: Tokens of input and output and the correspond-
ing cost ($) of DSC under different prediction window
size m with GPT-4 on MATH.

a small number of output tokens for a significant
saving in input tokens.

Prediction window size is the key to trade output
tokens for more savings in input tokens. Given
that Sample Size Pre-Allocation can trade output
tokens for savings in input tokens, a natural ques-
tion is when the max total savings can be achieved.
As shown in Figure 5, we count the tokens of in-
put and output and the corresponding cost of DSC
under different prediction window size m. The
experimental results show that the cost of DSC de-
creases rapidly first and then slighly increases with
the increase of m, and the input tokens also follow
a similar trend. This is because as m increases, the
sample size of the current question is predicted by
more simpler questions. When the value of m is
large enough, the predicted sample size will grad-
ually be less than its actual value, leading to the
need for more re-samples. In contrast, the tokens
of the output part gradually decrease, which is due
to as m increases, the predicted sample size will

continue to decrease, leading to a gradual decrease
in the situation where the predicted sample size
is greater than its actual need, saving the output
tokens from redundant sampling. In summary, it is
suggested to select m within a relatively moderate
range (e.g. from 8 to 32).

4 Related Work

Chain-of-thought Reasoning Chain-of-thought
prompting has been proven to be an effective
method of solving complex reasoning problems
(Wei et al., 2022a). By following the pattern of
gradually solving sub-problems, few-shot CoT (Fu
et al., 2023) are capable of stimulating LLM reason-
ing abilities. On this basis, Least-to-most prompt-
ing (Zhou et al., 2023) suggests explicitly splitting
the problem and solving them step by step. Zheng
et al. (2023) reaches the final answer by iteratively
generating answers and using the previously gener-
ated answers as context hints.

Self-Consistency Self-consistency (Wang et al.,
2023) refers to a simple decoding strategy for fur-
ther improving reasoning performance, leveraging
the fact that complex reasoning tasks typically al-
low for more than one correct reasoning path. Li
et al. (2024) assign appropriate weights for answer
aggregation to achieve adaptive self-consistency.
Jain et al. (2023) and Wang et al. (2024) extend it
for open-ended generation tasks like code genera-
tion and text summarization. However, they require
multiple sampling with the pre-set size, which will
incur much more computation cost. To realize cost-
efficient self-consistency, Aggarwal et al. (2023)
introduce an adaptive stopping criterion based on
the amount of agreement between the samples so
far. Li et al. (2023) divides the large preset sam-
ple size into several sequential small windows, and
stop sampling when answers within a window are
all the same.

5 Conclusion

In this work, we propose a novel cost-efficient
decoding method called Difficulty-Adaptive Self-
Consistency (DSC), which fully leverages the diffi-
culty information of given problem set to allocate
computational resources based on their respective
levels of difficulty, so as to alleviate issues of re-
dundant sampling on simple questions and multiple
re-sampling limitations that current cost-efficient
self-consistency methods face. Extensive experi-
ments show that DSC consistently surpasses two



strong cost-effcient self-consistency baselines ASC
and ESC by a significant margin on six popular
benchmarks, while attaining comparable accuracy.
Additional experiments confirm the effectiveness
of the proposed three-step algorithms: Difficulty
Ranking, Problem Partition, and Sample Size Pre-
Allocation.

Limitations

Despite the remarkable efficiency gain on variety
of reasoning tasks, the current implementation of
DSC still suffers from the following two limita-
tions:

• As illustrated in analysis of Difficulty Rank-
ing, DSC is difficult to apply directly in sce-
narios that require real-time reasoning for
mixed-type problems. Further classification
of problems by type or further optimization
of the current Difficulty Ranking algorithm is
needed.

• Given that DSC demands an awareness of the
test set to rank samples based on their diffi-
culty, its use could be restricted in scenarios
where a single user is only permitted one input
at a time. Nevertheless, the application sce-
narios of DSC include but are not limited to:
(1) The server end (such as OpenAI company,
etc) simultaneously receives a large number
of query requests from users. (2) A user pos-
sesses a batch of data that requires a one-time
inference.
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Method Input tokens Output tokens Cost Acc

SC 846 6045 0.3881 73.19
ASC 15982 3265 0.6754 73.14
ESC 4458 4415 0.3986 73.18
DSC 1617 3857 0.2799 73.18

Table 8: Accuracy (%) and cost ($) on GSM8K with
small open-source language model Mistral-7B-Instruct-
v0.3.

A Appendix

A.1 Prompt for Difficulty Ranking
Your task is to rank the given questions
from easy to hard based on their difficulty
level. Questions to be evaluated:

Q1:{Question 1}

Q2:{Question 2}

...

Qn: {Question n}

The output format should be a comma-
separated list containing the Qnumber
of corresponding question. Do not give
any explanation.

Difficulty Ranking result (from easy to
hard):

A.2 Generalizability of DSC On Small
Open-source Language Model

To further explore the effectiveness of DSC on
small open-source models, we conduct experiments
on the open-source model Mistral-7B-Instruct-v0.3
(Jiang et al., 2023) using GSM8K dataset. As
shown in Table 8, we convert the token cost into
price according to that of GPT-4 for a simpler com-
parison and keep the other settings completely con-
sistent with the main experiment (Please note that
for DSC, the cost of step 1 and step 2 is included.).
The experimental results indicate that DSC has the
potential to work effectively on smaller models.

A.3 Comparison of Inference Time Between
Different Methods

Considering the inference time is important for real
world scenarios, we calculate the inference time
of different methods on the MATH test set (5000
questions) with GPT-4. As shown in Table 9, for
DSC, the ranking time corresponds to the time pro-
duced by step 1, while sampling time corresponds
to the time generated by step 2 and step 3. The

Time (hours) Ranking Time Sampling Time Total Time

SC 0 11.75 11.75
ASC 0 221 221
ESC 0 57.26 57.26
DSC 2.26 17.08 19.34

Table 9: Inference time analysis of different methods on
MATH using GPT-4.

Window 3 4 5 6 7 DSC

Acc 58.10 58.40 58.49 58.51 58.51 58.51
Cost 0.3505 0.3905 0.4062 0.4135 0.4173 0.3142

Table 10: Comparison of ESC under different window
size and DSC on MATH with GPT-4.

results show that, compared to SC, both ASC and
ESC require significantly more time due to the
need for a large amount of resampling. DSC, on
the other hand, effectively mitigates this issue by
pre-allocating the sample size for questions.

A.4 Comparison with ESC under Different
Window Size

To further demonstrate the effectiveness of DSC
compared to ESC, we make a comparison between
the performance of DSC and ESC under different
window sizes on the MATH dataset using GPT-
4, while maintaining the rest of the settings com-
pletely consistent with the main experiment. As
shown in Table 10, when the window size is greater
than or equal to 5, ESC can maintain its Accuracy
and its cost increases as the window size enlarges.
However, when the window size is less than 5,
the Accuracy of ESC drops significantly due to
excessively relaxed constraints. Overall, the perfor-
mance of DSC consistently surpasses that of ESC
by a large margin.

A.5 Hyperparameter Experiment of Difficulty
Ranking

As shown in Figure 6, we conduct hyperparameter
experiments on the proposed Difficulty Ranking
algorithm. The experimental results indicate that a
large batch size (≥ 16) leads to a decrease in LLM
ranking performance, which is consistent with our
expectations. For both GPT-3.5-Turbo and GPT-
4, difficulty ranking approximately converges in
the 5th round. Therefore, we choose 5 and 8 as
the default values for iteration and batch size for
Difficulty Ranking, respectively.
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Figure 6: Performance of Difficulty Ranking under different batch sizes and iterations on MATH with GPT-3.5-Turbo
and GPT-4.

A.6 Background of ESC and ASC

ESC ESC proposes extension window sampling,
where the extension window is a fixed preset value
w, Each time, w entries are sampled through the
LLM and added to the sampling set. If the answers
of the current w samples are the same or the preset
maximum sampling value is reached, the sampling
is stopped. The core idea of ESC is that if the
model’s one-time w sample answers are completely
the same, it can be considered that it has a high
confidence in this answer, and sampling can be
stopped.

ASC ASC proposes the Dirichlet Stopping Crite-
ria, where sampling is conducted one by one. After
each sampling, the Dirichlet Stopping Criteria is
used to determine whether all current samples meet
a specific distribution. If they do, the sampling is
stopped. If not, the one-by-one sampling contin-
ues until the preset maximum sampling value is
reached. The Dirichlet Stopping Criteria is shown
in Equation 1, where v represents the current set
of samples, m is the number of v, Cthresh is the
preset threshold (set to 0.95 for ASC in default),
and p1 is the probability of the most frequently
occurring answer in the set v. The core idea of
ASC is to measure the two answers with the high-
est probability in the current set of samples. If the
difference between the probability of the answer
with the highest probability and the second highest
probability exceeds a threshold (Cthresh), it can be
considered that the model is very confident in the
answer with the highest probability, and sampling
can be stopped.

P

(
p1 >

m
max
i=2

pi | v
)

> Cthresh (1)
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