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Abstract

This paper investigates the role of dynamic001
external knowledge integration in improving002
counter-argument generation using Large Lan-003
guage Models (LLMs). While LLMs have004
shown promise in argumentative tasks, their005
tendency to generate lengthy, potentially un-006
factual responses highlights the need for more007
controlled and evidence-based approaches. We008
introduce a new manually curated dataset of ar-009
gument and counter-argument pairs specifically010
designed to balance argumentative complexity011
with evaluative feasibility. We also propose a012
new LLM-as-a-Judge evaluation methodology013
that shows a stronger correlation with human014
judgments compared to traditional reference-015
based metrics. Our experimental results demon-016
strate that integrating dynamic external knowl-017
edge from the web significantly improves the018
quality of generated counter-arguments, partic-019
ularly in terms of relatedness, persuasiveness,020
and factuality. The findings suggest that com-021
bining LLMs with real-time external knowl-022
edge retrieval offers a promising direction for023
developing more effective and reliable counter-024
argumentation systems. Data and code publicly025
available.1026

1 Introduction027

Argumentation in Natural Language Processing028

(NLP) is becoming an increasingly active area of029

research, driven by the natural human tendency to030

express disagreement with claims or viewpoints031

expressed by individuals during information ex-032

changes. In fact, it is becoming an indispensable033

tool in many application domains such as public034

policy, law, medicine, and education (Stab and035

Gurevych, 2017; Eger et al., 2018; García-Ferrero036

et al., 2024; Yeginbergen et al., 2024; Sviridova037

et al., 2024).038

1https://anonymous.4open.science/r/
counter-argument-generation/

Figure 1: Our approach to counter-argument generation
integrating dynamic external knowledge.

It is possible to distinguish two main research 039

lines in Argumentation in NLP: (i) argument min- 040

ing, which involves analyzing unstructured texts 041

to automatically identify and extract argumenta- 042

tive elements (Cabrio and Villata, 2018; Stab and 043

Gurevych, 2017; Yeginbergen et al., 2024); (ii) 044

argument generation, which focuses on generat- 045

ing argumentative texts using external knowledge 046

sources (Hua et al., 2019; Schiller et al., 2021) or 047

summarizing key argumentative points (Roush and 048

Balaji, 2020; Syed et al., 2021; Chen et al., 2024). 049

This paper investigates whether dynamic integra- 050

tion of external knowledge helps Large Language 051

Models (LLMs) to improve counter-argument gen- 052

eration. Counter-argument generation seeks to de- 053

velop an effective framework for presenting alter- 054

native perspectives to an argument while ensuring 055

the correctness of the message and incorporating 056

factual evidence (Wachsmuth et al., 2017, 2018). 057

LLMs have shown promising potential to deal with 058
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debates or any disagreements by solely relying on059

the parametric knowledge encoded in the model060

(Chen et al., 2024; Alshomary and Wachsmuth,061

2023). Moreover, most of the LLMs have secu-062

rity safeguarding to avoid harmful interactions by063

any means (Bai et al., 2022; Ouyang et al., 2022;064

Touvron et al., 2023). While maintaining the harm-065

lessness is recommendable, it is also important to066

be reasonable, persuasive, and grounded with a067

factual basis when arguing (Khan et al., 2024).068

Previous work on counter-argument generation069

has focused on specific aspects of the argument070

(Schiller et al., 2021; Saha and Srihari, 2023),071

integrating different external news sources (Hua072

et al., 2019), or by attacking different evidences073

of the initial argument (Jo et al., 2020; Chen et al.,074

2024). However, no previous work has considered075

integrating dynamic knowledge to inform counter-076

argument generation. Furthermore, we argue that077

existing datasets for counter-argument generation078

consist of too long (Hua and Wang, 2018; Hua079

et al., 2019; Chen et al., 2024) or too short (Schiller080

et al., 2021; Lin et al., 2023) counter-arguments081

which makes it difficult to accurately evaluate their082

quality. Thus, although modern LLMs tend to gen-083

erate rather lengthy essay-style responses that may084

be highly persuasive but lack coherence, logic, and085

factual evidence, restricting them to short single086

sentences is insufficient to study the complexity087

and desired pragmatic characteristics of a good088

counter-argument. Finally, the manual evaluation089

of counter-argument quality is a challenging, time-090

consuming, and highly subjective task that requires091

knowledge of the subject matter and credible ev-092

idence to support or refute it (Wachsmuth et al.,093

2017; Wang et al., 2017; Hua et al., 2019). In094

this sense, we believe that traditionally used (Al-095

shomary et al., 2021; Chen et al., 2024) reference-096

based automatic metrics such as BLEU, METEOR097

or BERTScore fail to accurately capture the nu-098

anced relationship between the generated counter-099

argument and the human judgment.100

In order to address these issues, we propose us-101

ing retrieved external knowledge from dynamic102

sources without any limits to particular outlets103

or databases, along with LLMs, to generate effi-104

cient, concise evidence-based counter-arguments.105

Furthermore, we present a new curated dataset of106

concise and structured human-generated argument107

and counter-argument pairs in which the length108

of the counter-arguments is enough to study the109

main argumentative aspects while facilitating man-110

ual and automatic evaluation. While this paper 111

employs both manual and automated evaluation 112

methods, we introduce a novel automated evalua- 113

tion approach using LLMs-as-a-Judge, designed to 114

optimize correlation with human assessments. 115

Using the new dataset and dynamically re- 116

trieved external evidence, this work aims to an- 117

swer the following research questions (RQ): RQ1: 118

Does the integration of dynamic external knowl- 119

edge into LLMs help to generate better counter- 120

argumentation? RQ2: Which automatic evaluation 121

method correlates better with human judgments? 122

RQ3: To what extent do LLMs use retrieved exter- 123

nal evidence in producing counter-arguments? 124

Figure 1 illustrates our proposed framework. 125

First, we automatically generate queries (in the 126

form of critical questions) that challenge the main 127

points of the argument or claim and feed those 128

queries to the web search. Next, related evidence 129

is retrieved, and, lastly, the claim and the retrieved 130

evidence are provided as context to the LLM to 131

generate a counter-argument. 132

The main contributions of our paper are the fol- 133

lowing: (i) we publicly share a new dataset of man- 134

ually curated arguments and counter-arguments; 135

(ii) we introduce a new method to dynamically in- 136

tegrate external knowledge retrieved from the web 137

in LLM-based counter-argument generation; (iii) 138

experimental results show that the generation of 139

counter-arguments with LLMs is improved through 140

the integration of dynamic external knowledge, 141

with factual evidence demonstrating a particularly 142

significant impact on pragmatic aspects including 143

relatedness, persuasiveness, and factuality and (iv), 144

our automatic evaluation based on LLM-as-a-Judge 145

reveals a higher correlation with human judgments 146

compared with reference-based metrics such as 147

BLEU, METEOR, or BERTscore. 148

2 Related Work 149

Prior research in efficient and persuasive argument 150

generation has approached the problem from var- 151

ious perspectives focusing on different aspects of 152

arguments. For instance, Jo et al. (2020) investi- 153

gated the ability of machine learning approaches to 154

detect attackable sentences in the arguments, and 155

they concluded that automatic approaches are more 156

stable in this task than human annotators depending 157

on the subjectivity, topic, and tone of the argument. 158

Alshomary et al. (2021) focused on generating 159

counter-arguments by pinpointing and challenging 160
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weak premises. Schiller et al. (2021) produce argu-161

ments by specifying the desired aspect and stance162

in a sentence-level setting via Conditional Trans-163

former Language Model (CTRL) (Keskar et al.,164

2019). Similarly, Saha and Srihari (2023) proposed165

a method to control both the topic and stance of an166

argument while enriching it with factual evidence167

using an encoder-decoder language model. Al-168

shomary and Wachsmuth (2023) propose a counter-169

argument generation based on the stance of the con-170

clusion of the argument. Lin et al. (2023) employed171

large language models for sentence-level counter-172

argument generation, implementing a Chain-of-173

Thought methodology. Finally, Chen et al. (2024)174

evaluated LLMs in several argument mining and175

generation tasks showing the potentiality of LLMs176

for this particular task.177

The use of external sources has demonstrated its178

effectiveness in the generation of alternative per-179

spectives. Wachsmuth et al. (2018) analyzed the180

question of retrieving the best counter-arguments181

when no prior knowledge is persistent. Hua and182

Wang (2018) introduced a framework that incorpo-183

rated information retrieval, but their approach was184

limited to using the Wikipedia database as the exter-185

nal source. However, Wikipedia primarily contains186

static factual information, which may not align with187

the dynamic nature of arguments. To address this188

limitation, Stab et al. (2018) expanded the scope by189

indexing all documents from the Common Crawl190

database for argument retrieval. Hua et al. (2019)191

proposed an enhanced framework that leverages192

databases from news outlets alongside Wikipedia193

to retrieve evidence and improve the quality of the194

generated counter-arguments.195

All these efforts mainly refer to static databases196

as external sources, meaning that all the documents197

containing the evidence of the argument in question198

should be parsed in advance. Moreover, previous199

argument generation with external knowledge was200

proposed before the LLMs entered the race. In our201

work, we believe that we should test the capabilities202

of LLMs and that, in our ever-changing dynamic203

world, it is not efficient to rely on a pre-defined set204

of documents as an external source for factual and205

persuasive counter-argument generation. Instead,206

we propose to integrate knowledge from the whole207

internet as a source for finding factual evidence to208

generate better counter-argumentation.209

3 Data 210

In order to perform our experiments and avoid input 211

and output length inequality in the data, we con- 212

structed a new corpus for the evaluation of counter- 213

argument generation. Previous work often focused 214

on either (too short) sentence-level (Lin et al., 2023; 215

Schiller et al., 2021) or (too long) paragraph-level 216

(Hua et al., 2019; Hua and Wang, 2018) generation. 217

Given the capabilities of modern LLMs, it was 218

essential to define clear input and output data to 219

ensure accurate, robust, and fair comparisons dur- 220

ing evaluation. Thus, our objective is to create a 221

dataset of argument/counter-argument pairs that 222

would meet specific criteria. We argue that (i) 223

generating single-sentence claim-based counter- 224

arguments is insufficient to accurately assess the 225

quality of counter-arguments produced by LLMs 226

and (ii), too long counter-arguments make it ex- 227

tremely difficult to properly evaluate the argumen- 228

tative quality of the generated text. Our analysis re- 229

vealed that Large Language Models (LLMs), when 230

not given explicit length constraints, tend to gen- 231

erate verbose, essay-like responses that frequently 232

deviate from true argumentative form, lack substan- 233

tiating evidence, and demonstrate poor coherence 234

with the original argument while overemphasizing 235

persuasive elements. To address these limitations, 236

we propose generating counter-arguments with a 237

maximum length of three sentences, focusing on 238

conciseness, factual content, and direct alignment 239

with the input argument. 240

With this aim in mind, we constructed a new 241

dataset of argument and counter-argument pairs 242

using the CANDELA corpus as a basis (Hua et al., 243

2019). The corpus consists of debates and dis- 244

cussions on various controversial topics from the 245

r/ChangeMyView2 subreddit. The corpus is cen- 246

tered around real-world online debates where users 247

post their opinions and evidence for any controver- 248

sial topic and expect other users to provide reason- 249

ing for an alternative perspective. 250

CANDELA is available in a format split by sen- 251

tenced, tokenized, and lowercase, making the re- 252

construction of the corpus necessary. To address 253

this, we employed LLMs to convert the data back 254

into a coherent, human-readable format. 255

Once the data was fully reconstructed in a 256

human-readable format, we summarized all argu- 257

ments and counter-arguments. To avoid any bias 258

we choose to use a language model different from 259

2https://www.reddit.com/r/changemyview
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# sentence # words
arguments
Original 16 1996
Intermediate 3 511
Final 3 387
counter-arguments
Original 30 4478
Intermediate 5 845
Final 3 460

Table 1: Average number of sentences and words in
arguments and counter-arguments in the original, sum-
marized (intermediate), and final versions of the data.

those used in our experimentation, namely, Llama-260

3.1-70B instruct (Dubey et al., 2024). All sum-261

maries were then manually verified against the262

original data and re-summarized where needed to263

ensure the semantic and pragmatic correctness of264

the content.265

While the corpus includes data from real-world266

interactions and reflects arguments from natural267

exchanges of information, we found that not all268

topics were suitable for counter-argument genera-269

tion with external knowledge. Specifically, topics270

lacking a scientific or factual foundation, such as271

philosophical questions or deeply subjective top-272

ics, often trigger LLMs to produce generic, safe273

responses due to their safety guardrails.274

To mitigate potential quality issues, we imple-275

mented a manual filtering process for the corpus,276

retaining only those arguments that demonstrated277

both high quality and direct relevance to the subject278

matter, specifically selecting instances where the279

incorporation of factual information would mean-280

ingfully contribute to argument generation.281

Finally, we further manually refined the sum-282

maries to follow a structured argumentative format,283

emphasizing components such as the main claim,284

supporting evidence, and examples where appli-285

cable. This process resulted in a dataset of 150286

high-quality 3-sentence paragraph-level argument287

and counter-argument pairs. The final version of288

the corpus used in the experiments can be seen in289

the Appendix 3. The average distribution of sen-290

tences and tokens in the data is shown in Table291

1.292

4 Experimental setup293

In this section, we describe the methodology294

for generating counter-arguments with dynamic295

knowledge integration for evidence-driven counter- 296

argument generation. Preliminary experiments re- 297

vealed that relying on static pre-defined document 298

sets (such as Wikipedia) for factual evidence re- 299

trieval often yields incomplete information regard- 300

ing specific argument topics, resulting in incoherent 301

and unreliable evidence. We determined that ex- 302

ternal sources must contain topic-specific content, 303

opinions, and observations directly relevant to the 304

events described in the argument, particularly since 305

claims may reference recent events that post-date 306

the last update of pre-parsed sources. Consequently, 307

our experimental design incorporates dynamic web- 308

based data as the primary information source to 309

address these limitations. 310

External knowledge is obtained through the web 311

search provided by the Cohere API3. The process 312

involved automatically generating five queries (av- 313

eraging 87 words each) designed to challenge the 314

validity and veracity of the original argument’s 315

claims and premises by questioning key points that 316

required factual substantiation. These queries were 317

sequentially submitted to the web search engine, 318

and the retrieved results, averaging 5,496 words 319

in length, were incorporated as contextual infor- 320

mation in the final prompt presented to the lan- 321

guage model. The model then generated counter- 322

arguments based on both the original argument and 323

the retrieved contextual information. 324

To assess the role of external knowledge in 325

counter-argument generation with LLMs, we per- 326

formed a comparative analysis using two system 327

configurations: one incorporating external informa- 328

tion and another relying solely on the model’s para- 329

metric knowledge. The model in the latter configu- 330

ration received only the original argument as input 331

and was tasked with generating counter-arguments 332

using its internal knowledge base exclusively. This 333

experimental design enabled us to evaluate whether 334

LLMs display better performance when provided 335

with external evidence for counter-argument gen- 336

eration, as measured by comparing the quality of 337

outputs between the two configurations. 338

This experimentation is performed with two in- 339

struct LLMs with strong results on text generation 340

tasks in two different configurations: (i) the LLM 341

using only the claim and its parametric knowledge 342

as prompt and (ii) the LLM with dynamic exter- 343

nal knowledge. This results in the following four 344

models: 345

3https://cohere.com/
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• Command R+: Command-R+, a 104B pa-346

rameter model from Cohere For AI (2024).347

• Command R+ with external knowledge:348

Command-R+ 104B with external evidence349

retrieved using Cohere’s API for web search.350

• Mistral-7B-Instruct: Mistral-7B-Instruct-351

v0.3 (Jiang et al., 2023).352

• Mistral-7B-Instruct with external knowl-353

edge: Mistral-7B-Instruct-v0.3 with external354

evidence retrieved via Cohere’s API for web355

search.356

Importantly, all experiments are conducted in a357

zero-shot inferential setting to assess the real capa-358

bilities of LLMs in counter-argument generation.359

This setup ensures a fair and robust evaluation of360

their performance in generating meaningful, well-361

reasoned, and factual counter-arguments.362

4.1 Evaluation363

Following Hua et al. (2019), we assess the quality364

of the generated counter-arguments using a point-365

wise 3-point Likert scale across five key dimen-366

sions: Opposition, Relatedness, Specificity, Factu-367

ality, and Persuasiveness.368

It should be noted that the evaluation of gen-369

erated counter-arguments is inherently subjective.370

While human evaluation is the gold standard, it371

is time-intensive, costly, and prone to individual372

biases (Wachsmuth et al., 2017; Hua et al., 2019;373

Chen et al., 2024). To address these limitations,374

along with human evaluation, we will also pro-375

vide two types of automatic evaluation. First, us-376

ing reference-based metrics such as BLEU, ME-377

TEOR or BERTscore previously used in counter-378

argumentation generation (Alshomary et al., 2021;379

Chen et al., 2024). Second, we propose to use the380

LLM-as-a-Judge approach. Leveraging the con-381

sistency, scalability, and efficiency of the LLMs,382

this method enables rapid and reproducible scor-383

ing across the five dimensions. To the best of our384

knowledge, we are the first to propose an LLM-385

based evaluation for counter-argument generation.386

Taking the gold standard counter-argument387

dataset built in Section 3, we generate a counter-388

argument for each claim using the four models389

listed above. The five counter-arguments (gold390

reference included) are then evaluated by human391

annotators and LLM-as-a-Judge annotators. More392

specifically, they are asked to assess each dimen-393

sion by categorizing the example as unsatisfactory394

(score: 1), moderately satisfactory (score: 2), or 395

highly satisfactory (score: 3) for each of the five 396

dimensions listed above. Finally, reference-based 397

metrics were computed by comparing the generated 398

counter-arguments with the gold reference. 399

We will also compute the correlation between 400

both automatic evaluation methods and human 401

judgments, as establishing strong alignment is cru- 402

cial for ensuring valid comparisons and reducing 403

reliance on human evaluators, ultimately leading to 404

a more robust and practical evaluation framework. 405

Human evaluation. We recruited human evalua- 406

tors through the crowdsourcing platform Prolific4 407

to assess the quality of a sample of 75 generated 408

counter-arguments across the five predefined di- 409

mensions. We performed two rounds of evalua- 410

tions of three participants to ensure that the ob- 411

tained manual judgments were of high quality. We 412

set test questions in the questionnaire to determine 413

whether the evaluations were performed fairly. Sub- 414

sequently, we selected the four participants who 415

correctly passed the test. All evaluators were com- 416

pensated above the minimum rate recommended by 417

the platform. An example of instructions provided 418

for manual evaluation can be found in Appendix C. 419

LLM-as-a-Judge. We employ two state-of- 420

the-art open LLM-as-a-Judge models, namely, 421

Prometheus (Kim et al., 2024) and JudgeLM (Zhu 422

et al., 2023), and one proprietary model, Claude 3.5 423

Sonnet5. The models are prompted with the same 424

set of instructions for evaluation as those used for 425

human annotators. 426

Reference-based evaluation. Following the pre- 427

vious evaluations on counter-argument generation 428

(Hua et al., 2019; Lin et al., 2023; Chen et al., 2024) 429

we evaluate using reference-based overlap and simi- 430

larity metrics, such as BLEU (Papineni et al., 2002), 431

ROUGE (Lin, 2004), METEOR (Banerjee and 432

Lavie, 2005) and BERTScore (Zhang et al., 2019). 433

BLEU and ROUGE compare the overlap between 434

the counter-argument and the claim whereas ME- 435

TEOR considers also synonyms, paraphrases, and 436

word stems. Finally, BERTScore takes into account 437

the semantic context and meaning of the text, going 438

beyond surface-level word matching. 439

Ranking. Based on the evaluation scores per di- 440

mension, we obtain rankings of each the 5 candi- 441

date counter-arguments (4 automatically generated 442

and the gold reference) by summing the scores for 443

4https://www.prolific.com/
5https://www.anthropic.com/claude/sonnet
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each counter-argument, as provided by the human444

and LLM-as-a-Judge evaluators. Formally, let the445

evaluation process involve n counter-arguments, m446

dimensions, and e evaluators. Let Scorei,j,d repre-447

sent the score assigned by evaluator j for counter-448

argument i on dimension d.449

The total score for counter-argument i, summed450

across all dimensions for evaluator j, is given by:451

Ti,j,d =
∑
d

Scorei,j,d452

The final ranking for counter-argument i, com-453

bining scores across all m dimensions for each454

evaluator j, is calculated as:455

Ri,j = Rank(
m∑
d=1

Ti,j,d)456

Where:457

• Ti,j,d is the total aggregated score for counter-458

argument i for dimension d by evaluator j.459

• m is the number of dimensions, 5 in our case.460

• Ri,j is the rank of the counter-argument i cal-461

culated by summing Ti,j,d from evaluator j.462

The counter-arguments are ranked in ascend-463

ing order according to their calculated Oi,j values,464

where lower scores correspond to superior perfor-465

mance. This ordinal ranking methodology effec-466

tively normalizes individual scoring variations and467

minimizes evaluator bias, as it accounts for poten-468

tial systematic differences in scoring tendencies469

among evaluators who might consistently assign470

either higher or lower scores, thereby ensuring a471

fair comparison.472

The evaluation using reference-based metrics473

involves calculating scores for counter-arguments474

generated by each LLM in comparison to the gold475

reference, which enables the establishment of rela-476

tive rankings among the LLMs’ outputs.477

5 Results478

We first calculate the correlation of the automatic479

metrics with human judgments. We then used the480

best automatic metrics to compute the overall rank-481

ings for the gold counter-arguments and those gen-482

erated by the four models. Finally, we analyzed483

dimension-wise rankings obtained in the manual484

evaluation.485

Correlation with Human Judgments. We would 486

like to stress that manual counter-argument eval- 487

uation is a highly subjective and tedious process 488

(Wachsmuth et al., 2017; Hua et al., 2019; Chen 489

et al., 2024). Thus, ensuring that our automatic 490

evaluation method correlate with human judgments 491

is crucial. Therefore, we computed the correlation 492

between every evaluation metric on the evaluator 493

sample set of 75 examples, including human evalu- 494

ation, using the method described in Section 4. The 495

Spearman’s rank correlation coefficients (ρ) are re- 496

ported by Figure 2. First, it can be observed that the 497

three LLM-as-a-Judge methods obtain the highest 498

correlation with human judgments (row marked in 499

red). Thus, while JudgeLM and Prometheus obtain 500

a strong correlation, Claude 3.5 Sonnet is the best 501

method with a ρ of 0.82 (very strong correlation). 502

Figure 2: Heatmap showing Spearman’s rank correla-
tion coefficients between human evaluation and auto-
matic metrics, including LLM-as-a-Judge metrics. The
row marked in red represents the correlation of all the
evaluation metrics to human preference.

Reference-based metrics show a poor correlation 503

with both human judgments and LLM-as-a-Judge 504

evaluation methods. This suggests that reference- 505

based metrics might be inadequate for evaluating 506

counter-argument generation quality, as they fail 507

to capture the essential dimensions established for 508

human evaluation and notably disregard the context 509

of the original argument or claim being countered. 510

Among the LLM-as-a-Judge methods, the low- 511

est correlation was observed between JudgeLM 512
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Figure 3: Human and LLM-as-a-Judge evaluation results.

and Prometheus. During a more detailed analysis,513

we found that these two judges had the highest dis-514

agreement in evaluating Opposition and Persuasive-515

ness. Prometheus tends to be stricter on Opposition516

while JudgeLM does the same on Persuasiveness.517

Thus, each model assigned lower scores than the518

other for those particular dimensions.519

Overall rank evaluation. Figure 3 reports the over-520

all rankings obtained by summing all the scores521

from each dimension that each evaluator provided522

(as described in Section 4). The first observation523

is that 3 out of 4 LLM-as-a-Judge agree that Com-524

mand R+ with external knowledge generates the525

best counter-arguments. Moreover, according to526

the manual evaluation, both Command R+ and527

Mistral-7B-Instruct with external knowledge are528

ranked at the top. Interestingly, results with respect529

to the ranking of other models vary, but all four530

evaluators agree that the human-generated counter-531

arguments (gold reference) are ranked worst.532

Table 2 shows the scores obtained by the533

reference-based metrics. While Command R+ with534

external knowledge remains the best model, it is535

easy to see that the rankings are not aligned with536

respect to human preferences. Furthermore, and537

although not directly comparable, the obtained538

scores are in the range of previous work evaluat-539

ing counter-argument generation with these metrics540

(Chen et al., 2024).541

Taking into account the high correlation of LLM-542

as-a-Judge methods with human preferences, we543

also evaluated the four models over the full corpus544

of 150 arguments and counter-arguments pairs. The545

results from each LLM-as-a-Judge evaluator can546

be found in the Appendix B (Figures 5, 6, 7, 8). 547

Figure 4: Per dimension ranking from manual evalua-
tion.

Point-wise evaluation. Figure 4 illustrates the av- 548

erage dimension-wise rankings from manual eval- 549

uation. We can see that Command R+ excels in 550

Opposition compared to others, whereas both Com- 551

mand R+ and Mistral-7B-Instruct with external 552

knowledge are valued the best on Persuasiveness 553

and Relatedness. Moreover, Mistral-7B-Instruct 554

with external knowledge and Command R+ ob- 555

tain the highest Factuality scores. Overall, we can 556

conclude that, when external evidence is provided 557

to the LLMs, the overall quality of the counter- 558

argument improves. Nevertheless, the performance 559

of generating counter-arguments based on paramet- 560

ric knowledge is quite high, especially for the larger 561

models (Command R+). 562
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Model BLEU ROUGE METEOR BERTScore Avg

Command R+ 20.35 18.36 16.12 86.38 35.30
Command R+ with external knowledge 20.80 18.67 16.81 86.15 35.60
Mistral-7B-Instruct 17.36 15.93 13.96 86.23 33.37
Mistral-7B-Instruct with external knowledge 17.30 16.58 14.36 86.29 33.63

Table 2: Results with reference-based metrics; best overall model per metric in bold; best model per family
underlined.

6 Analysis of Results563

To answer RQ3, we checked whether the generated564

counter-arguments indeed used the provided exter-565

nal knowledge, or whether the retrieved evidence is566

already incorporated in the parametric knowledge567

of LLMs.568

We used the sentence transformer model ‘gte-569

base-en-v1.5’ (Li et al., 2023; Zhang et al., 2024) to570

calculate sentence-level cosine similarity between571

the generated outputs and provided external evi-572

dence. Our methodology involved segmenting both573

the external information and generated counter-574

arguments into individual sentences for pairwise575

comparison, followed by ranking the similarity576

scores in descending order. Based on manual verifi-577

cation, we established a threshold of 70% similarity578

as indicative of successful external knowledge in-579

tegration. Our analysis revealed that Command580

R+ with external knowledge effectively utilized581

external evidence in 82% of its generated counter-582

arguments, while Mistral-7B-Instruct with external583

knowledge demonstrated such integration in 51%584

of the cases.585

Our manual analysis of similarity scores re-586

vealed that, when similarity scores exceed 70%,587

models directly integrate provided external knowl-588

edge, while scores between 65-70% result in partial589

incorporation mixed with additional information.590

Notably, this partial incorporation behavior pre-591

dominantly occurs with sensitive topics such as592

personal reputation, religion, ethics, economics, or593

politics, where models tend to generalize rather594

than use specific factual evidence, leading to lower595

Opposition dimension scores. Command R+ with596

external knowledge frequently exhibited this behav-597

ior, though interestingly, the same model without598

external knowledge produced more generalized re-599

sponses that evaluators often found more plausible600

than fact-based counterarguments.601

The topics of high controversy trigger LLMs602

to start generation by acknowledging the stance603

of the input argument which exhausts the space 604

for including the retrieved evidence, even when 605

explicitly prompted not to do so. Moreover, such 606

counter-arguments were evaluated better than the 607

output that starts the alternative perspective straight 608

from the factual examples. 609

7 Conclusion 610

In this study, we examined the effect of incorpo- 611

rating externally dynamically retrieved evidence 612

into LLMs in counter-argument generation using 613

web search as an external knowledge source. Our 614

results on a newly created gold dataset show that, 615

while LLMs with external knowledge improved 616

their counter-argument generation, their reliance 617

on it varies, and in some cases, they generate re- 618

sponses with parametric knowledge which obtained 619

better scores. 620

We propose LLM-as-a-Judge to automatically 621

evaluate the quality of counter-arguments with bet- 622

ter correlation scores with respect to human judg- 623

ments than previously used reference-based met- 624

rics. 625

Through qualitative analysis, we found that 626

model behaviour shifts when dealing with sensitive 627

or controversial topics. In these cases, LLMs tend 628

to provide more generalized responses rather than 629

directly integrating factual evidence. Interestingly, 630

such responses were often rated more favourably, 631

suggesting a preference for plausibility and coher- 632

ence over strict factual accuracy. 633

Our findings highlight the complexities of in- 634

tegrating external knowledge into LLM outputs. 635

While retrieval-augmented generation (RAG) can 636

enhance factual consistency, models may still pri- 637

oritize linguistic fluency and alignment with social 638

norms. Future work should focus on refining strate- 639

gies to ensure that external knowledge is utilized 640

effectively, particularly in contexts that require pre- 641

cise and evidence-based argumentation. 642
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8 Limitations643

Our study has some limitations. We focused on two644

LLMs, both with and without integrated external645

knowledge, to compute the agreement between hu-646

man and LLM judgments. Including more models647

would have significantly strengthened our conclu-648

sions. Equally, including other languages should649

allow for more generalizable results. However,650

as far as we know, there are no counter-argument651

generation datasets for languages beyond English.652

Therefore, one of the short-term objectives of the653

NLP research community should be to address this654

glaring gap.655

Additionally, due to the effort required for man-656

ual assessment, we evaluated only a sample of the657

generated counter-arguments rather than the entire658

dataset. Future work could explore more scalable659

evaluation methods to extend the analysis.660

Finally, the LLM-generated counter-arguments661

may be affected by potential data contamination,662

where topics and examples of the arguments used in663

our experiments may overlap with the training data664

of the LLMs we used. Investigating task contami-665

nation is far from trivial but it should be included666

in any future work.667
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A Example of data893

Table 3 shows the sequential methodology employed in generating the corpus. Original presents an894

argument from the publicly available CANDELA corpus that originally is in lowercase and segmented in895

sentences and tokens. After its reconstruction to a human-readable format, in the Intermediate step, the896

argument is summarized by means of the language model Llama-3.1-70B instruct. The row Final presents897

the version after manual elaboration which is made available in this paper.898

Original ["we", "should", "n’t", "worry", "about", "being", "compassionate", "to", "mexican",
"illegal", "immigrants", "the", "same", "way", "we", "do", "n’t", "worry", "about",
"being", "uncompassionate", "to", "the", "rest", "of", "the", "world", "’s", "poor", ".",
"i", "am", "specifically", "referring", "to", "poor", "immigrants", "who", ",", "based",
"on", "current", "tax", "codes", ",", "will", "take", "far", "more", "in", "benefits", "than",
"they", "would", "pay", "in", "taxes", ".", "it", "has", "nothing", "to", "do", "with", "skin",
"color", "...", "if", "you", "have", "millions", "of", "white", "people", "suddenly", "all",
"working", "manual", "labor", "jobs", "and", "below", "you", "now", "have", "a", "lot",
"of", "people", "not", "paying", "many", "taxes", "into", "the", "system", "and", "being",
"eligible", "to", "take", "a", "lot", "out", ".", "why", "do", "people", "argue", "we",
"need", "to", "be", ""̈, "compassionate", ""̈, "when", "with", "that", "same", "logic", "you",
"could", "argue", "we", "are", "n’t", "being", "compassionate", "for", "not", "all", "living",
"a", "minimalist", "life", "and", "sending", "all", "our", "wealth", "to", "africa", "until",
"there", "are", "no", "more", "starving", "people", "?", "what", "makes", "Mexico", "so",
"deserving", "of", "our", "aid", "but", "not", "other", "countries", "?", "logically", "i",
"’m", "sure", "the", "people", "clamoring", "to", "he", "compassionate", "and", "let", "all",
"the", "poor", "immigrants", "in", "(", "i.e.", "making", "the", "immigration", "process",
"easier", "or", "amnesty", ")", "realize", "we", "could", "n’t", "support", "the", "entire",
"world", ",", "so", "why", "is", "mexico", "special", "?", "what", "do", "you", "consider",
"our", "breaking", "point", "for", "percentage", "of", "us", "poor", "(", "i", "think", "we",
"’re", "already", "at", "it", ")", "to", "where", "there", "’s", "more", "money", "going",
"out", "to", "social", "programs", "and", "tax", "breaks", "than", "there", "is", "coming",
"in", "?", "at", "what", "point", "does", "the", "super", "pro", "immigration", "person",
"decide", "the", "us", "is", ""̈, "full", ""̈, "?"]

Intermediate The writer argues that showing compassion to Mexican illegal immigrants is not justified
when considering the financial burden they would place on the system, as they would take
more in benefits than they would pay in taxes. The sustainability of immigration policies
is based on economic impact rather than emotions. Uncertainty about the threshold at
which the U.S. would be considered "full" and unable to support more immigrants

Final (Ours) Showing compassion to Mexican illegal immigrants is not justified when considering the
financial burden they would place on the system, as they would take more in benefits
than they would pay in taxes. This argument is not based on skin color, but rather on the
economic impact of a large influx of low-income workers.

Table 3: Example of the data. Original is the original publicly available data. Intermediate is the summary generated
by Llama-3.1-70B. Final is the final version after manual refinement and the data used in the experiments.

B Per dimension evaluation ranks899

In this appendix we provide evaluation ranks per opposition, factuality, relatedness, specificity, and900

persuasiveness dimensions for the following LLM-as-a-Judge models: JudgeLM in Figure 5, Prometheus901

in Figure 6 and Claude in Figure 7. The overall ranks over the whole dataset by LLM-as-a-Judge are902

shown in Figure 8.903

Results, especially those computed using Claude 3.5 Sonnet, align with those obtained in Section 5904

with a human-annotated sample of the data. Thus, 8 shows that Command R+ with external knowledge is905

also ranked first, gold reference, and Mistral-7B-Instruct the worst while the ranks for Command R+ and906

Mistral-7B-Instruct with external knowledge vary according to the judge.907
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Figure 5: JudgeLM per dimension ranks.

Figure 6: Prometheus per dimension ranks.

Figure 7: Claude per dimension ranks.
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Figure 8: LLM-as-a-Judge evaluation results over the full dataset.
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C Instruction example for human evaluation. 908

An example of the instructions provided to the human evaluators in the Prolific platform is shown in Figure 909

9. Firstly, the argument is presented accompanied by a description of the five dimensions (opposition, 910

relatedness, factuality, specificity, persuasiveness) that are evaluated in the paper. Secondly, each of the 911

counter-arguments is presented and the evaluator has to select a value between 1 for unsatisfactory, 2 for 912

moderately satisfactory and 3 for highly satisfactory in each of the dimensions. 913

Figure 9: An example of instructions provided to the human evaluators.
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