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Abstract

Low-rank gradient-based optimization methods have significantly improved mem-
ory efficiency during the training of large language models (LLMs), enabling
operations within constrained hardware without sacrificing performance. However,
these methods primarily emphasize memory savings, often overlooking potential
acceleration in convergence due to their reliance on standard isotropic steepest
descent techniques, which can perform suboptimally in the highly anisotropic
landscapes typical of deep networks, particularly LLMs. In this paper, we pro-
pose SUMO (Subspace-Aware Moment-Orthogonalization), an optimizer that
employs exact singular value decomposition (SVD) for moment orthogonalization
within a dynamically adapted low-dimensional subspace, enabling norm-inducing
steepest descent optimization steps. By explicitly aligning optimization steps
with the spectral characteristics of the loss landscape, SUMO effectively miti-
gates approximation errors associated with commonly used methods, such as the
Newton-Schulz orthogonalization approximation. We theoretically establish an
upper bound on these approximation errors, proving their dependence on the condi-
tion numbers of moments, conditions we analytically demonstrate are encountered
during LLM training. Furthermore, we both theoretically and empirically illustrate
that exact orthogonalization via SVD substantially improves convergence rates
while reducing overall complexity. Empirical evaluations confirm that SUMO
accelerates convergence, enhances stability, improves performance, and reduces
memory requirements by up to 20% compared to state-of-the-art methods. Code:
https://github.com/guy120494/SUMO.

1 Introduction

Low-rank gradient-based optimization methods have become powerful tools for reducing memory
consumption during the pre-training and fine-tuning of large language models (LLMs), often without
sacrificing performance, and sometimes even improving it. For instance, while pre-training Llama 7B
typically requires around 58GB of memory, far exceeding the 24GB available on consumer GPUs like
RTX 4090, recent advances, such as those discussed in [1–3], have demonstrated that Llama 7B can
now be trained from scratch on a single 24GB GPU without the need for costly memory offloading.
The theoretical analysis in [1] attributes this efficiency to the inherent low-rank structure of the
gradients, which enables optimization in a significantly reduced latent space. Furthermore, [2] found
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a consistent decrease in gradient rank throughout training, suggesting that low-rank optimization not
only reduces memory usage but also converges toward increasingly compact subspaces.

However, despite these advancements, existing methods primarily focus on memory savings and often
overlook the potential to accelerate convergence. Current approaches typically rely on standard steep-
est descent methods and assume isotropic geometry, which can hinder efficiency in ill-conditioned
settings. This observation motivates our primary objective: to develop a subspace-aware optimizer
that leverages low-rank structure while adapting to the geometry of the loss landscape. By reevaluat-
ing the choice of norm and its influence on gradient descent dynamics, we aim to design an algorithm
that improves generalization, accelerates convergence, while preserving the memory advantages of
low-rank methods.

Classical gradient descent, including SGD [4], performs steepest descent under the Euclidean norm,
which reflects isotropic curvature. However, deep networks exhibit highly anisotropic loss landscapes,
making this assumption suboptimal. Recent work shows that adaptive optimizers, such as Shampoo
[5], SOAP [6], and Muon [7], can be interpreted as steepest descent under non-Euclidean norms
tailored to the network architecture and data structure. As shown in [8], these methods implicitly
adapt to spectral or operator norms, which better capture local curvature and improve convergence.
This motivates the design of subspace-aware optimizers that exploit both low-rank structure and
appropriate geometry to accelerate training.

To formalize the role of geometry in optimization, consider a neural network with a differentiable
loss function L : W → R defined on a weight spaceW = Rn. The local behavior around a point
w can be approximated by the Taylor expansion, L(w + ∆w) ≈ L(w) + g⊤∆w + λ

2 ∥∆w∥2,
where g = ∇wL(w), λ > 0 captures the sharpness or curvature of the loss surface and ∥ · ∥ is a
chosen norm reflecting the geometry of the optimization landscape. Minimizing this approximation
corresponds precisely to performing steepest descent under the given norm constraint. According to
[9], the solution to this minimization explicitly takes the form,

∆w = −∥g∥∗
λ

argmax
t:∥t∥=1

g⊤t,

where ∥ · ∥∗ denotes the dual norm of ∥ · ∥. Adaptive optimizers differ primarily in their norm choices.
Adam utilizes a dynamic Max-of-Max norm constraint. Recent optimizers consider matrix norms
while applying steepest descent at the layer level. Muon imposes a fixed Schatten-p norm constraint
for large p, effectively using the spectral norm on weight matrices [10, 7]. Shampoo [5] dynamically
learns the optimal approximate Schatten-p norm for steepest descent, with its variants like SOAP [11]
apply momentum to efficiently navigate the space of possible norms. Muon, by contrast, operates
within a relatively fixed but large Schatten-p norm, balancing the dynamic adaptability of Shampoo
with static spectral-norm constraints. Since neural network weights locally act as linear operators on
Euclidean spaces, the induced operator (spectral) norm provides a natural constraint that aligns with
the curvature of the loss surface. This perspective motivates gradient orthogonalization, which ensures
that optimization updates respect the spectral norm, thereby controlling perturbation magnitude and
enhancing optimization stability and efficiency [9].

While norm-induced optimization methods offer a principled way to align updates with the geometry
of the loss landscape, their practical deployment often incurs substantial computational overhead.
For instance, Shampoo requires computing matrix inverses or root operations at every optimization
step, which can be computationally expensive for large-scale neural networks. Similarly, Muon’s
first-order moments-orthogonalization, though effective, involves a costly approximation to spectral
decompositions, computed by applying five iterations of Newton-Schulz [12] (referred to as Newton-
Schulz5). Therefore, there is an inherent trade-off between the theoretical optimality provided by
these norm-induced optimization approaches and their practical computational demands.

To bridge the gap between the geometric advantages of norm-induced methods and their computational
costs, we first analyze the limitations of existing approximations. We derive an upper bound on the
error introduced by the Newton-Schulz orthogonalization, demonstrating that this error increases with
the condition number of the moment matrix. This finding explains the increasing instability of the
Newton–Schulz5 method in ill-conditioned scenarios, which we subsequently demonstrate to occur
in the first-order moment matrices during the training of large language models (LLMs). Building on
this analysis, we establish a convergence rate for Muon optimization and compare it to an alternative
method that replaces the Newton–Schulz approach with exact Singular Value Decomposition (SVD).
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Remarkably, we find that the SVD-based approach converges faster, with improvements directly
proportional to the accumulated errors from the moments’ orthogonalization by the Newton–Schulz5
method. Motivated by the empirical observation that gradients in LLMs often exhibit a low-rank
structure, especially during early training, we propose a subspace-aware optimization scheme. This
scheme performs exact SVD-based moment orthogonalization within a low-dimensional adaptive
subspace. This approach benefits from the relatively low computational cost of SVD calculations
for low-rank input matrices and enhances convergence stability. Also, our approach attains an even
greater reduction in memory usage than all previous low-rank training methods by relying solely
on the first-order moment, as detailed below in Table 1. We support our method with a theoretical
convergence guarantee and validate its empirical benefits through experiments, demonstrating faster
training and better model performance compared to existing methods.

Table 1: Comparison of properties between SUMO, GaLore, Adam, Shampoo, and SOAP. Assume
W ∈ Rm×n with m ≥ n, a constant projection rank r and a subspace update rate K.

SUMO Adam Shampoo SOAP GaLore

Computation O(mnr +mn2/K) O(mn) O(m3 + n3) O(m3 + n3) O(mnr +mn2/K)

Optim. states memory nr +mr 2mn m2 + n2 2mn+ 2m2 + 2n2 2nr +mr
Subspace-aware ✓ × × × ✓
Orthogonalization ✓ × × × ×

2 Related Work

Low-rank gradient optimization. Low-rank gradients naturally emerge during neural network
training, as shown in both theoretical and empirical studies [13–15]. This structure has been leveraged
to reduce memory and computational costs during training [16–18]. Recent work [2] showed that
gradients in reversible layers [19] tend to collapse to rank one over time and used this to adaptively
adjust gradient rank in Adam. In this paper, we demonstrate that the same low-rank trend is present
in the first-order moment, which we utilize to efficiently apply exact orthogonalization—avoiding
the accumulation of approximation errors, such as those encountered in Newton-Schultz, during
optimization.

Memory efficient optimizers. Reducing the memory demands of training large language models
(LLMs) has driven extensive algorithmic research. One research direction, initiated by LoRA [20],
reduces the number of trainable parameters via low-rank adaptation. Yet, such methods often fall
short of fully parameterized models, especially during pre-training. Another direction does not restrict
the set of trainable parameters but instead optimizes the training methods, with notable examples
including AdaRankGrad, GaLore, Fira, Flora, Adam-mini, GaLore-mini, LDAdam, GoLore, LoQT,
and Apollo [1–3, 21–25], integrating low-rank gradient projections in optimization. In this work, we
reduce memory usage even further by relying solely on a first-order momentum, as shown in Table 1.

Gradient preconditioning. Preconditioning the Gradient method is critical in enhancing the ef-
ficiency and effectiveness of optimizers. Several notable approaches for using a preconditioner
have emerged, including methods based on signed gradients [26–29], gradient clipping [30], nor-
malization [30, 31], and gradient whitening [7, 32–37]. Recent studies [7, 38] explored gradient-
orthogonalization strategies, thereby speeding up training. Orthogonalizing gradients effectively
constrains updates to lie on directions of uniform magnitude (spectral radius = 1), preventing up-
dates from exaggerating specific gradient directions over others. This procedure ensures a form
of normalization that mitigates potential instabilities from ill-conditioned gradients. Unlike these
methods, which apply preconditioning or approximate orthogonalization in the high-dimensional
parameter space, our approach performs exact SVD-based orthogonalization within an adaptively
selected low-rank subspace, offering improved stability and lower computational overhead.

Orthogonal Stochastic Gradient Descent with Momentum (OSGDM). OSGDM [38] is a re-
cently introduced first-order optimization method that speeds up neural network training by orthogo-
nalizing gradients before the optimization step. Specifically, for a data batch ξ(t), OSGDM applies
SVD to the gradient matrix G

(t)
l = ∇Wl

L
(
Φ
(
ξ(t); θ

))
of each neural network layer l to generate

an orthonormal gradient approximation Ol. This ensures diversity among learned representations
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and reduces redundancy. The update rule for OSGDM with momentum term γ and learning rate η is
defined as,

O
(t)
l = orth

(
G

(t)
l

)
, M

(t+1)
l ← γM

(t)
l + ηO

(t)
l , W

(t+1)
l ←W

(t)
l −M

(t+1)
l ,

where orth(G) =
(
GG⊤)−1/2

G is the ortogonalization operator, and Ml is the first order moment
of layer l. Despite the additional computational overhead of SVD, OSGDM empirically converges
faster and achieves higher accuracy than common methods such as Adam.

Muon optimizer. At iteration t, given weight W(t), momentum µ, learning rate ηt, and objective
Lt, Muon, introduced by [7], constructs the update rule,

M(t) = µM(t−1) +G
(t)
l , O

(t)
l = Newton-Schulz5(M(t)), W(t+1) = W(t) − η(t)O

(t)
l .

Here, M(t) is the momentum at iteration t, initialized as a zero matrix when t = 0. The Newton-
Schulz5 method [35] approximates (M(t)M(t)⊤)−1/2M(t), orthogonalizing M(t) and thus ensuring
uniform update directions, avoiding dominance by few directions. Muon explicitly controls the norm
of gradient updates—particularly the spectral norm (or Schatten-p norm with large p), which limits
updates to smaller, well-conditioned steps in parameter space. By constraining the spectral norm,
moment orthogonalization implicitly prevents overly large or ill-conditioned parameter updates. Such
updates often lead to poor generalization due to instability or overfitting. Shortly after the introduction
of Muon, the study in [39] proposed a framework to scale Muon for larger LLMs, mainly adding
weight decay, and carefully adjusting the per-parameter update scale.

3 Method and Main Results

3.1 Theoretical Motivation: Exact moments orthogonalization leads to significantly faster
convergence

Previous work on pre-training and fine-tuning large language models (LLMs) has primarily focused
on reducing memory usage for constrained hardware or lowering computational cost (e.g., [1, 40, 3]).
In this paper, we take a step toward accelerating LLM optimization by showing that applying exact
orthogonalization (e.g., via SVD) to the first-order moment offers a practical advantage, even over
the most accurate approximations, such as the commonly used Newton-Schulz5 method. Specifically,
we find that SVD converges faster and incurs lower computational overhead. To support this, we
first present a new observation: the moment matrix in LLM training tends to decrease in rank
over time. Building on this, we derive an upper bound on the approximation error of Newton-
Schulz5, showing that it depends on both the number of iterations and the matrix condition number,
thereby highlighting its limitations in ill-conditioned or low-rank settings (precisely the case in LLM
optimization moments). This motivates the need for more accurate orthogonalization of moment
matrices during LLM training. Applying SVD directly to full-sized layers is generally impractical.
The surprising result, however, is that when integrated into a low-rank optimization scheme, the use
of SVD becomes not only feasible but preferable. We conclude with a convergence analysis of Muon
optimization, which, under these conditions, converges significantly more slowly than the SVD-based
alternative. To the best of our knowledge, our convergence analysis of Muon optimization is the first
to avoid neglecting the error in the Newton-Schultz approximation [41]. The proofs of all lemmas
and theorems of this section are relegated to the Appendix A.

Lemma 3.1 (Moment Becomes Low-Rank During Training). Let M(t) ∈ Rn×m denote the first mo-
ment of a reversible layer1 in a moment-based optimization algorithm, updated according to M(t) =

β1M
(t−1) +G(t), where G(t) is the gradient matrix at iteration t. Let M(t) = U(t)Σ(t)V(t)⊤ be

the singular value decomposition (SVD) of M(t), and define the rank-r orthogonal projection matrix
as P(t)(r) = U(t)[:, 1:r]U(t)[:, 1:r]⊤. Then the relative error of the best rank-one approximation,

κM (t) ≜
∥M(t) −P(t)(1)M(t)∥2F

∥M(t)∥2F
, (1)

satisfies κM (t) ≤ O(C−t) for some constant C > 1.

1Reversible networks are formally defined in Appendix B.1
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The above result, in (1), implies that M(t) approaches its rank-one approximation P(t)(1)M(t), as the
iteration number increases, namely, M(t) becomes rank-one. The following Lemma 3.2 characterizes
the impact of the moments’ low-rank structure on the approximation error of the Newton-Schulz5
orthogonalization.
Lemma 3.2 (Orthogonalization error Ei). For a matrix A ∈ Rm×n, let σ1 be the largest singular
value of AA⊤ and σm be the smallest (without the loss of generality, assume m ≤ n). Let r ≤ m be
the largest index where σr > σr+1 = · · · = σm ≥ 0. Let κ = σ1

σm
by the condition number of AA⊤.

Denote Ei the error of Newton-Schultz after i iterations. Then we have

∥Ei∥F ≤
√
r ·
(
1− 1

κ

)2i

. (2)

According to the lemma, the approximation error grows exponentially with the condition number.
Given the low-rank structure of the first-order moments, low-dimensional optimization can mit-
igate this error. Specifically, projecting the moment estimates M̂(t) onto their dominant (small)
r-dimensional subspace ensures that the squared moment M̂(t)M̂(t)⊤ is constructed using only
the top r squared eigenvalues. These dominant components are significantly larger and exclude
near-zero values, resulting in a substantially lower condition number compared to that of the full-rank
squared moment matrix. This observation motivates the use of the Muon optimizer within a low-rank
optimization framework for LLMs, including 2D reversible layers. Such an approach not only
preserves the inherent memory efficiency of low-rank methods but also reduces approximation error
during optimization, potentially leading to faster convergence and improved performance compared to
full-dimensional training. However, we also empirically observe that the eigenvalues of the moment
matrix decay gradually. As shown in Figure 1, even when projecting onto the dominant subspace,
the resulting matrix M̂(t)M̂(t)⊤, composed of the top r = 16 squared eigenvalues, can still exhibit a
large condition number, thereby introducing non-negligible approximation error.

(a) Condition number of the first-order moment vs.
training step. The red line marks value 10.

(b) Illustration of the moment’s singular value decay,
taken arbitrarily at step 100.

Figure 1: Evidence of anisotropy and ill-conditioning in the first-order moment matrix as a function
of the Galore steps of the Roberta-base model [42] on the GLUE dataset RTE task [43]: (a) condition
number growth, (b) spectral decay of moment.

To comprehend the cumulative error of Newton-Schulz5 orthogonalization at each optimization step,
we proceed to derive the convergence rate of the Moun optimization. To that end, we now provide
some notations. Consider a neural network denoted as Φ(·;θ), which consists of L layers and is
parameterized by θ ≜

[
Wd1×d0

1 , . . . ,W
dL−1×dL−2

L−1 ,W
dL×dL−1

L

]
. Here, Wi represents the weights

tensor parameters associated with the i-th layer, for i ∈ [L]. We denote the differential loss L, where,
with a slight abuse of notation, we write the training problem by minW L(W) = Eξ[L(Φ(W, ξ))],
if the context refers to the weights of a certain layer. We use the Frobenius norm, denoted ∥ · ∥F ,
which is induced by the inner product ⟨X,Y⟩ = tr(X⊤Y). Assume that the stochastic gradient
∇L(W, ξ) is an unbiased estimator of the full gradient∇L(W), with variance bounded by σ2, i.e.,
E[∥∇L(W, ξ) − ∇L(W)∥2F ] ≤ σ2. Let E(t)i = orth(M(t)) − Newton-Schulz(M(t)) denote the
approximation error of the Newton-Schulz (with i ≥ 1 iteration) at time t, where M(t) denotes the
moment at iteration t.
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Lemma 3.3 (Exact convergence rate of Muon). Consider the Muon optimizer update w.r.t layer
W ∈ Rm×n defined by

M(t) ← βM(t−1) + (1− β)G(t)

O(t) ← U(t)V(t)⊤ + E(t)i , (i iterations Newton-Schulz approximation )

W(t+1) ←W(t) − ηtO
(t),

where M(t) = U(t)S(t)V(t)⊤ denotes the singular value decomposition of M(t), and E(t)i represents
the Newton-Schulz5 approximation error after i iterations. Suppose the following:

• The gradient ∇L(W) is L-Lipschitz continuous.

• There exists δ > 0 such that ∥E(t)i ∥ ≤ δ∥U(t)V(t)⊤∥ = δ
√
n, for all t.

If we take β = 1− α with α = min(
√
RL

σ
√
T
, 1), ηt = η =

√
4R√

(10/(1−β)+2m+4mδ+2mδ2)TL
, and B = 1

(batch free convergence) than 1
T

∑T
t=1 E

[
∥∇L(W(t))∥

]
is bounded by

O

([√
RLm(2 + 4δ + 2δ2)√

T
+

σ2

√
RLT

+
σ(RL)1/4 +

√
σ(RL)1/4

T 1/4

]
1

1− 4
√
mδ

)
,

where R = L(W(0))− L∗. If we take β as an arbitrary constant, and B = T , we have,

1

T

T∑
t=1

E∥∇L(W(t))∥ ≤ O

([√
RLm(2 + 4δ + 2δ2)√

T
+

√
RL√
T

+
σ

T 3/2
+

σ√
T

]
1

1− 4
√
mδ

)
.

Remark 3.4 (Comparison: slower convergence vs exact orthogonalization). When δ = 0, indicating
an absence of error, the convergence rate is aligned with the one derived in [41], Theorem 2.1, that is

1

T

T∑
t=1

E
[
∥∇L(W(t))∥

]
≤ O

(√
nRL√
T

+
σ

T 3/2
+

σ√
T

)
.

This result overlooks the error associated with the Newton-Schulz5 approximation because it is
based on a theoretically exact method of orthogonalization.
Remark 3.5 (The impact of δ on the convergence rate). A reduction in δ is associated with an
improvement in the convergence rate. Furthermore, it should be noted that δ influences the step size
η; a larger δ yields a smaller η, providing an additional explanation for the convergence rate.
Remark 3.6 (The size of δ). We acknowledge that the findings of our analysis are applicable only
under the conditions specified in 1− 4

√
nδ > 0⇒ δ < 1

4
√
n

. In scenarios where δ > 1
4
√
n

applies,
the algorithm may fail to converge. To ensure that δ remains sufficiently small, the Newton-Schulz5
method necessitates a substantial number of iterations, consequently slowing down the convergence.
Remark 3.7 (Speed-up by SVD vs Newton-Schulz5 approximation). According to Lemma 3.2, these
low-rank moments, which inherently possess exceptionally high κ, result in an error expressed by
(1− ε)2

i

concerning a remarkably small ε. This situation necessitates numerous iterations for the
Newton-Schultz method to converge. For example, if (1 − ε) = 0.99 is considered and Newton-
Schultz5 is utilized with 5 iterations, the error would be ≈ 0.9932 = 0.725, relative to the norm of
the moment, namely M.

Recall that in the low-rank setting, accurately computing the pseudoinverse using singular value
decomposition (SVD) is numerically advantageous and reasonably computationally affordable com-
pared to iterative methods such as Newton–Schulz. For a general matrix A ∈ Rn×r, the SVD
provides a decomposition A = UΣV⊤, with U ∈ Rn×n, Σ ∈ Rn×r, and V ∈ Rr×r. The Moore–
Penrose pseudoinverse is then calculated as A† = VΣ†U⊤, requiring approximately 4nr2 + 8r3

floating-point operations (FLOPs) for the initial decomposition, and an additional rn2 + r2n FLOPs
for subsequent multiplications, totaling roughly 4nr2 + 8r3 + rn2 + r2n FLOPs.

Alternatively, approximating the inverse of A⊤A ∈ Rr×r using Newton–Schulz iterations involves
nr2 FLOPs to form the matrix A⊤A, approximately 20r3 + 10r2 FLOPs for five iterations, and an
additional r2n FLOPs to multiply by A⊤, resulting in a total of about nr2+r2n+20r3+10r2 FLOPs.
For example, when the rank is r = 8 and n = 1024, the SVD approach requires approximately
twice as many operations as Newton–Schulz5. Nonetheless, given the superior numerical stability
and inherent optimality of the SVD-based method, the increase in computational effort is negligible
relative to the other full-matrix operations required in each update step.
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3.2 Method

We are now ready to present our main algorithm designed to accelerate the low-rank optimization
scheme outlined in Algorithm 1. A detailed mathematical formulation of the weight update rule
proposed in this paper is given in Appendix C. The algorithm consists of four primary blocks, all
contained within an outer loop that continues until convergence is achieved or a predefined number
of epochs is reached. Each block serves a specific purpose, which will be explained in detail below.

• Block 1 (Adaptive Subspace Selection): We select the subspace along the directions of the r
largest eigenvectors, but since computing full SVD for large matrices is computationally intensive
and memory-demanding, we leverage the Randomized-SVD by [44], which is an efficient technique
for producing a “good" proxy for the optimal low-rank approximation. It solves the optimization
problem argminQ(t)∈Rm×r

∥∥∥G−Q(t)Q(t)⊤G(t)
∥∥∥
F
, and approximates the matrix G as Ĝ ≈

Q(t)Q(t)⊤G(t), that requires O(mnr+mr2) operations, instead of O(min(mn2,m2n)) applied
by SVD.

• Block 1.1 (Moment Subspace Transformation): We transform the first-order moments evaluated
during the low-rank optimization steps, which occur in Block 2, between the preceding and the
newly updated subspace. This transformation is required because, as will be demonstrated later,
the first moments of the gradients in Block 2 are aligned with the previously projected subspace.
Consequently, a transformation is necessary to translate them from the former subspace to the
current one.

• Block 2 (Low-Rank Steepest Descent Optimization): Here we calculate the (steepest) optimiza-
tion step. SVD operation is adopted to solve exactly (M(t)M(t)⊤)−1/2M(t). Let UΣV⊤ = M̂(t)

be the singular value decomposition (SVD) of M̂(t), we will have (M(t)M(t)⊤)−1/2M(t) =

UVT, which orthogonalizes M̂(t). Formally, the

Orthogonalization_SVD(A) = argmin
O
{∥O−A∥F : either OTO = I or OOT = I}.

• Block 3: Rather than using standard gradient clipping, we adopt the Norm-growth Limiter (NL)
introduced in [21], which has been shown to slightly outperform traditional clipping techniques
by better constraining the progression of gradient magnitudes. Specifically, the gradient update is

modified as follows, if ∥O
(t)∥

∥O(t−1)∥ > γ then O(t) ← O(t)

∥O(t)∥ · γ
∥∥O(t−1)

∥∥ , where the scalar γ serves

as a growth threshold to regulate abrupt increases in gradient norm from one iteration to the next.
We use γ = 1.1, which empirically yields the best results.

• Block 4 (Update Step in the Original Space). To better exploit already computed gradient
information, we suggest to use the orthogonal term of the gradient that lies outside the low-rank
subspace spanned O(t), namely G(t)⊥ = G(t) −Q(t) Q(t)⊤G(t)︸ ︷︷ ︸

Ĝ(t)

. Importantly, G(t)⊥ does not

interfere with the orthogonalized moment estimation O(t), meaning it can be incorporated without
compromising stability. Since G(t) is already computed and stored in each iteration, no extra
memory is required. Furthermore, because Q(t) is of a low rank (typically rank 4, 8, or 16),
the additional computationations overhead is negligible. For efficient memory usage, instead of
explicitly forming the perpendicular part G(t)⊥, we work only in the rank-r subspace spanned by
Q(t). Practically, we use fact that(

G(t) −Q(t)Q(t)⊤G(t)
)︸ ︷︷ ︸

G(t)⊥

+ Q(t)O(t) = G(t) −Q(t)
(
Ĝ(t) −O(t)

)
,

which utilizes the already calculated projected gradient Ĝ(t) := Q(t)⊤G(t). Accordingly, the
pre-trained model parameters are updated along with weight decay,

W(t) ← W(t−1) − η
(
G(t) −Q(t)

(
Ĝ(t) −O(t)

))
− η λW(t−1).

To ensure stable training across parameter matrices of different shapes, we interpret the root mean
square (RMS) magnitude of updates as implicit layer-wise learning rate adaptation, following
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the approach in [39]. By scaling updates by
√
max(m,n), our method compensates for shape-

induced magnitude differences, achieving consistent effective learning rates across layers, similar
to adaptive optimizers like AdamW.

Algorithm 1 SUMO: Subspace-Aware Moment-Orthogonalization Optimization

Input: A weight matrix W ∈ Rm×n with m ≥ n. Step size η, decay rate µ, weight decay λ, rank
r, subspace update frequency K, step clipping ratio γ.
Initialize: t← 0
repeat

# Block 1: Calculate low rank gradient projection.
Sample mini-batch B =

{
ξ1, ξ2, . . . , ξ|B|

}
Compute G(t) ←

∑|B|
i=1

∂
∂WL (Φ(xi,θ), yi)

if t mod K = 0 then
Q(t) ← Truncated_Randomized_SVD(G(t)) # Alternatively Truncated_SVD(G(t))
# Block 1.1: Moment subspaces transformation
Rr×r ← Q(t)⊤Q(t−1) if t ≥ 1, else 0r×r

M(t)r×n ← RM(t−1), if t ≥ 1, else 0r×n {1st-order moment}
end if # Alternatively criteria ∥Ĝ(t)∥ ≤ ς

Ĝ(t) ← Q(t)⊤G(t)

# Block 2: Low-rank steepest-decent step (moment ortogonalization)
M(t) ← µM(t−1) + Ĝ(t)

O(t) ← Orthogonalization_SVD(M(t))
# Block 3 (Optional):

if ∥O
(t)∥

∥O(t−1)∥ > γ then O(t) ← O(t)

∥O(t)∥ · γ
∥∥O(t−1)

∥∥
# Block 4: Update weight in original space.
W(t) ← W(t−1) − η

(
G(t) −Q(t)

(
Ĝ(t) −O(t)

))
− η λW(t−1)

t← t+ 1
until convergence criteria met (e.g. epoch number, gradient norm ∥G(t)∥ ≤ ξ)
return W(T )

Note that, for clarity, we can assume, without loss of generality, that m ≥ n. In the opposite scenario,
the projection matrix would multiply the gradient from the right-hand side.

Theorem 3.8 (Convergence of SUMO). For a loss function L, and given architecture Φ, suppose that
the compositions of f ≡ L (Φ(·)) is β-smooth non-convex function that is bounded by some M ∈ R+.
Let G(t)

j denote the gradient matrix w.r.t. the j-th reversible layer W
(t)
j , at time t ∈ N, for all

j ∈ [L], and Tℓ, ℓ ∈ N times are set by a convergence criterion (that is, ∥Ĝ(Tℓ)
j ∥ ≤ ςℓ). Then, there

exist C ∈ R+ and N such that for all TN > C
ε2 , and 1

TN

∑N−1
i=0

∑Ti+1−1
t=Ti

∥∥∥G(t)
j

∥∥∥2
F
≤ ε. Namely,

Algorithm 1 achieves an ε-critical point,2 i.e.,
∥∥∥G(t)

j

∥∥∥2
F
≤ ε, for some t ∈ N, and any j ∈ [L].

The proof of Theorem 1 can be found in Appendix A. We emphasize that the convergence proof
for Galore in [1] addresses only optimization within fixed subspaces, ignoring dynamic updates.
AdaRankGrad’s proof [2] first established guarantees for the complete dynamic-subspace updates,
yet both prior works simplified the inner steps as standard SGD. In contrast, SUMO’s convergence
proof explicitly considers the exact optimization steps without simplifications.

To reduce memory consumption, Algorithm 1 applies per-layer weight updates during backprop-
agation, following recent works such as [45]. This contrasts with conventional optimizers, which
store full gradients and update all weights afterward, potentially leading to inefficiencies. Details for
post-hoc adapter extraction are discussed in Appendix B.
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Figure 2: SUMO with SVD demonstrates superior convergence speed (∼ 1.6× faster), attaining
comparable or higher accuracy than GaLore and SUMO with Newton-Schultz5 with significantly
fewer optimization steps on QNLI.

4 Experiments

Fine-tuning on GLUE benchmark. Our model was evaluated using the GLUE benchmark [43]
through the fine-tuning of the pre-trained Roberta-base model [42] across eight tasks. The comparative
analysis includes full fine-tuning, LoRA, and GaLore methodologies, with the results enumerated
in Table 2. The reported metrics are the overall accuracy (matched and mismatched) for MNLI,
Matthew’s correlation for CoLA, Pearson correlation for STS-B, F1-score for MRPC, and accuracy
for the remaining tasks. Evidently, our approach improves fine-tuning accuracy while requiring less
training memory, using only a single moment compared to GaLore. The experiments were carried
out using the NVIDIA A100 GPU.

Table 2: Comparison of SUMO against state-of-the-art memory-efficient fine-tuning methods on the
GLUE benchmark using the pre-trained RoBERTa-Base model. For comparison, we provide detailed
results for SUMO using both SVD and Newton-Schulz5 orthogonalizations (ablation study).

Model Memory CoLA STS-B MRPC RTE SST2 MNLI QNLI QQP
Full Fine-Tuning 747M 62.24 90.92 91.30 79.42 94.57 87.18 92.33 92.28
LoRA (rank=4) 257M 61.38 90.57 91.07 78.70 92.89 86.82 92.18 91.29
GaLore (rank=4) 253M 60.35 90.73 92.25 79.42 94.0 87.0 92.24 91.06
SUMO (Newton-Schulz5, rank=4) 197M 61.8 90.82 92.43 79.36 94.17 86.92 92.26 91.27
SUMO (SVD, rank=4) 197M 62.3 91.04 93.5 81.07 94.93 87.34 93.26 91.68
LoRA (rank=8) 264M 61.83 90.80 91.90 79.06 93.46 86.94 92.25 91.22
GaLore (rank=8) 257M 60.06 90.82 92.0 79.78 94.38 87.17 92.2 91.11
SUMO (Newton-Schulz5, rank=4) 198M 61.74 90.79 91.94 79.69 94.17 87.21 92.24 91.38
SUMO (rank=8) 198M 61.7 91.1 93.7 81.37 94.82 87.58 93.67 91.72

Pre-training Llama on C4 Dataset. To highlight the effectiveness of our method in pre-training,
we pre-train Llama models following the evaluation protocol of [1] and compare performance with
the state-of-the-art method, in terms of perplexity and memory usage. Specifically, we compare
SUMO’s performance with state-of-the-art methods in terms of perplexity and memory efficiency.
For this evaluation, we trained large Llama-based models on the C4 dataset, a curated and extensive
version of the Common Crawl web corpus [46]. This dataset is widely used for pre-training language
models and developing word representations. To better reflect real-world pre-training scenarios, we
trained on a non-repeating, large-scale dataset and scaled model sizes up to 1 billion parameters. The
results of these experiments are shown in Table 3. Experiments were conducted using an NVIDIA
H200 GPU.

Few/Zero-shot reasoning and long-context generalization. To evaluate the performance of
our method on a complex reasoning task, we utilize the GSM8K dataset [47] to test systematic
generalization. For these experiments, we used a batch size of 32 and 10 epochs for fine-tuning. We
present the performance result in Table 4 training Phi-2 (2.7B) model [48], and in Table 5 training

2Also known as ε-stationary, see, e.g., [14].
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Table 3: Comparison of state-of-the-art low-rank algorithms for pre-training Llama models of varying
sizes on the C4 dataset. The results are reported in terms of validation perplexity. As shown,
SUMO leads to improved performance with substantial memory reduction compared to leading
parameter-efficient fine-tuning schemes.

Method 60M 130M 350M 1B
Full-Rank 34.06 (0.36G) 25.08 (0.76G) 18.80 (2.06G) 15.56(7.80G)
GaLore 34.88 (0.24G) 25.36 (0.52G) 18.95 (1.22G) 15.64(4.38G)
Low-Rank 78.18 (0.26G) 45.51 (0.54G) 37.41 (1.08G) 142.53(3.57G)
LoRA 34.99 (0.36G) 33.92 (0.80G) 25.58 (1.76G) 19.21(6.17G)
ReLoRA 37.04 (0.36G) 29.37 (0.80G) 29.08 (1.76G) 18.33(6.17G)
SUMO 34.26 (0.23G) 24.87 (0.51G) 18.69 (1.16G) 14.68 (3.84G)
Training Tokens 1.1B 2.2B 6.4B 13.1B
r/dmodel 128/256 256/768 256/1024 512/2048

Llama (3B) model [49]. The results demonstrate that the proposed method significantly improves
generalization to out-of-distribution data. We used an NVIDIA H200 GPU.

Table 4: Zero-shot evaluation on GSM8K dataset
(Phi-2, 2.7B).

Phi-2 (2.7B) Rank Accuracy (0-shot)
Base Model 64 15.16%
Galore 64 52.24%
LoRA 64 42.8%
SUMO 64 54.13%

Table 5: 8-shot evaluation on GSM8K dataset
(LLaMA, 3B).

LLaMA (3B) Rank Accuracy (8-shot)
Base Model 64 17.93%
Galore 64 74.9%
LoRA 64 68.3%
SUMO 64 76.7%

Additional experiments and ablation studies are presented in the Appendix D.

Zero-shot generalization. Following this, we extend our evaluation to diverse commonsense and
reasoning tasks using zero-shot methods, and then conduct the exact evaluation protocol described in
Table 4 of [3] (which suggests the Apollo optimizer). The task details are presented in Appendix D.1.
To ensure a fair comparison, we repeat the exact experimental setup used for AdamW, APOLLO, and
APOLLO-Mini. The results are summarized in Table 6 below.

Table 6: Zero-shot evaluation of Llama-350M models pretrained with sequence length 1024 across
reasoning tasks (lower is better for perplexity; higher is better otherwise).

Method Memory Perplexity BoolQ RTE HS WG OBQA ARC-E ARC-C PIQA SciQ MathQA Avg.

AdamW 1.37G 16.30 0.4917 0.4693 0.3688 0.5233 0.332 0.3729 0.2449 0.6534 0.609 0.2064 0.4272
APOLLO 0.34G 15.64 0.5373 0.4698 0.3850 0.4925 0.322 0.3788 0.2483 0.6681 0.624 0.2127 0.4406
APOLLO-Mini 0.15G 16.12 0.5376 0.4562 0.3707 0.5217 0.324 0.3758 0.2312 0.6638 0.619 0.2224 0.4374
SUMO 0.18G 15.49 0.5479 0.4709 0.3937 0.5313 0.321 0.3832 0.2496 0.6709 0.623 0.2246 0.4416

As shown, the SUMO-pretrained Llama-350M model achieves lower perplexity on average and
consistently outperforms on downstream benchmarks.

5 Discussion
Our results highlight that exact moment orthogonalization within a low-dimensional adaptive subspace
significantly improves both convergence and stability in memory-efficient LLM training. By avoiding
the approximation errors of Newton–Schulz5, the proposed SUMO leverages the low-rank structure
of gradients to enable accurate, spectral-norm-aligned updates with minimal overhead.

Empirically, SUMO outperforms prior low-rank methods on both fine-tuning and pre-training tasks,
achieving greater memory reduction than memory-efficient benchmarks such as Galore. Our theoreti-
cal analysis further confirms its superior convergence properties under practical conditions. These
findings position SUMO as a simple yet effective alternative to approximate geometric optimizers.
Future work may investigate parallel computations for orthogonalization, integrate quantization tech-
niques, and assess the effectiveness of the method in knowledge editing [50] or domain generalization
[51, 52].
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: we propose SUMO (Subspace-Aware Moment-Orthogonalization), an opti-
mizer that employs exact singular value decomposition (SVD) for moment orthogonalization
within a dynamically adapted low-dimensional subspace, enabling norm-inducing steepest
descent optimization steps. By explicitly aligning optimization steps with the spectral
characteristics of the loss landscape, SUMO effectively mitigates approximation errors
associated with commonly used methods like Newton-Schulz orthogonalization approxima-
tion (claim. 3.3). We theoretically establish an upper bound on these approximation errors
(claim. 3.2), proving their dependence on the condition numbers of moments, conditions
we analytically demonstrate are encountered during LLM training. Furthermore, we both
theoretically and empirically illustrate that exact orthogonalization via SVD substantially im-
proves convergence rates while reducing overall complexity. Empirical evaluations confirm
that SUMO accelerates convergence, enhances stability, improves performance, and reduces
memory requirements by up to 20% compared to state-of-the-art methods. (Figure. 2,
Table. 1)

Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: Our methods work when the layers are reversible, and improves other methods
especially when the moments are ill-conditioned.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.
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• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: all assumptions of theoretical results are presented in the paper, and all proof
are in the Appendix.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.
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Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer:[NA]

Justification: The paper talks about optimizers. It does not have societal impact.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer:[NA]

Justification: The paper poses no such risks.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We followed and gave proper credits for our use of data and models in
Section 4.

Guidelines:

19



• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: The paper does not release new assets.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human objects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human objects.

20

paperswithcode.com/datasets


Guidelines:
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A Proofs of Section 3

In this section, we prove all the theorems and results of Section 3.

Proof of Lemma 3.1. We aim to show that if the gradient G(t) becomes approximately rank-one ex-
ponentially fast, then the exponentially weighted moving average of the gradients (i.e., the momentum
M(t)) also exhibits exponential decay of higher-rank components.

Consider the singular value decomposition of the gradient G(t) = U(t)Σ(t)V(t)⊤, at iteration t.
For all natural numbers r < m,, we define H(t)m×r

(r) = U[:, 1 : r]. To enhance notation clarity,
denote P(t)(r) = H(t)(r)H(t)⊤(r),, where P(t)(r) represents an orthogonal projection matrix, sat-
isfying the conditions P(t)⊤(r)P(t)(r) = P(t)(r), and P(t)(r) = P(t)⊤(r). Without compromising
generality, it is assumed that at t = 0, the rank of G(0) is characterized by rank

(
G(0)

)
> r. For

reversible networks, it has been established in [1][Theorem 3.2] that the gradients assume the form
G(t) = 1

N

∑N
i=1

(
Ai −BiW

(t)Ci

)
, characterized by constant matrices {Ai}i and positive semi-

definite (PSD) matrices {Bi,Ci}i, for t ≥ t0, where t0 ∈ N holds. It is pertinent to recall that the
vanilla weight update can be represented as W(t) = W(t−1) + ηG(t−1). Let S ≜ 1

N

∑N
i=1 Ci ⊗Bi

and λ1 < λ2 denote its two smallest distinct eigenvalues. To substantiate our findings, we utilize
several results and arguments presented in the proof of Lemma 3.3 in [1]. Specifically, consider G(t0)

as the projection of G(t0) onto the minimal eigenspace V1 of S corresponding to λ1.. According
to our assumption, the rank of G(t0) is L, and its singular value decomposition (SVD) is given by
G(t0) =

∑L
l=1 clzly

⊤
l , where {zl}Ll=1 and {yl}

L
l=1 are orthonormal unit vectors, and {cl}Ll=1 are the

corresponding singular values. Therefore, as per Lemma 3.3 in [1], the gradient can be decomposed
into, ∥∥∥G(t)

∥∥∥2
F
≤ (1− ηλ2)

2t ∥∥g⊥0 ∥∥22 + (1− ηλ1)
2t
∥∥∥g∥0∥∥∥2

2
,

where g
∥
0 is the projection of G(0) onto the minimal eigenspace V1 of S = 1

N

∑N
i=1 Ci ⊗Bi, and

g⊥0 is orthogonal to V1. Here, λ1 < λ2 are the smallest distinct eigenvalues of S.

We now unroll the momentum update, M(t) =
∑t

s=1 β
t−sG(s). Substitute the decomposition of

G(s),∥∥∥M(t)
∥∥∥2
F
≤

t∑
s=1

βt−s
[
(1− ηλ1)

sg
∥
0 + (1− ηS)sg⊥0

]
=

t∑
s=1

βt−s(1−ηλ1)
sg

∥
0+

t∑
s=1

βt−s(1−ηS)sg⊥0 .

Let us define at ≜
∑t

s=1 β
t−s(1 − ηλ1)

s, bt ≜
∑t

s=1 β
t−s(1 − ηS)sg⊥0 , so that

∥∥M(t)
∥∥2
F

=

atg
∥
0 + bt. Now, compute the squared Frobenius norm:

∥M(t)∥2F = ∥atg∥0 + bt∥2F = a2t∥g
∥
0∥2F + 2at⟨g∥0 , bt⟩+ ∥bt∥2F .

Since g
∥
0 ⊥ g⊥0 and bt lies in the span of g⊥0 , we have ⟨g∥0 , bt⟩ = 0, thus,

∥M(t)∥2F = a2t∥g
∥
0∥2F + ∥bt∥2F .

Likewise, the spectral norm ∥M(t)∥22 ≥ a2t∥g
∥
0∥22. Hence, the ratio

κm(t) =
∥M(t) −P(t)(1)M(t)∥2F

∥M(t)∥2F
≤ ∥M

(t)∥2F − ∥M(t)∥22
∥M(t)∥2F

≤ a2t∥g
∥
0∥2F + ∥bt∥2F − a2t∥g

∥
0∥22

a2t∥g
∥
0∥2F + ∥bt∥2F

.

Using that ∥g∥0∥22 = σ2
1 , and the decay bound ∥bt∥2F = O((max{β, 1 − ηλ2})2t), while a2t =

Ω((max{β, 1− ηλ1})2t), we conclude:
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κm(t) ≤ O

((
max{β, 1− ηλ2}
max{β, 1− ηλ1}

)2t
)

= O(C−t),

for some constant C > 1 . □

Before proving Lemma 3.3, we shortly present the following two preliminary lemmas. To that end,
we present the following notations,

• M(t) - The moment in iteration t. Its dimensions are n×m, where n < m.

• ∥ · ∥ - The Frobenius norm: ∥A∥ = ∥A∥F =
√
AA⊤

• L∗ - A stationary point to which the loss L converges.
• B - Batch size.
• For A ∈ Rm×m and B ∈ Rn×n we denote AIm×nB

⊤ by AB⊤ for convenience.

Additionally, we note that our proof is based on an equivalent but slightly modified formulation of
moment’s update. Specifically, instead of using the standard formulation of the moment’s update

M(t+1) = βM(t) +G(t),

we consider the convex combination,

M(t+1) = βM(t) + (1− β)G(t).

This alternative formulation simplifies the analysis, but equivalent. To show that, we point out that
we can choose an modefied learning step η∗ = η

1−β > 0 we get the same weight’s updating step.

η∗Orth
(
βM(t) + (1− β)G(t)

)
= Orth

(
η∗βM(t) + η∗(1− β)G(t)

)
= Orth

(
η

β

1− β
M(t) + ηG(t)

)
= ηOrth

(
β

1− β
M(t) +G(t)

)
,

where Orth is the SVD orthogonalization step, formaly solving

argmin
O
{∥O−A∥F : either OTO = I or OOT = I}.

Obviously, β > 0 could be chosen in a way that β
1−βM

(t) would result in any required positive real
number.

We assume the following 4 assumptions throughout our proofs:

(A1) The gradient ∇L(W) is L-Lipschitz continuous.
(A2) ∇L(W, ξ) is an unbiased estimator of ∇L(W) where L(W, ξ) is the gradient of L(W)

when taking a single training sample ξ.
(A3) E∥∇L(W, ξ)−∇L(W)∥ ≤ σ2.

(A4) There exists δ > 0 such that ∥E(t)5 ∥ ≤ δ∥U(t)V(t)⊤∥ = δ
√
m for all t.

Lemma A.1 (Descent Lemma with Newton-Schulz Approximation Error). Consider the Muon
optimizer update defined by

M(t) ← βM(t−1) + (1− β)G(t),

O(t) ← U(t)V(t)⊤ + E(t)5 , (Newton-Schulz 5 iteration approximation),

W(t+1) ←W(t) − ηtO
(t),
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where M(t) = U(t)S(t)V(t)⊤ is the singular value decomposition of M(t), and E(t)5 represents
the Newton-Schulz (5 iterations) approximation error. Additionally, assume (A1) - (A4). Then the
following holds:

L(W(t+1)) ≤

L(W(t))−
(ηt
4

− ηt
√
mδ
)
∥∇L(W(t))∥+ ηt

5

2
∥∇L(W(t))−M(t)∥+ η2

tmL

2
+ η2

tmLδ +
η2
tLmδ2

2

Proof. Since L is L-lipschitz function, the descent lemma holds. Thus we have

L(W(t+1)) ≤ L(W(t)) + ⟨∇L(W(t)),W(t+1) −W(t)⟩+ L

2
∥W(t+1) −W(t)∥2

= L(W(t))− ηt⟨∇L(W(t)),U(t)V(t)⊤ + E(t)
5 ⟩+ Lη2

t

2
∥U(t)V(t)⊤ + E(t)

5 ∥2

= L(W(t))− ηt⟨∇L(W(t)),U(t)V(t)⊤⟩ − ηt⟨∇L(W(t)), E(t)
5 ⟩

+
Lη2

t

2

(
n+ 2⟨U(t)V(t)⊤, E(t)

5 ⟩+ ∥E(t)
5 ∥2

)
≤
(∗)

L(W(t))− ηt
4
∥∇L(W(t))∥+ ηt

5

2
∥∇L(W(t))−M(t)∥+ η2

tmL

2

+ ηt∥∇L(W(t))∥∥E(t)
5 ∥+ Lη2

t

√
m∥E(t)

5 ∥+ Lη2
t

2
∥E(t)

5 ∥2

≤ L(W(t))− ηt
4
∥∇L(W(t))∥+ ηt

5

2
∥∇L(W(t))−M(t)∥+ η2

tmL

2

+ ηtδ
√
m∥∇L(W(t))∥+ Lη2

t

√
mδ

√
m+

Lη2
t

2
δ2n

= L(W(t))−
(ηt
4

− ηt
√
mδ
)
∥∇L(W(t))∥+ ηt

5

2
∥∇L(W(t))−M(t)∥+ η2

tmL

2
+

+ η2
tmLδ +

η2
tLmδ2

2

Where in (∗) we used [53], equation 2.8. □

Lemma A.2. For constant ηt = η > 0, the following holds

η − 4η
√
mδ

4

T∑
t=1

∥∇L(W(t))∥ ≤

L(W(1))− L∗ + ηt
5

2

T∑
t=1

∥∇L(W(t))−M(t)∥+ η2mLT

2
+ Tη2mLδ +

Tη2Lmδ2

2
.

Proof. Using Lemma A.1, isolating ∥∇L(W(t))∥ and summing over all steps

η − 4η
√
mδ

4

T∑
t=1

∥∇L(W(t))∥ ≤

L(W(1))− L∗ + ηt
5

2

T∑
t=1

∥∇L(W(t))−M(t)∥+ η2mLT

2
+ Tη2mLδ +

Tη2Lmδ2

2

□

Proof of Lemma 3.3. The proof follows [53]. Using the same notations as [53], we denote γ̂(t) =
M(t) − ∇L(W(t)), γ(t) = G(t) − ∇L(W(t)) and S(X,Y) = ∇L(X) − ∇L(Y). Note that we
have the following

• E[γ(t)] = 0 from A(2).

• E[∥γ(t)∥2] ≤ σ2

m from A(3).
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• E[⟨γ(i), γ(j)⟩] = 0, ∀i ̸= j since γ(i) and γ(j) are independent.

• ∥S(X,Y)∥ ≤ L∥X−Y∥ from A(1).

Now following the update in (2), we get

γ̂(t+1) = βγ̂(t) + (1− β)γ(t) + S(X(t),X(t+1))

= βtγ̂(1) + (1− β)

t−1∑
τ=0

βτγ(t−τ) +

t−1∑
τ=0

βτS(X(t−τ),X(t+1−τ)),

therefore

∥γ̂(t+1)∥ ≤ βt∥γ̂(1)∥+ (1− β)

∥∥∥∥∥
t−1∑
τ=0

βτγ(t−τ)

∥∥∥∥∥+ ηL

t−1∑
τ=0

βτ .

Taking expectation we get (using the fact that δ̂1 = δ1):

E∥γ̂(t+1)∥ ≤ βt σ

m
+ (1− β)

√√√√t−1∑
τ=0

β2τ
σ2

B
+ ηL

t−1∑
τ=0

βτ

≤ σ

m
βt +

σ

m

1− β√
1− β2

+ ηL
1

1− β

≤ σ

m
βt +

σ

m

√
1− β + ηL

1

1− β
.

All in all, we get
T∑

t=1

E[∥γ̂(t+1)∥] ≤ σ

(1− β)B
+ T

√
1− β

σ

m
+

TηL

1− β
.

Using Lemma A.2, we get

ηt − 4Lηt
√
mδ

4

T∑
t=1

∥∇L(W(t))∥ ≤

L(W(1))− L∗ + ηt
5

2

T∑
t=1

∥∇L(W(t))−M(t)∥+ η2mLT

2
+ Tη2mLδ +

Tη2Lmδ2

2
.

Dividing both sides by η−4ηL
√
mδ

4 we get

T∑
t=1

∥∇L(W(t))∥ ≤[
4(L(W(1))− L∗)

η
+ 10

T∑
t=1

∥∇L(W(t))−M(t)∥+ 2ηmLT + 4TηmLδ + 2TηLmδ2
]
· 1

1− 4
√
mδ

≤
[
4R

η
+ 10

σ

(1− β)m
+ 10T

√
1− β

σ

m
+ 10

TηL

1− β
+ 2ηmLT + 4TηmLδ + 2TηLmδ2

]
· 1

1− 4
√
mδ

By taking η =
√

4R
(10/(1−β)+2m+4mδ+2mδ2)TL

we get

T∑
t=1

∥∇L(W(t))∥[
≤ 4
√

RTL(10/(1− β) + 2m+ 4mδ + 2mδ2) +
10σ

(1− β)m
+ 10T

√
1− β

σ

(1− β)m

]
1

1− 4
√
mδ

.

Now we have two types of parameter choice. If we take B = 1 (batch size free), we need to take 1 − β =

min(1,
√
RL

σ
√

T
) so that we have
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T∑
t=1

∥∇L(W(t))∥

≤

[
2
√

RTL(2m+ 4mδ + 2mδ2) + 2
√
10 · σ · (RL)1/4T 3/4 + 10σ2

√
T

RL
+ 10

√
σ(RL)1/4T 3/4

]
1

1− 4
√
mδ

,

thus

1

T

T∑
t=1

E
[
∥∇L(W(t))∥

]
≤ O

([√
RLn(2 + 4δ + 2δ2)√

T
+ σ · (RL)1/4

T 1/4
+

σ2

√
RLT

+

√
σ(RL)1/4

T 1/4

]
1

1− 4
√
mδ

)
.

If we take β as an arbitrary constant in (0, 1), then we will need to take B = T , so that

1

T

T∑
t=1

∥∇L(W(t))∥ ≤ O

([√
RLn(2 + 4δ + 2δ2)√

T
+

√
RL√
T

+
σ

T 3/2
+

σ√
T

]
1

1− 4
√
mδ

)
.

□

Proof of Lemma 3.2. We denote B = AA⊤ , Xk the result after k Newton-Schultz iterations, X0 =
B

∥B∥2
and O = UV⊤ where B = UΣV⊤ is the SVD decomposition with σ1 ≥ σ2 ≥ · · · ≥ σm the

singular values.

It is known that Newton-Schultz converges quadratically, so we have

∥Ek∥2 = ∥Xk −O∥2 ≤ ∥X0 −O∥2
k

2

We now bound ∥X0 −O∥2. We know that X0 = UΣV⊤

∥B∥2
= UΣV⊤

σ1

∥X0 −O∥2 =

∥∥∥∥UΣV⊤

σ1
−UV⊤

∥∥∥∥
2

=

∥∥∥∥U(
Σ

σ1
− I)V⊤

∥∥∥∥
2

=

∥∥∥∥Σσ1
− I

∥∥∥∥
2

Where last equality is due to the fact that ∥ · ∥2 is unitary invariant. The matrix Σ
σ1
− I is diagonal

with values σi

σ1
− 1 on the diagonal. From that observation we get that∥∥∥∥Σσ1
− I

∥∥∥∥
2

= max
i

∣∣∣∣ σi

σ1
− 1

∣∣∣∣ = max
i

(
1− σi

σ1

)
= 1− σm

σ1
= 1− 1

κ

For the Frobenius norm, we get a similar analysis. ∥X0 −O∥F =
∥∥∥ Σ
σ1
− I

∥∥∥
F

since ∥ · ∥F is unitary

invariant, so we just need to calculate
∥∥∥ Σ
σ1
− I

∥∥∥
F

. It is known that
∥∥∥ Σ
σ1
− I

∥∥∥
F
≤
√
r
∥∥∥ Σ
σ1
− I

∥∥∥
2

so
all in all we have ∥∥∥∥Σσ1

− I

∥∥∥∥
F

≤
√
r

∥∥∥∥Σσ1
− I

∥∥∥∥
2

=
√
r

(
1− 1

κ

)
.

□

Proof of Theorem 3.8. for any layer j ∈ [L]; in the following, for simplicity of notation, we ignore
the index j and use G(t) instead. By Lemma A.3, the low-rank optimization block 1 in Algorithm 1
is guaranteed to converge; we denote by Tℓ ∈ N the time index t at which we enter block 1 for the ℓth
time (i.e., ∥Ĝ(Tℓ)

j ∥ ≤ ς2), for ℓ ∈ N. Furthermore, we recall that G(t)
j ≜ ∇Wjf

(
θ(t)
)

; when clear

from the context, we omit j from Wj , and use instead∇Wjf
(
θ(t)
)
= ∇f

(
W(t)

)
. Consider the

SVD decomposition of the gradient∇Wjf (θTi
) = U(Ti)Σ(Ti)V(Ti)

⊤
. For t ∈ [Ti,Ti+1 − 1], we

define the projected gradient as Ĝ(t) ≜ P(Ti)(r)G(t), where P(Ti)(r) = U(Ti) [:, : r]
⊤, using the

exact truncated-SVD calculation (in Block 1). For simplicity, we refer to Q(Ti)(r) as Q(Ti), and we
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denote P(Ti) = Q(Ti)
⊤
Q(Ti). Next, let ht ≜ f(W(t)) − f(W(Ti+1)), and ηt denote the learning

rate. Then,

ht+1 = f(W(t+1))− f(W(Ti+1))

= f
(
W(t) − ηt

(
W(t+1) −W(t)

))
− f

(
W(Ti+1)

)
≤ f(W(t))− f

(
W(Ti+1)

)
− ηt⟨G(t),O(t)⟩+ βη2t

2
∥O(t)∥2F

≤
(1)

f(W(t))− f
(
W(Ti+1)

)
− ηt

4
∥Ĝ(t)∥2F +

5

2
· ηtσ√

m
+

βη2t n

2

≤
(2)

ht −
ηt
4
∥Ĝ(t)∥2F +

5

2
· ηtσ√

m
+

βη2t n

2
.

where (1) follows Eq 7, and (2) follows Lemma A.3. Thus, summing over t ∈ [Ti,Ti+1), we get

Ti+1−1∑
t=Ti

(ht+1 − ht) ≤
Ti+1−1∑
t=Ti

(
−ηt

4
∥Ĝ(t)∥2F +

5

2
· ηtσ√

m
+

βη2t n

2

)

hTi+1 ≤ hTi −
Ti+1−1∑
t=Ti

(ηt
4
∥Ĝ(t)∥2F

)
+

Ti+1−1∑
t=Ti

(
5

2
· ηtσ√

m
+

βη2t n

2

)
. (3)

Assume a constant learning rate ηt = η, and define Ti := Ti+1−Ti. For each interval [Ti,Ti+1−1],
we have,

Ti+1−1∑
t=Ti

η

4
∥Ĝ(t)∥2F ≤ hTi − hTi+1 + Ti

(
5

2
· ησ√

m
+

βη2n

2

)
.

Summing over all i = 1, . . . , N ,

N∑
i=1

Ti+1−1∑
t=Ti

η

4
∥Ĝ(t)∥2F ≤

N∑
i=1

(
hTi − hTi+1

)
+

N∑
i=1

Ti

(
5

2
· ησ√

m
+

βη2n

2

)

= hT0 − hTN+1
+ T

(
5

2
· ησ√

m
+

βη2n

2

)
,

where T =
∑N

i=1 Ti is the total number of iterations. Using hT0
− hTN+1

≤M , we get,

N∑
i=1

Ti+1−1∑
t=Ti

∥Ĝ(t)∥2F ≤
4M

η
+ 2T

(
5σ√
m

+ βηn

)
.

Let η =
√

2M
βn ·

1√
T

. Then, the average squared norm of the projected gradients satisfies,

1

T

T∑
t=1

∥Ĝ(t)∥2F ≤
4M

ηT
+ 2

(
5σ√
m

+ βηn

)

=
4M(√

2M
βn ·

1√
T

)
T

+ 2

(
5σ√
m

+ βn ·

√
2M

βn
· 1√

T

)

=
4M
√
βn√

2M
· 1

T 3/2
+ 2 · 5σ√

m
+ 2βn ·

√
2M

βn
· 1√

T

=
4
√
2Mβn

T 3/2
+

10σ√
m

+ 2
√
2Mβn · 1√

T
.
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Thus, the bound becomes,

1

T

T∑
t=1

∥Ĝ(t)∥2F ≤
4
√
2Mβn

T 3/2
+

10σ√
m

+
2
√
2Mβn√
T

.

Recall that for P(Ti), it holds that

∥Ĝ(Ti) −Q(Ti)Ĝ(Ti)∥2F ≤ α∥Ĝ(Ti)∥2F ,

for some α ∈ (0, 1]. Then,

∥Q(Ti)
⊥
Ĝ(Ti)∥2F ≤

α

1− α
∥Q(Ti)Ĝ(Ti)∥2F .

From Lemma B.3 in [1], under η ≤ 2
λmax

, we get,

E∥Ĝ(t)∥2F ≤ E∥Ĝ(Ti)∥2F , ∀t ∈ [Ti,Ti+1).

Hence,

1

TN

N−1∑
i=0

Ti+1−1∑
t=Ti

∥G(t)∥2F ≤
1

TN

N−1∑
i=0

(Ti+1 − Ti)∥G(Ti)∥2F

≤ 1

(1− α)TN

N−1∑
i=0

(Ti+1 − Ti)∥Q(Ti)Ĝ(Ti)∥2F

≤ 1

(1− α)TN

(
4
√
2Mβn

T
3/2
N

+
10σ√
m

+
2
√
2Mβn√
TN

)

≤ 4
√
2Mβn

(1− α)T
5/2
N

+
10σ

(1− α)TN
√
m

+
2
√
2Mβn

(1− α)T
3/2
N

(4)

Accordingly, for any ε > 0, if TN satisfies

4
√
2Mβn

(1− α)T
5/2
N

+
10σ

(1− α)TN
√
m

+
2
√
2Mβn

(1− α)T
3/2
N

≤ ε,

a sufficient condition for this to hold is,

TN ≥ max

{(
12
√
2Mβn

(1− α)ε

)2/5

,
30σ

(1− α)ε
√
m
,

(
6
√
2Mβn

(1− α)ε

)2/3
}
,

it follows that

min
0≤t≤TN

∥G(t)∥2F ≤
1

TN

N−1∑
i=0

Ti+1−1∑
t=Ti

∥G(t)∥2F ≤ ε.

Thus, there exists an iteration index t ∈ [0,TN ] such that

∥G(t)∥2F ≤ ε,

which, by definition, implies that the algorithm reaches an ε-critical point.

This concludes that Algorithm 1 achieves an ε-critical point.

□

In the following, we provide the auxiliary lemma that is used in the proof of Theorem 3.8.
Lemma A.3 (Convergence of the Inner Fixed Low-Rank Optimization). Consider the same setting
and assumptions as in Theorem 3.8. Then, the second time t = Tℓ ∈ N in which Algorithm 1 enters
Block 1 (where it updates the projection matrix) happens for a finite ℓ ∈ N .
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Proof. By the β-smoothness of f , we have

f(W(t+1)) ≤ f(W(t)) + ⟨G(t),W(t+1) −W(t)⟩+ β

2
∥W(t+1) −W(t)∥2F .

Substituting the update rule W(t+1) = W(t) − ηtO
(t), we get

f(W(t+1)) ≤ f(W(t))− ηt⟨G(t),O(t)⟩+ βη2t
2
∥O(t)∥2F . (5)

Since Ĝ(t) = P(t)(r)
⊤
G(t) and O(t) ∈ range(P(t)(r)

⊤
), it holds that

⟨G(t),O(t)⟩ = ⟨Ĝ(t),O(t)⟩.

By equation (2.8) in [41], we have

−⟨Ĝ(t),O(t)⟩ ≤ −1

4
∥Ĝ(t)∥2F +

5

2
∥Ĝ(t) −M(t)∥2F .

Now we bound ∥Ĝ(t) −M(t)∥F :

∥Ĝ(t) −M(t)∥F = ∥Ĝ(t) −∇f(W(t)) +∇f(W(t))−M(t)∥F
≤ ∥Ĝ(t) −∇f(W(t))∥F + ∥∇f(W(t))−M(t)∥F
≤ σ√

m
, (by assumptions A(1)-(2)).

Substituting this into the previous inequality gives

−⟨Ĝ(t),O(t)⟩ ≤ −1

4
∥Ĝ(t)∥2F +

5

2
· σ√

m
. (6)

Substituting into equation (5), we obtain

f(W(t+1)) ≤ f(W(t))− ηt
4
∥Ĝ(t)∥2F +

5

2
· ηtσ√

m
+

βη2t
2
∥O(t)∥2F .

Since by definition ∥O(t)∥2F ≤ n, we get

f(W(t+1)) ≤ f(W(t))− ηt
4
∥Ĝ(t)∥2F +

5

2
· ηtσ√

m
+

βη2t n

2
. (7)

For constant step size ηt = η, summing over t = 1 to T , we get

f(W(T+1)) ≤ f(W(1))− η

4

T∑
t=1

∥Ĝ(t)∥2F +
5

2
· ησT√

m
+

βη2nT

2
.

Rearranging and using f(W(1))− f∗ ≤M , we conclude

1

T

T∑
t=1

∥Ĝ(t)∥2F ≤
4M

ηT
+ 10 · σ√

m
+ 2ηβn.

□

B Additional Information

Definition B.1. (Reversibility [19]) A neural network ϕ that maps the input x to output y = ϕ(x; θ)
is reversible, if there exists L(x; θ) so that y = L(x; θ)x, and the backpropagated gradient gx

satisfies gx = L⊤(x; θ)gy, where gy is the backpropagated gradient at the output y. L(x; θ)
depends on the input x and weight θ in the network ϕ.
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Several critical observations regarding Algorithm 1 warrant attention. Initially, in order to minimize
memory consumption, Algorithm 1 implements a per-layer weight update during the process of
backpropagation, as advocated by contemporary studies, see, e.g., [45]. This approach contrasts with
conventional optimizers, which typically update all weights after backpropagation by retaining the
complete gradients in memory, a method potentially marked by significant inefficiency. Should there
be a desire to generate an adapter (i.e., a parallel low-dimensional LoRA-type model) subsequent
to fine-tuning, this can be achieved with efficiency through the following steps. Firstly, the training
weights gap ∆ ≜ WFine-Tuned −WPretrained is computed, where WFine-Tuned denotes the model
weight upon process completion, and WPretrained refers to the original model weight. Subsequently,
rAdaptor ≜ rank(∆) is determined utilizing a matrix ranking algorithm, followed by the resolution
of minA∈Rn×rAdaptor ,B∈RrAdaptor×m ∥∆−AB∥2F through any optimization algorithm (e.g., gradient
descent). It is noteworthy that any solution to this matrix factorization optimization problem is
well-known as a global optimum [54].

C Update Step Rule Formulation

Definition C.1. [Subspace-Aware Moment-Orthogonalization (SUMO)] SUMO formulates the
subsequent gradient update rules. Refer to

SUMO



Ĝ(t) = Q(t)⊤∇Wf (Wt; ξt)R
(t)

M(t+1) = βM(t) + (1− β)Ĝ(t)

O(t+1) = Orthogonalization_SVD
(
M(t+1)

)
W(T ) = W(0) + η

T−1∑
t=0

(
G(t) −Q(t)(Ĝ(t) −O(t+1))R(t)⊤

)
,

with Qt ∈ Rm×r and Rt ∈ Rr×n denoting projection matrices, T ∈ N representing the
subspace update interval, η indicating the learning rate, ξt constituting a stochastic batch, and
Orthogonalization_SVD(A) as the operator that resolves the following through Singular Value De-
composition (SVD), as described in

argmin
O
{∥O−A∥F : either OTO = I or OOT = I}.

D Additional Experiments

In Table 7, we evaluated SUMO and state-of-the-art memory-efficient fine-tuning methods on the
MAWPS[55] dataset using the LLaMA2-7B model. We report results across two rank settings (32
and 128), comparing training time, memory usage, and task accuracy. SUMO consistently achieves
superior accuracy while maintaining competitive efficiency in both memory and time (comparing to
Galore).

Table 7: Fine-tuning LLaMA2-7B on MAWPS[55]
Methods Rank Time(h) ↓ Memory (GB) ↓ Accuracy (%) ↑

LoRA 32 0.40 14.36 45.80
DoRA 32 0.69 15.01 44.96
GaLore 32 2.59 15.15 58.40

SUMO (Newton-Shultz5) 32 1.83 13.86 58.47
SUMO (SVD) 32 1.56 13.86 61.23

LoRA 128 0.45 15.64 65.97
DoRA 128 0.72 16.17 66.81
GaLore 128 2.61 15.79 64.29

SUMO (Newton-Shultz5) 128 1.78 14.12 64.41
SUMO (SVD) 128 1.62 14.12 68.03
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Comparison with Muon. Table 8 below complements Table 2 by comparing full fine-tuning,
vanilla Muon, and our SUMO; results are reported as mean ± standard deviation when available.

Table 8: Additional comparison to Table 2: full fine-tuning vs. vanilla Muon and our SUMO (mean
± std when reported).

Model Memory CoLA STS-B MRPC RTE SST-2

Full Fine-Tuning 747M 62.24 90.92 91.30 79.42 94.57
Muon Full Fine Tuning 458M 61.19 90.98 92.14 80.83 94.71
SUMO (Newton-Schulz5, rank=4) 197M 61.81 ± 0.02 90.81 ± 0.013 92.43 ± 0.034 79.33 ± 0.031 94.14 ± 0.028
SUMO (SVD, rank=4) 197M 62.32 ± 0.015 91.05 ± 0.007 93.48 ± 0.022 81.08 ± 0.019 94.93 ± 0.01
SUMO (Newton-Schulz5, rank=8) 198M 61.73 ± 0.021 90.77 ± 0.032 91.93 ± 0.04 79.66 ± 0.03 94.13 ± 0.025
SUMO (SVD, rank=8) 198M 61.69 ± 0.014 91.11 ± 0.02 93.72 ± 0.018 81.38 ± 0.011 94.83 ± 0.01

These results show that our SUMO, achieves better performance with a significantly smaller memory
footprint compared to Muon full fine-tuning approach.

Hyperparameters Grid search. To evaluate the impact of Subspace Update Frequency (K) and
Ranks (r), we performed a grid search during the pretraining of the LLaMA 130M model on the C4
dataset. This specific setup allows for a direct comparison with the Galore method. Table: Perplexity
results from a grid-search of Subspace Update Frequency (K) and Ranks (r) for the LLaMA 130M
model pretrained on the C4 dataset. Values are presented as Galore/SUMO.

Table 9: Perplexity from a grid-search over Subspace Update Frequency (K) and Rank (r) for
LLaMA-130M on C4. Values are Galore/SUMO

Update Frequency Rank = 128 Rank = 256 Rank = 512

100 29.7/28.27 27.9/26.74 27.4/26.73
250 28.1/27.86 26.5/24.87 26.2/24.82
500 27.2/25.91 25.6/24.98 25.3/24.31
1k 26.8/25.83 25.1/25.42 24.8/24.93

D.1 Details of benchmarks in Table 6

Specifically, the pretrained models is evaluated on the following tasks:

• Perplexity: Measured on the C4 dataset [46].

• Commonsense Reasoning: BoolQ [56], RTE [57], HellaSwag (HS) [58], Winogrande (WG)
[59], OpenBookQA (OBQA) [60], ARC-Easy (ARC-E), and ARC-Challenge (ARC-C)
[61].

• Physical and Scientific Reasoning: PIQA [62], SciQ [63], and MathQA [64].

D.2 Details of Fine-Tuning on GLUE

We fine-tune the pre-trained RoBERTa-Base model on the GLUE benchmark using the model
provided by the Hugging Face. In Table 10 and, we detail the hyper parameters used in fine-tuning.

MNLI SST-2 MRPC CoLA QNLI QQP RTE STS-B
Batch Size 16 16 16 32 16 16 16 16
# Epochs 30 30 30 30 30 30 30 30

Learning Rate 1E-05 1E-05 3E-05 3E-05 1E-05 1E-05 1E-05 1E-05
Rank Config. r = 4

Projection back scale 4
Max Seq. Len. 512

Table 10: Hyperparameters of fine-tuning RoBERTa base for the comparison in Table 2 with respect
only to rank=4.
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MNLI SST-2 MRPC CoLA QNLI QQP RTE STS-B
Batch Size 16 16 16 32 16 16 16 16
# Epochs 30 30 30 30 30 30 30 30

Learning Rate 1E-05 2E-05 2E-05 1E-05 1E-05 2E-05 2E-05 3E-05
Rank Config. r = 8

Projection back scale 2
Max Seq. Len. 512

Table 11: Hyperparameters of fine-tuning RoBERTa base for the comparison in Table 2 with respect
only to rank=8.

D.3 Comparison with vanilla Muon

Following we conducted a full fine-tuning experiment with vanilla Muon to complete the comparison
for Table 2 in the paper, as presented below.

Model Memory CoLA STS-B MRPC RTE SST-2
Full Fine-Tuning 747M 62.24 90.92 91.30 79.42 94.57
Muon Full Fine Tuning 458M 61.19 90.98 92.14 80.83 94.71
SUMO (Newton-Schulz5, rank=4) 197M 61.81± 0.02 90.81± 0.013 92.43± 0.034 79.33± 0.031 94.14± 0.028
SUMO (SVD, rank=4) 197M 62.32± 0.015 91.05± 0.007 93.48± 0.022 81.08± 0.019 94.93± 0.01
SUMO (Newton-Schulz5, rank=8) 198M 61.73± 0.021 90.77± 0.032 91.93± 0.04 79.66± 0.03 94.13± 0.025
SUMO (SVD, rank=8) 198M 61.69± 0.014 91.11± 0.02 93.72± 0.018 81.38± 0.011 94.83± 0.01

Table 12: Comparison with vanilla Muon fine-tuning results.
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