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Lyapunov Learning at the Onset of Chaos

Anonymous Authors1

Abstract

Handling regime shifts and non-stationary time
series in deep learning systems presents a signif-
icant challenge. In the case of online learning,
when new information is introduced, it can dis-
rupt previously stored data and alter the model’s
overall paradigm, especially with non-stationary
data sources. Therefore, it is crucial for neural sys-
tems to quickly adapt to new paradigms while pre-
serving essential past knowledge relevant to the
overall problem. In this paper, we propose a novel
training algorithm for neural networks called Lya-
punov Learning. This approach leverages the
properties of nonlinear chaotic dynamical systems
to prepare the model for potential regime shifts.
Drawing inspiration from Stuart Kauffman’s Ad-
jacent Possible theory, we leverage local unex-
plored regions of the solution space to enable flex-
ible adaptation. The neural network is designed
to operate at the edge of chaos, where the maxi-
mum Lyapunov exponent, indicative of a system’s
sensitivity to small perturbations, evolves around
zero over time. Our approach demonstrates effec-
tive and significant improvements in experiments
involving regime shifts in non-stationary systems.
In particular, we train a neural network to deal
with an abrupt change in Lorenz’s chaotic system
parameters. The neural network equipped with
Lyapunov learning significantly outperforms the
regular training, increasing the loss ratio by about
96%.

1. Introduction
Integrating new data in machine learning systems is a vital
area of study, especially regarding the issues of catastrophic
forgetting and continual learning (McCloskey and Cohen,
1989; Ratcliff, 1990; Hadsell et al., 2020). A significant
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focus in this field is integrating new data after a neural net-
work has undergone its initial training without disrupting
or overwriting previously learned information (Wang et al.,
2024). This problem is exacerbated when the new data has
statistical properties different from the previously stored
information. In such scenarios, the system must quickly
adjust its parameters to accurately reflect the latest infor-
mation while preserving earlier knowledge(Liu et al., 2022;
Londei et al., 2024).
As Stuart Kauffman points out (Kauffman, 2000; Tria et al.,
2014), innovations occur when existing information is re-
combined according to a system’s evolutionary rules, ex-
panding the current element set. This process is encapsu-
lated in the concept of the Adjacent Possible, which defines
the system’s evolving capacity to explore new possibilities
through slight modifications of known elements. Typically,
machine learning lacks tools that allow neural networks
to effectively explore novel information to better adapt to
potential incoming regime shifts. In this paper, we intro-
duce a novel method to assess and manage the Lyapunov
exponent spectrum of an artificial neural system. Lyapunov
exponents quantify the rate at which nearby trajectories in a
dynamical system diverge or converge, facilitating the net-
work to explore and detect specific directions in phase space.
These directions help balance divergence and convergence
along the trajectory set by the training data. This can po-
tentially prepare the network for eventual upcoming regime
shifts and enhance the network’s ability to adapt to novel-
ties. This balance, known as the onset of chaos (Langton,
1990; Melby et al., 2000; Zhang et al., 2021) is achieved
by controlling the Lyapunov exponents during training to
identify suitable divergent directions while preserving the
system’s overall dissipative state. Our experiments first
demonstrate the controlled chaoticity of a neural network
by imposing suitable Lyapunov spectrum’s target values
and obtaining well-defined chaotic attractors spontaneously
generated. Then, we apply a Lyapunov-based regularizer
to enhance the network behavior in case of a regime shift
given by a phase transition of Lorenz’s chaotic system data.

2. Lyapunov Learning’s framework
Lyapunov exponents and chaotic dynamics Chaotic sys-
tems are dynamical systems characterized by unpredictable
behavior, non-repeating patterns, and sensitive dependence
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on initial conditions. Despite this seemingly random behav-
ior, the system’s trajectories remain confined to a specific
region in its phase space, indicating an underlying order or
structure. The long-term behavior of such systems, i.e., the
set of states toward which the dynamical system evolves,
is described by chaotic attractors. To identify a chaotic at-
tractor, we analyze the system’s Lyapunov exponents. For
a multidimensional system described by dx

dt = f(x), the
Lyapunov exponents {λi} quantify how small perturbations
δx evolve over time. In this context, the exponents are deter-
mined from the eigenvalues of the matrix product (Strogatz,
2000):

Λ = lim
T→∞

1

T
ln

∣∣∣∣∣
T∏

t=0

J(xt)

∣∣∣∣∣ , (1)

where J(xt) is the Jacobian matrix of the system at time
t. These exponents describe the rate of growth or decay of
perturbations in the directions defined by the eigenvectors.
Specifically, a positive exponent indicates exponential di-
vergence (instability), a negative exponent suggests conver-
gence to a fixed point, and a zero-valued exponent implies
periodic behavior. The number of Lyapunov exponents cor-
responds to the number of dimensions in the system. There
are two key conditions involving Lyapunov exponents that
are necessary to confirm the existence of a chaotic attractor:
1 At least one positive Lyapunov exponent: This indi-
cates that nearby trajectories diverge exponentially in the
direction of the corresponding eigenvector, ensuring chaotic
behavior.
2 A negative sum of all Lyapunov exponents: This condi-
tion ensures that the system’s trajectories remain bounded
within a finite region, reflecting the dissipative nature of
chaotic attractors.

Lyapunov Learning’s algorithm If we consider the neu-
ral network’s structure as a dynamical system, x̃t+1 =
F(xt,w), where xt represents the data and w denotes
the network’s weights, we can estimate Lyapunov expo-
nents. We first generate a sequence starting from real data
and evolving through recurrent applications of the network
F(xt,w). Then, we compute the Jacobian matrix at each
step of the generated sequence. At the end of this process,
we apply Equation 1 for estimating the Lyapunov exponents.
These exponents are calculated over a finite time T (Equa-
tion 1), using approximation techniques (Abarbanel, 1997).
A key feature of this algorithm is its differentiability with
respect to the network’s weights, thus making possible to
integrate Lyapunov exponents directly into the network’s
loss function. Specifically, to bring the network closer to
the onset of chaos and encourage exploration of its space
of possibility, we add an additional term, LLyapunov to the
original loss. The overall loss function is given by:

L(xt, x̃t) = Ldata + α · LLyapunov (2)

where Ldata is the task-specific error, and α is the weight of
the Lyapunov-based term LLyapunov.

3. Results
Assessment and control of chaoticity in neural networks
Before testing Lyapunov Learning on an application in-
volving regime shifts, we first seek to validate whether our
algorithm accurately computes the Lyapunov exponents of
sequences generated by a neural network. This step is cru-
cial to ensure we can effectively control and predict the
network’s behavior by directly influencing these exponents.
To achieve this, we design a network with the specific goal
of generating chaotic attractors, where the loss function de-
pends solely on the Lyapunov exponents computed from the
sequences produced by the network. Starting with a single
three-dimensional point as input, the network autonomously
generates sequences from which the Lyapunov exponents
are calculated. These exponents guide the learning process,
minimizing the loss function when the network successfully
produces sequences that form chaotic attractors. The net-
work architecture consists of a single hidden layer with 10
neurons. The three plots shown in Figure 1 represent long
trajectories of single initial points after a transient phase of
1000 iterations. All trajectories exhibit a positive largest Lya-
punov exponent λ (condition 1), indicating chaotic behavior.
As λ increases, this chaotic behavior intensifies, reflecting
greater sensitivity to initial conditions. All trajectories are
also bounded in a specific region of the phase space and
the sum of their Lyapunov exponents is strictly negative
(condition 2). The successful generation of multiple chaotic
attractors, as evidenced by their Lyapunov spectra, confirms
the validity of the proposed method.

Lorenz map regime shift We now turn to a scenario
where the Lyapunov term, LLyapunov is used as a regularizer
to the actual loss Ldata, as in Equation 2. A Lorenz map is a
mathematical framework used to analyze the dynamics of
chaotic systems, especially those exhibiting chaotic behav-
ior. It describes how points in the system evolve through the
following equations:

dx

dt
= σ(y − x);

dy

dt
= x(ρ− z)− y;

dz

dt
= xy − βz.

(3)
In this study, we simulate a regime shift in a Lorenz map
time series by abruptly changing its parameters halfway
through the data. We then use this time series to train two
networks: a regular one (hereafter vanilla) and one equipped
with Lyapunov Learning. We aim to determine whether the
Lyapunov regularizer can improve the network’s robustness
and flexibility during the regime shift. The two networks are
feed-forward networks with 4 layers, 50 neurons each. The
network’s input consists of three-dimensional coordinates
derived from the data. Once the output, which represents
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Figure 1. Example of chaotic attractors generated after training,
starting from a single initial point after a million iterations. The
maximum Lyapunov exponents are 0.104, 0.191, and 0.235, re-
spectively, from top to bottom.

the network’s prediction for the next point, is obtained, we
compute the network’s 3 × 3 Jacobian matrix. We iterate
this process multiple times and use QR decomposition to
accurately estimate the eigenvalues of the Λ matrix (Abar-
banel, 1997). We focus on the largest Lyapunov exponent,
λ, and do not enforce the dissipativity condition because
our vanilla training simulations consistently show negative
Lyapunov exponents, which indicates that the condition is

naturally satisfied. The total loss function thus becomes:

L(x, x̂) = LMSE(x, x̂) + α|λ|. (4)

Here, λ is the largest Lyapunov exponent, and α controls
the influence of the Lyapunov regularizer. We apply the
absolute value of λ because, unlike in chaotic attractor gen-
eration, we aim to push the network to the edge of chaos
without allowing it to become fully chaotic. We choose the
initial and final parameters of our Lorenz maps as follows:
initially, we set σ = 20, β = 8

3 , and ρ = 28, which defines
a trajectory that slowly converges. Halfway through the
training sequence, we switch to the classic Lorenz chaotic
attractor, with parameters σ = 10, β = 4

3 , and ρ = 28. Fig-

Figure 2. Representation of the first(blue) and second half (orange)
of the training data. The first has parameters σ = 20, β = 8

3
, ρ = 28

the second has parameters σ = 10, β = 8
3

, ρ = 28.
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Figure 3. Example of loss behavior for the two networks. The
shaded areas are the first and third quartiles, calculated from 10
training simulations for vanilla and Lyapunov networks.

ure 2 shows the trajectories of the two dynamical systems,
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with the first half offset vertically for clarity. Initially, the
attractor converges slowly to a limit cycle, then shifts to
a double-lobed Lorenz attractor as parameters change. In
Figure 3, we show the loss behavior after the regime shift
for α = 1.0, averaged over 10 simulations.

Loss-ratio as a summary of online adaptation After the
abrupt parameter shift in the Lorenz system, we compute
the mean squared error (MSE) prediction losses for both
models over the post-shift interval t0 to T ,

LMSE
vanilla =

T∑
t=t0

∥∥xt − x̃vanilla
t

∥∥2, (5)

and

LMSE
Lyap =

T∑
t=t0

∥∥xt − x̃Lyap
t

∥∥2, (6)

We then define the loss ratio

r =
LMSE
vanilla

LMSE
Lyap

, (7)

which quantifies the relative reduction in post-shift error
achieved by the Lyapunov-regularized network compared
to the vanilla baseline.

By using this ratio, we cancel out much of the run-to-run
noise inherent in chaotic dynamics, since fluctuations that
affect both models equally tend to divide out, yielding a
more stable measure of comparative performance. More-
over, because our setting is truly online—where the network
continuously predicts and updates without a defined training
endpoint—we aggregate pure-MSE losses over the entire
post-shift window. This ensures that r reflects sustained
adaptation rather than transient recovery, faithfully repre-
senting our learning framework’s perpetual predict–update
loop.

This behavior echoes the concept of the Adjacent Possible:
the optimal Lyapunov regularization strength (α ≈ 1.0) cor-
responds to the regime in which new dynamical possibilities
can be most rapidly assimilated without excessive explo-
ration or fixation. Empirically, we observe a mean loss ratio
of r ≈ 1.96, indicating nearly a two-fold reduction in MSE.
By contrast, standard weight-regularization techniques such
as L1 and L2 penalties—while effective for sparsification or
overfitting mitigation—yield negligible gains under abrupt
regime shifts or even worsens the overall loss. This confirms
that general-purpose regularizers do not confer adaptability
to non-stationarity, highlighting the necessity of a domain-
specific Lyapunov Learning approach that steers the model’s
internal dynamics toward rapid, robust adaptation.

Regularizer Best Loss Ratio r Parameter Value

Dropout 0.44 Pdropout = 0.2
L2 0.73 α = 1× 10−3

L1 1.21 α = 1× 10−4

Lyapunov 1.96 α = 1.0

Table 1. Best post-shift loss ratio and corresponding hyperparame-
ter for each regularization method.
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Figure 4. Losses ratio for α = 1.0. The shaded areas are the first
and third quartiles from 10 training simulations for both vanilla and
Lyapunov networks.
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Figure 5. Mean losses ratios for different α. Every point is the
average of ten trainings. The shaded areas are the first and third
quartiles of each mean ratio.

4. Conclusions
This paper introduces a novel method for handling novelties
in non-stationary real-valued time series by incorporating a
chaos-driven regularizer grounded in Lyapunov exponents.
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While standard regularizers enhance generalization, they do
not explicitly address regime transitions. Our experiments
demonstrate that including Lyapunov exponents in the loss
function significantly improves network performance on
non-stationary data. The algorithm adapts to new patterns
far more effectively than its vanilla counterpart; on Lorenz
map data the post-shift mean-squared error is nearly halved
relative to the baseline, confirming the practical benefit of
the proposed regularizer.

Despite its conceptual appeal, Lyapunov Learning in-
curs computational overhead, since assembling the state-
Jacobian grows on the order of O(d2) and its QR decom-
position on the order of O(d3) in the input dimension d,
which constrains its use in deep or wide architectures. More-
over, all empirical validation has been confined to low-
dimensional, noise-free chaotic systems, leaving open ques-
tions about behavior under high-dimensional, stochastic, or
partially observed real-world conditions. To address these
challenges, future work should pursue randomized projec-
tions or subspace-tracking techniques that capture dominant
Lyapunov directions without full-Jacobian computations,
thereby reducing both memory and time costs.

Finally, in many modern sequence models—whether framed
as SSMs, RNNs, or linear-attention Transformers—the
core strategy for avoiding exploding or vanishing dynamics
closely recalls the idea of keeping the largest Lyapunov ex-
ponent just below zero. For example, Structured State Space
Models enforce spectral constraints on their recurrence ma-
trices, stabilizing long-range dependencies by implicitly
centering dominant exponents at the edge of chaos (Gu
et al., 2024c). Likewise, recasting attention as a recurrent
kernel update in (Katharopoulos et al., 2020) uses lineariza-
tions that control gradient norms analogously to orthogonal
RNN initializations. Classic RNN remedies—orthonormal
weight initializations, gating, and Jacobian-norm penalties—
also recall a zero-centered Lyapunov spectrum (Pascanu
et al., 2013). More recent advances like Mamba apply se-
lective subspace projections to monitor and constrain the
most unstable directions in linear time (Gu et al., 2024b),
while decaying-exponential parameterizations directly ex-
pose negative Lyapunov exponents as decay rates (Gu et al.,
2024a).

Verifying this resemblance between Lyapunov Learning and
existing stability-inducing techniques both theoretically (by
relating spectral regularizers to Lyapunov exponents) and
experimentally (by measuring exponent distributions across
architectures) would deepen our understanding of sequence-
model dynamics, unify disparate regularization strategies
under a common framework, and guide the design of next-
generation models that are robust yet highly adaptable.
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