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(a) OpenLeaf’s evaluation and justification on an interleaved sequence by our baseline method. (b) Performance comparison between baseline methods.

In the heart of an ancient forest, 
there resided a young witch with 
hair as golden as the morning sun, 
cascading in voluminous waves 
down her back. Rosalind, dressed in 
her favourite dark green attire, was 
determined and swift, her eyes 
sparkling with the unwavering spirit 
of youth. Each dusk, with a wand 
that twinkled like the starlit sky, she 
practiced her spells and 
incantations, aspiring to be the most 
potent witch the land had ever seen.

Accompanying Rosalind was Alaric, 
her trusted raven companion with 
dark, enigmatic feathers that 
harbored a spectral array of colors 
shifting in the light. Alaric wasn’t like 
other ravens; he had the gift of 
speech, a voice as serene and 
mystic as the moonlit night. 
Together, they explored the 
clandestine corridors of magic that 
lay embedded in the mystical 
woods, unraveling secrets that were 
forbidden and arcane.

One ominous night, whilst the 
moon was concealed behind the 
sinister clouds, Rosalind and 
Alaric stumbled upon an ancient 
spell book buried in the enigmatic 
depths of the forest. Names of 
witches and wizards long passed 
were scripted in the elegant, yet 
haunting calligraphy. A spell to 
unlock the unseen, a doorway to a 
world that existed parallel to 
theirs, stirred a tumultuous 
whirlwind of excitement and fear 
in Rosalind’s heart.

Under the eerie silence of the looming 
trees encapsulating them, Rosalind, 
with Alaric perched on her shoulder, 
invoked the spell. The ominous verses, 
in synchrony with the enigmatic aura 
of the woods and Alaric’s spectral 
voice echoing her chants, created an 
ethereal passage unveiling a world of 
marvel and terror. They were flung into 
an adventure that would test the 
potency of the Rosalind’s spells and 
the wisdom of Alaric’s voice, an 
escapade that was destined to either 
immortalize them in the annals of 
magic or obliterate their existence into 
the forbidden.

User Query: Can you spin a tale about a 
young witch and her talking raven 
companion?
Please follow the identity of the following 
two images.

Witch Raven

[Score]: 10
[Rationale]: The image appears to be highly detailed and 
has no visible alterations or distortions that would impact 
the presentation or semantics of the image.

User Input

Generated Interleaved Content

Image-Text Coherence
[Score]: 5
[Rationale]: The image aligns well with the preceding 
description featuring Rosalind in her dark green attire 
with golden hair, holding a twinkling wand. It also 
showcases a mystical atmosphere resembling dusk time.
Mis-Match Content: The raven Alaric appears in this 
image, but is not mentioned in Step 1 text.

Identity Consistency
The Witch:
[Score]: 10 [Rationale]: All four images depict Rosalind 
with golden voluminous hair and adorned in dark green 
attire which aligns perfectly with the textual descriptions. 
The wand and the magical, mystical atmosphere are 
portrayed with consistency as well.

The Raven:
[Score]: 10 [Rationale]: The raven is consistently 
featured with dark enigmatic feathers reflecting a 
spectral display of colors in each image where lighting 
plays a significant role. The portrayal of Alaric aligns well 
with the narrative offered in the textual content.

Style Consistency
[Score]: 8.75
[Rationale]:
[Media Type]: 10 (All are paintings, showing perfect 
consistency)
[Color Palette]: 10 (All images are polychromatic with 
multiple colors, ensuring consistency)
[Tint]: 5 (Two images have a warm tint while the other two 
have a cold tint, showing minor inconsistencies)
[Saturation]: 10 (All images have high saturation, 
showing excellent consistency)

Input-Output Text Alignment
[Score]: 5
[Rationale]: The text in the output content aligns well 
with the input request. The output content provides a 
detailed and engaging tale about a young witch, Rosalind, 
and her talking raven companion, Alaric, consistent with 
the requested theme. It shares their adventures and 
encounters in the mystical woods, indicating a well-spun 
tale that integrates both characters effectively. Each step 
includes well-written descriptions and narratives that align 
with the elements present in both the input image and 
request.

Input-Output Identity Consistency

[Score]: 10
[Rationale]:
[Pair Input-Output 1]: 10
[Pair Input-Output 2]: 10
[Pair Input-Output 3]: 10 
[Pair Input-Output 4]: 10
The image entity consistency is excellent, maintaining the 
foundational attributes of the major subjects/objects 
across all input-output pairs.

[Score]: 10    
[Rationale]: The image exhibits excellent aesthetics with 
beautiful color contrasts, remarkable detailing and a 
majestic portrayal of characters and scenery.

Image Aesthetics

Image Fidelity 

Figure 1: OpenLEAF can evaluate the quality of the interleaved content and give clear justifications like human (a),
which is a robust tool to compare interleaved generative models’ performance on diverse aspects (b). SP and LP
denote short and long text-to-image prompts, respectively.

Abstract
We introduce OpenLEAF, a benchmark de-001
signed for the open-domain interleaved image-002
text generation task. This task aims to generate003
arbitrarily-interleaved multimodal content from004
input queries. It goes beyond single-modality005
image or text generation, thereby enabling vari-006
ous novel applications by creating content such007
as visual storybooks and how-to instructions.008
Despite the importance of the task, there lacks009
established benchmark due to the challenges010
in defining evaluation scenarios and formulat-011
ing effective metrics. In this study, we col-012
lect a dataset covering queries with various013
input-output formats and 10 different appli-014
cation scenarios. We also propose an evalua-015
tion pipeline named “detection-summarization-016
scoring,” which breaks down the evaluation017
into multiple reasoning steps. This pipeline018
leverages large multimodal models (LMMs)019
to thoroughly evaluate ten aspects of the gen-020
erated content, which lead to the final rating.021
With experiments on a proposed agent system,022
we demonstrate that our evaluation method023
aligns closely with human judgments, offering024
a robust benchmark for assessing interleaved025
image-text generation.026

1 Introduction027

Open-domain interleaved image-text generation,028

aimed at generating multimodal content that fol-029

lows user queries, has been desired for long in 030

content generation. As shown in Fig. 1, the task is 031

to generate an interleaved sequence of text descrip- 032

tions and illustrative images that are coherent and 033

correspond to user’s text and image queries. The 034

“open-domain” aspect indicates its adaptability to 035

generate content freely across multiple domains, 036

enabling the creation of complex content from vi- 037

sual instructions and illustrated stories to webpages. 038

Such multimodal generation could redefine how 039

we create and consume content in in various fields, 040

such as education, marketing, etc. 041

Despite the significance of the task, there lacks 042

standardized evaluation benchmarks, mainly due 043

to the challenges in creating a comprehensive eval- 044

uation set and formulating effective metrics. In this 045

study, we introduce OpenLEAF, a comprehensive 046

benchmark that includes an evaluation dataset, a 047

novel evaluation pipeline, and a baseline generation 048

system, to standardize the task evaluation. 049

OpenLEAF Data and Topology. One primary 050

challenge of OpenLEAF is establishing standard 051

evaluation queries and scenarios as a benchmark. 052

With a focus on model generalizability and ro- 053

bustness (Zhang et al., 2021; Torralba and Efros, 054

2011), we categorize classes based on input for- 055

mats and application domains and collect real 056

user queries. This dataset includes 500 text-based 057
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In modern-day … 
Museum of Art.          
Sherlock, with … 
network of art thieves.         
            Using his 
brilliant … of their 
hideout.           
Sherlock Holmes, … 
New York City.

Story (Character) Story (Subject) Myths & Tales Adventure Cooking

Travel Fitness DIY Arts & Crafts Gardening

Figure 2: Visualization of selected topics in Open-
LEAF. We show selected images in the generated in-
terleaved content to visualize query scenarios in our
OpenLEAF dataset. OpenLEAF covers diverse input-
output formats and application scenarios. Blue image
captions indicate the story generation task, while the red
captions denote visual how-to instructions.

prompts across 10 different topics. Examples of058

these topics, as depicted in Fig. 2, include instruc-059

tional cooking recipes, storybooks about specific060

characters, arts and crafts, etc. Besides, we collect061

100 queries with reference texts, and 60 queries062

with image-text sequences as the reference to com-063

prehensively test a model’s capabilities.064

OpenLEAF Evaluation. Beyond data topology,065

another challenge is formulating an effective auto-066

mated evaluation method suitable for interleaved067

image-text content. This method should compre-068

hensively evaluate different aspects of the gener-069

ation content. Existing evaluation methods, such070

as Visual-Language (VL) models (Radford et al.,071

2021; Li et al., 2022, 2023c; Chen et al., 2023) and072

specialized tools (Li et al., 2019; Maharana et al.,073

2021), fall short in evaluating detailed aspects like074

identity and style. Tab. 1 summarizes the capability075

of existing evaluation approaches, where none of076

them can be directly applied in OpenLEAF.077

Inspired by the capabilities of LMMs (Ope-078

nAI, 2023b,c; Google, 2023; Microsoft, 2023;079

Yang et al., 2023), we use LMMs to evaluate080

open-domain content from various aspects of in-081

terest. We present a GPT-4V-based “detection-082

summarization-scoring” pipeline that comprehen-083

sively evaluates 10 aspects of the generated con-084

tents, i.e., image fidelity, aesthetics, image-text co-085

herence, identity consistency, style consistency, and086

the multi-modal input-output consistency in terms087

of the text, identity, visual style, subject’s attribute,088

and overall image following ability. For each as-089

pect, the pipeline first detects key elements for that090

aspect, summarizes its findings, and scores the gen-091

erated content based on the summarization.092

Baselines. Ensuring semantic and visual style093

alignments across image-image, image-text, and094

text-text combinations poses a significant challenge095

Evaluation Approach Text
Following

Image-Text
Alignment

Image
Attribution/Style

Alignment

Chiang and Lee (2023) ✓ ✗ ✗

GPTEval (Liu et al., 2023c) ✓ ✗ ✗

GPTScore (Fu et al., 2023) ✓ ✗ ✗

CLIPscore (Radford et al., 2021) ✗ ✓ ✗

BLIP (Li et al., 2023c) ✗ ✓ ✗

VisualGPTScore (Lin et al., 2023b) ✗ ✓ ✗

Black et al. (2023) ✗ ✓ ✗

Liu et al. (2023b) ✗ ✓ ✗

LLMScore (Lu et al., 2023) ✗ ✓ ✗

X-IQE (Chen et al., 2023) ✗ ✓ ✗

Betti et al. (2023) ✗ ✓ ✗

OpenLEAF (Ours) ✓ ✓ ✓

Table 1: Capability comparison of open-domain eval-
uation methods in terms of the content alignment.
Thanks to the ability of pre-trained LMMs such as GPT-
4V in capturing fine image details as well as a carefully
designed prompting pipeline, OpenLEAF can evaluate
complex mixed media alignments, facilitating the evalu-
ation of interleaved content.

in interleaved generation. Naively combining text- 096

to-image (T2I) and image-to-text generations fail 097

to generate coherent content. We present an agent 098

system as the baseline for OpenLEAF, leverag- 099

ing LMM and T2I models. Specifically, we use 100

GPT-4V to generate texts and T2I prompts. To 101

enhance the image consistency of generated se- 102

quences, global entity contexts and unified style 103

descriptions are added to all T2I prompts. Then 104

T2I models like DALL-E 3 (OpenAI, 2023d) and 105

Stable Diffusion XL (SDXL) (Podell et al., 2023) 106

are adopted to convert T2I prompts into images 107

and form the interleaved sequence. We validate our 108

proposed evaluation pipeline on this agent system 109

through extensive analyses. Results show a strong 110

correlation with human ratings of the generated 111

interleaved content, indicating the effectiveness of 112

the OpenLEAF benchmark. 113

Our contributions are summarized as follows. 114

• We build dataset of 660 samples for evaluating 115

open-domain interleaved image-text generation, 116

covering diverse formats and scenarios. 117

• We propose an LMM-based evaluation pipeline, 118

named “detection-summarization-scoring,” 119

which evaluates generated content across 10 120

aspects with detailed justifications and ratings. 121

• We present a baseline agent system, and evaluate 122

its generation with both LMM and humans. The 123

high correlation with human ratings show that 124

our pipeline is effective in evaluating multimodal 125

contents, serving as a proxy for human ratings. 126
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Input Type Topic # Problem

User Query
Only

Cooking and Recipes 50
Travel and Places 50
Fitness and Well-being 50
Home Improvement and DIY 50
Arts and Crafts 50
Gardening and Plant Care 50
Story Requests about Specific Characters 50
Story Requests about General Subjects 50
Myths, Legends, and Historical Tales 50
Adventure and Exploration 50

User Query
+ Text Context

Animal Stories 50
Brand Introductions 50

Input Type Input Image Function # Problem

User Query
+ Text Context

+ Image Context

An image indicating the identity 20
Dual images indicating identities 10
An image indicating the image style 10
An image indicating the attribute 10
An image indicating the first image 10

Overall 660

Table 2: A summary to our collected benchmark
dataset. The dataset covers diverse topics while setting
challenges in satisfying various requirements related to
input images.

2 Related Work127

Interleaved Image-Text Generation. Current in-128

terleaved image-text generation methods, including129

StoryGen (Liu et al., 2023a), AR-LDM (Pan et al.,130

2022), and StoryDALL-E (Maharana et al., 2022),131

primarily use fine-tuned latent diffusion models132

(LDMs) (Rombach et al., 2022) or text-to-image133

transformers. These approaches, however, are lim-134

ited in open-domain generation due to fine-tuning135

on specific datasets. The challenge of evaluat-136

ing open-domain interleaved content is still unre-137

solved. Recent multi-modal LLMs like GILL (Koh138

et al., 2023), Emu (Sun et al., 2023), and Dream-139

LLM (Dong et al., 2023) show promise in open-140

domain image-text tasks but are not specifically141

designed for interleaved generation and evaluation,142

leaving a gap in this area.143

Foundation Models for Open-Domain Evalua-144

tion. Designing benchmarks (Trabucco et al., 2022;145

Zhu et al., 2023; Huang et al., 2023; Li et al., 2023a)146

and evaluating open-domain content has drawn in-147

creasing attention. In natural language process-148

ing, studies have shown the potential of prompt-149

ing LLMs like GPT for open-ended text evalua-150

tion (Chiang and Lee, 2023; Liu et al., 2023c; Fu151

et al., 2023). For visual-language content, methods152

such as CLIPscore (Radford et al., 2021), BLIP (Li153

et al., 2022, 2023c), VisualGPTScore (Lin et al.,154

2023b), LLaVA-based scoring (Black et al., 2023;155

Liu et al., 2023b), LLMScore (Lu et al., 2023), X-156

IQE (Chen et al., 2023), and Betti et al. (2023) can157

Input Type

Solo
Image

Image-Text
Pair

Generated
Interleaved
Sequence

Input-Output
Sequence

Input-Output
Identity Consistency

Image 
Fidelity

Image 
Aesthetics

Image-Text 
Coherence

Identity 
Consistency

Style
Consistency

Input-Output
Style Consistency

Input-Output
Attribute Consistency

Input-Output
Text Alignment

Input
Image Following

Rubric Chain-of-Thought

Detection      Summarization        Scoring

Artifacts
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Image-Text
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Subjects/Objects

Media Type
Color Palette

Tint, Saturation

Common
Identity

Media Type
Color Palette

Tint, Saturation
Target

Attribute

Per-Image
Subjects/Objects 

Appearance

Coherency after 
replacing Output Image 

1 with Input Image

Attribute
Appearance

Identity
Appearance

Per Image

Per Image

Per Image-Text 
Pair

Per Identity

Per Visual 
Aspect

Overall

Per Identity
Per Input-Ouput 

Pair

Per Input-Output 
Pair

Per Visual Aspect
Per Input-Ouput 

Pair

Overall

-

-

-

-

-

-

-

-

| |

Figure 3: An overview of the LMM-based evaluation
pipeline. We evaluate the quality of interleaved con-
tent on 10 aspects based on a detection-summarization-
scoring process.

effectively assess image-text similarity. However, 158

they are limited to single image-text pairs and can- 159

not fully evaluate interleaved content. Our work 160

overcomes these limitations by using LMMs (Ope- 161

nAI, 2023c) to evaluate open-domain interleaved 162

content, accepting multiple image-text pairs for a 163

more open-ended evaluation. 164

Multi-Modal Agents. As a baseline for open- 165

domain interleaved generation, the presented agent 166

system is related to multi-modal agent stud- 167

ies (Gupta and Kembhavi, 2023; Surís et al., 168

2023; Wu et al., 2023; Yang* et al., 2023; Shen 169

et al., 2023; Li et al., 2023b; Lin et al., 2023a), 170

which chain LLMs with multi-modal tools for new 171

tasks. For example, Visual ChatGPT (Wu et al., 172

2023) shows that allocating various generative 173

models (Rombach et al., 2022; Meng et al., 2021; 174

Zhang and Agrawala, 2023) with ChatGPT (Ope- 175

nAI, 2023a) can achieve complicated image gen- 176

eration and editing. Differently, our work focuses 177

on a specific challenging task of open-domain in- 178

terleaved image-text generation. 179

3 Method 180

This section details the evaluation dataset collec- 181

tion process, outlines our evaluation pipeline using 182

LMM, and explains how we build the agent sys- 183

tem using GPT-4V and T2I models to form open- 184

domain interleaved generation baselines. 185

3.1 Data Collection 186

Tab. 2 outlines our evaluation dataset for open- 187

domain interleaved content generation, detailing 188
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problem types, formats, topics, and counts. The189

dataset is structured into three categories: user190

queries only, user queries with textual context, and191

user queries with multi-modal image-text context.192

In the user query only category, we assess the193

model’s ability to generate varied topics like cook-194

ing recipes and DIY instructions. This includes 50195

problems per topic, totaling 500 problems across196

10 topics, created via GPT-4 prompts. The second197

category, encompassing user queries with textual198

context, features 100 problems where users add199

reference texts, such as stories or brand introduc-200

tions, for integration into visual stories or webpage201

outputs. Lastly, the category involving user queries202

with multi-modal image-text context contains 60203

problems. These problems are designed to assess204

the model’s proficiency in following user-defined205

specifications, such as maintaining identity and206

visual style, aligning attributes with the input im-207

age, and generate interleaved content based on the208

input image. In sum, the OpenLEAF dataset of-209

fers a substantial set of 660 problems, providing210

a robust framework for evaluating performance in211

open-domain interleaved content generation.212

3.2 Evaluation Pipeline213

Our evaluation approach, utilizing GPT-4V (Ope-214

nAI, 2023c), imitates human judgment in analyzing215

interleaved content through a three-stage process:216

detection, summarization, and scoring. In the de-217

tection phase, GPT-4V examines the interleaved218

content to identify key elements relevant to our219

evaluation criteria. Next, in the summarization220

stage, it consolidates these findings into a clear221

summary, setting the stage for scoring. Finally,222

GPT-4V scores the content using a scale of 0, 5, 10,223

where 10 represents excellent performance, 0 in-224

dicates significant flaws, and 5 reflects satisfac-225

tory content with minor issues. This streamlined226

method ensures a concise yet comprehensive eval-227

uation. In our approach, as illustrated in Fig. 3, we228

assess the quality of interleaved content across 10229

distinct aspects. These aspects are grouped into230

four categories, each reflecting a different scope231

of evaluation. The overall evaluation score is the232

average of scores obtained in each of these aspects.233

Single Image. The evaluation of a single image234

encompasses both its fidelity and aesthetics. Fi-235

delity assessment involves GPT-4V’s analysis for236

artifacts such as blurriness or inconsistency, with237

scores given for visual fidelity. In aesthetics evalu-238

GPT-4V Prompt

User Query
In-context Examples
Control Sentences

Multimodal Context

Input Images
Attribute

Entity Name

GPT-4V

Text 1
prompt 1

Text 2
prompt 2

Text n
prompt n

…

Text 1
prompt* 1

Text 2
prompt* 2

Text n
prompt* n

…

Adding 
Global 

Context

Text 1
Image 1
Text 2

Image 2

Text n
Image n

…
T2IGPT

4V

Adding Global Context

Text 1/2 ... n

Initial Prompt: An image of the 
Great Wall under construction, 
with workers laboring and Qin Shi 
Huang overseeing the project.

Multimodal 
Context

Appearance of
Main Subjects/Objects

Image Style Description

Output Prompt*: With Warm 
color palette and realistic feel, 
create an image of the Great 
Wall (long, stone structure) 
under construction, with 
workers (men in traditional 
Chinese attire) laboring and Qin 
Shi Huang (emperor in royal 
robes) overseeing the project.

GPT-4V

Figure 4: A baseline interleaved generation method
based on prompting LMM and T2I models. We add
global context into T2I prompts to encourage the visual
consistency of images in the interleaved content.

ation, GPT-4V scores the image based on artistic 239

elements. These two aspects offering a rounded 240

appraisal of an image’s technical and artistic merit. 241

Image-Text Pair. To evaluate the coherence of 242

image-text pairs, we employ GPT-4V. Initially, both 243

the image and corresponding text are inputted into 244

the model. GPT-4V then detects any incongruities, 245

assigning scores reflecting the number and impor- 246

tance of these discrepancies. 247

Generated Interleaved Sequence. To evaluate 248

identity and style consistency, GPT-4V first extracts 249

key subjects/objects from text descriptions, sum- 250

marizes their appearance across images, and scores 251

their visual consistencies across images. For style, 252

it examines four dimensions: media type (realis- 253

tic, painting, cartoon), color palette (monochromic, 254

polychromic), tint (warm, cold), and saturation 255

(high, low), scoring each image’s adherence to 256

these style parameters. 257

Input-Output Sequence. we evaluate the coher- 258

ence of input-output multi-modal sequences on 259

text alignment, identity and style consistencies, at- 260

tribute consistency, and image following perfor- 261

mance. Text alignment is assessed by comparing 262

input and output texts through GPT-4V to ensure 263

they match user requests. Identity and style con- 264

sistencies are evaluated by comparing each input- 265

output image pair, similar to output-only sequences. 266

Attribute consistency is determined by extracting 267

target attributes from user inputs and evaluating 268

how well they’re reflected in each input-output pair. 269

Image following examines the content coherence 270

when the first output image is replaced with the 271

input image. These evaluations are conducted only 272

for sequences where specific attributes, identities, 273

styles, or starting images are provided by the user. 274
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Method
Single Image↑ Image-Text Pair↑ Output Interleaved↑ Input-Output Interleaved↑

Average↑
Fidelity Aesthetics Coherence

Identity
Consistency

Style
Consistency

Text
Alignment

Entity
Consistency

Style
Consistency

Attribute
Consistency

Image
Following

GPT-4V (SP) + SDXL 9.38 8.09 7.07 6.56 8.00 10.0 5.94 7.65 4.63 7.5 7.48
GPT-4V (SP) + DALL-E 3 9.13 8.80 8.07 7.02 8.85 10.0 7.68 8.44 4.75 7.94 8.07
GPT-4V (LP) + DALL-E 3 9.62 9.01 8.62 7.16 8.76 10.0 9.35 8.71 4.06 7.97 8.33

Table 3: The comparison of baseline results. SP denotes “Short Prompts”, where T2I prompts contains at most 77
tokens per the requirement of SDXL. LP denotes “Long Prompts”, where the word length of T2I prompt is roughly
capped by 150. The highest and the second highest figures are highlighted by green and orange backgrounds,
respectively. The full score is 10.

3.3 Interleaved Generation Baselines275

We introduce an agent system that combines GPT-276

4V (OpenAI, 2023c) with text-to-image (T2I) mod-277

els like DALL-E 3 or SDXL through textual278

prompts, setting a baseline for the open-domain279

interleaved generation task. As depicted in Fig. 4,280

the system initiates with a user query and a multi-281

modal input. A meticulously devised composition282

strategy crafts an input prompt detailing the desired283

content, format, contextual examples, and output284

constraints. These examples enable GPT-4V to285

grasp the expected content, fostering generation286

in the example’s format and facilitating the auto-287

matic result extraction. Following this, GPT-4V288

processes the prompt and context, generates text de-289

scriptions, determines image insertion points, and290

crafts T2I prompts for image creation.291

To ensure consistency in entity depiction and292

stylistic elements, we enrich the visual prompts293

with global entity and style contexts. The global294

entity context is a set of concise descriptions of295

each key subject’s appearance. For the global style296

context, GPT-4V crafts it by selecting a suitable297

visual style for the content, such as recommending298

a warm color palette and realistic depiction for the299

Great Wall, as shown in Fig. 4.300

4 Experiment301

In this section, we focus on introducing the imple-302

mentation details (Sec. 4.1), demonstrating com-303

parison results of baselines (Sec. 4.2) and validate304

the effectiveness of our proposed LMM-based eval-305

uation methods by qualitative, quantitative, and306

fidelity analyses (Sec. 4.3-4.5).307

4.1 Implementation Details308

We access GPT-4 and GPT-4V via the API. For309

T2I generation, we use SDXL v1.0 model 1 and310

the official DALL-E 3 (OpenAI, 2023d) API of311

1https://huggingface.co/stabilityai/
stable-diffusion-xl-base-1.0

November 2023. We keep all hyper-parameters of 312

the SDXL to their defaults. For DALL-E 3, we 313

use its “hd” mode and set the image resolution to 314

1024× 1024. For LMM-based evaluation pipeline, 315

we reset the system prompt of the GPT-4V to let 316

it play the role of the interleaved content evaluator 317

with a hint about subsequent jobs. 318

4.2 Baseline Results on OpenLEAF 319

Tab. 3 presents the evaluation results of the GPT- 320

4V-based agent system and its variants on the Open- 321

LEAF set. Per-aspect scores are the average over 322

all samples. The scores for the input-output inter- 323

leaved sequences are only evaluated on problems 324

with the corresponding image-text context. The 325

overall score, an average of all 10 aspect scores, 326

provides a comprehensive evaluation of the model’s 327

capability in the interleaved generation task. 328

In Tab. 3, we analyze three model variants that 329

extend T2I prompt lengths and replace SDXL with 330

DALL-E 3, aiming to examine how our evaluation 331

pipeline can reflect these changes. Our analysis 332

shows significant performance improvements of 333

the agent system across most of the evaluated met- 334

rics with DALL-E 3, resonating the intuition that a 335

better T2I model can lead to better interleaved re- 336

sults. Extending T2I prompts also improved scores 337

in most aspects. However, longer T2I prompts did 338

not enhance input-output attribute consistency. We 339

hypothesize that more complicated T2I prompts 340

might overload DALL-E 3’s capability to accu- 341

rately render attributes. These findings show that 342

better T2I models and extended prompts effectively 343

improve performance, validating the effectiveness 344

of the OpenLEAF dataset and evaluation pipeline. 345

4.3 Qualitative Analysis 346

We conduct a qualitative comparison of interleaved 347

content with high and low scores across each 348

evaluation aspect. This analysis aims to deter- 349

mine whether our LMM-based evaluation pipeline 350

effectively captures nuanced and comprehensive 351

5
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The texts on the calendar are blurry 
and hardly readable. The colors 
appear washed out and overly 
bright, reducing the image's clarity.

The image is clear, and there are no 
distortions or alterations.

Image Fidelity

The aesthetics are impacted by the 
generalized lack of detail. While the 
samurais are striking, the overall image is 
sort of flat and lackluster due to the faded 
colors and lack of depth。

Beautiful composition with contrasting 
colours, the subject is in focus and well 
detailed avoiding monotonous presentation. 
The background supplements the warrior's 
image adding visual appeal.

Image Aesthetics Image-Text Coherence

No mismatch.

The image does 
not show the 
photographer 
taking pictures or 
any interior shots 
of the castle where 
he would be 
observing 
apparitions.

Once upon a time, there was a 
brave and adventurous 
photographer who had a 
fascination for the supernatural 
and the unknown. He heard tales 
of an abandoned castle that was 
said to be haunted and decided 
to capture the supernatural 
events that occurred there.

As he entered the castle, he felt a 
chill run down his spine. He set 
up his camera and started 
clicking pictures. Suddenly, he 
noticed strange apparitions 
appearing in his photos that were 
not visible to the naked eye.

The image does 
not focus on 
gathering 
ingredients; 
instead, it 
presents a 
completed 
dish.

No mismatch. it 
follows the text 
accurately.

Gather your ingredients 
which include short-grain 
rice, olive oil, seafood (like 
shrimp and mussels), 
vegetables (like bell 
peppers and peas), saffron, 
and chicken stock.

In a large paella pan, 
heat the olive oil over 
medium heat. Add the 
seafood and cook until 
it's just done, then 
remove it from the pan 
and set it aside.

While the image is well-rendered and 
detailed, it lacks visual appeal in terms of 
color variation and composition.

Rich in detail and vibrantly colored, the 
image creates an aesthetic appeal with its 
composition, lighting, and the portrayal of 
Dr. Amelia amidst the discovered city.

The text is overlapped and blurry, 
making it unreadable, this could be 
considered a substantial artifact as it 
distorts the content's presentation.

No artifacts observed. The image's 
presentation and content semantics 
are clear and precise.

Identity Consistency

Once upon a time, in a 
small village, there lived a 
child who had the unique 
ability to speak to flowers. 
The child would spend 
hours in the garden, 
whispering to the flowers 
and listening to their soft 
replies.

One day, while the child 
was talking to a rose, it 
revealed a secret. The 
rose told the child about 
a hidden treasure buried 
deep within the village, 
a treasure that could 
bring prosperity to the 
entire village.

The child, guided by the 
flowers, managed to locate 
the treasure. It was a chest 
filled with gold coins and 
precious gems. The child 
brought the treasure to the 
village elders, who were 
amazed by the child's 
discovery.

The village prospered, and 
the child was hailed as a 
hero. The child continued 
to speak to the flowers, 
learning their secrets and 
using them to help the 
village. The child's unique 
ability was celebrated, and 
the villagers lived happily 
ever after.

The Child
There is a significant 
inconsistency in the visual 
representation of the child 
across the four images. 
Difference in hair color, 
hairstyle, type of clothing, and 
the art style makes it hard to 
perceive as the same entity 
continuing through the 
narrative.

The Flowers
Despite the variation in type and 
colour, the flowers consistently 
appear polychromatic, lush, and 
attractive, aligning with the 
narrative of the magical and 
beautiful entities the child 
communicates with. The 
consistency ensures that 
viewers/readers can easily 
relate the flowers to each step/
sentence in the interleaved 
content.

Style Consistency

Media Type: 
Cartoon (img 1), Cartoon (img 2), 
Realistic (img 3), Cartoon (img 4)
Color Palette: 
Polychromatic (img 1), Monochromatic 
(img 2), Polychromatic (img 3), 
Monochromatic (img 4)
Tint: 
Warm (img 1), Cold (img 2), Warm (img 3), 
Cold (img 4) 
Saturation: 
High (img 1), Low (img 2), High (img 3), 
Low (img 4) 

In the medieval 
times, a knight, after 
a victorious battle, 
sat down in his tent 
and penned a 
heartfelt letter to his 
beloved, expressing 
his longing to return 
home and his hopes 
for their future.

The letter, sealed 
with the knight's 
personal emblem, 
was handed over to 
a messenger who 
embarked on a long 
journey across 
treacherous terrains 
and stormy seas to 
deliver it to the 
knight's beloved.

However, the 
messenger never 
reached his 
destination. The 
letter was lost, 
buried under the 
sands of time, 
waiting to be 
discovered 
centuries later.

In the modern age, an 
archaeologist, while 
excavating a medieval 
battlefield, stumbled upon 
the letter. The words, 
though faded, still held the 
knight's emotions, providing 
a glimpse into the personal 
life of a medieval knight, 
bridging the gap between 
the past and the present.

In a quaint village 
silhouetted against 
the intricate dance 
of twilight shadows, 
a gardener planted 
seeds with hands, 
both rough and 
tender, shaped by 
years of nurturing 
life.

One moonlit night, 
amidst the symphony of 
rustling leaves, 
something miraculous 
occurred; the seeds 
blossomed into portals, 
delicately intricate yet 
exuding an indomitable 
essence.

The gardener, with wisps 
of gray hair reflecting the 
moon‘s gentle glow, 
bravely stepped through 
one, unveiling a realm 
where fantasies were not 
birthed, but lived, a 
universe painted with 
strokes of magic beyond 
human comprehension.

Eventually, each portal 
offered solace, 
adventures, and lessons; 
casting ripples of 
change, not just through 
the reminiscent echoes 
of the timeless village, 
but etching immortal 
imprints upon the soul of 
the humble gardener.

Content    |    Score & Rationale
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Score: 10

Score: 10

Score: 0

Score: 10

Score: 10

Score: 0

Score: 0
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Identity 1: The child
Identity 2: The Flowers

Score: 0

Score: 10

Content                                       |    Score & Rationale

Score: 0
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Score: 0

Score: 0

Score: 0Overall (averaged):

Media Type: 
Realistic(lines) (img 1), Realistic(lines) (img 
2), Realistic(lines) (img 3), Realistic(lines) 
(img 4)
Color Palette: 
Monochromatic (img 1), Monochromatic 
(img 2), Monochromatic (img 3), 
Monochromatic (img 4)
Tint: 
Cold (img 1), Cold (img 2), Cold (img 3), 
Cold (img 4) 
Saturation: 
High (img 1), High (img 2), High (img 3), 
High (img 4) 

Score: 10

Score: 10

Score: 10

Score: 10

Overall (averaged): Score: 10
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Figure 5: The qualitative comparisons between the interleaved contents that yield high and low evalua-
tion scores. Blue boxes highlight image regions that cause low scores on an evaluation aspect. Our detection-
summarization-scoring pipeline enables GPT-4V to understand both fine-grained and abstract image information,
and give scores with logical rationales. Please zoom in to enjoy fine details.

multi-modal information, thereby providing scores352

backed by clear and logical reasoning.353

Output Interleaved Sequence Evaluation. Fig. 5354

shows qualitative comparisons of output inter-355

leaved content across various dimensions. Our356

method effectively spots image artifacts, includ-357

ing blurring and text rendering flaws. In terms of358

aesthetics, it identifies issues like faded colors and359

lack of depth in image 3, alongside poor color vari-360

ation and composition in image 4. For image-text361

coherence, the approach excels in aligning objects362

and highlighting mismatches, such as the absent363

human figure in image 2 and the incorrect final364

dish in image 4. This precision extends to iden-365

tity consistency, where it reliably recognizes main366

characters and their inconsistencies. For style con-367

sistency, OpenLEAF discerns stylistic elements,368

correctly categorizing images based on predefined369

visual styles, showcasing its good capabilities.370

Input-Output Sequence Evaluation. Fig. 6 il-371

lustrates our method’s effectiveness in evaluating372

input-output alignments for multi-modal queries373

and generated sequences. In assessing style con-374

sistency, it identifies variations in media types and 375

notes the cold tint in image 4 of the top sequence. 376

For identity consistency, it precisely spots age dif- 377

ferences in the fisherman across input and output 378

images, highlighting its meticulous attention to de- 379

tail. Attribute consistency evaluation captures sub- 380

tle changes in the style of goggles. The evalua- 381

tion of image-following capability points out minor 382

atmospheric variances between input and output 383

images in the upper example. Additionally, the 384

assessment of input-output text alignment show- 385

cases the system’s reliability in generating accurate 386

ratings, confirming GPT-4V’s ability to produce 387

coherent texts that follow user directives. 388

Collectively, the qualitative analyses in Fig.5 and 389

Fig.6 demonstrate the OpenLEAF’s effectiveness 390

in identifying both specific and broad aspects of 391

multi-modal image-text content. OpenLEAF can 392

conduct comprehensive and adaptable evaluation 393

of interleaved content across different domains. 394
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Media Type: 
10/10/10/10
Color Palette: 
10/10/10/10
Tint: 
10/10/10/10
Saturation: 
10/10/10/10

Input-Output Style Consistency

In a world suffused with 
hues of amber and azure, 
there lived an architect 
whose vision extended 
beyond concrete 
structures. Surrounded 
by landscapes treated as 
beautiful puzzles, the 
architect was inspired to 
breathe vivid life into his 
designs. Every blueprint 
he crafted possessed a 
symmetry and balance 
echoing nature’s 
elegance.

One day, amidst the 
harmonic dance of 
shadow and light, a 
revelation sparkled 
in the architect's 
mind. A concept of 
buildings become 
photosynthesizing 
entities, drawing 
toxins from the air 
and injecting oxygen 
back into the cities, 
where geometric 
lines met fluid grace.

The architect had a gift 
for marrying straight 
angles with eloquent 
curves. His 
masterpiece: a structure 
where metal and glass 
spiraled upwards, 
mimicking the ascent of 
hot air balloons, 
breaking the monotony, 
and filling the skyline 
with colors reminiscent 
of a painting brushed by 
the fingers of twilight 
and dawn.

As the transient sunlight 
glistened off the stained-
glass extensions of the 
pinnacle, the architect's 
building stood as a 
testament to harmony. 
Between mankind and 
nature, it pulled the toxic 
whispers from the air and 
breathed out an aurora of 
healing echoes. A single 
edifice, yet it painted a 
future where architecture 
didn’t just coexist but 
flourished midst nature’s 
embrace.

Input-Output Identity Consistency

In a world suffused with 
hues of amber and 
azure, there lived an 
architect whose vision 
extended beyond 
concrete structures. 
Surrounded by 
landscapes treated as 
beautiful puzzles, the 
architect was inspired to 
breathe vivid life into his 
designs. Every blueprint 
he crafted possessed a 
symmetry and balance 
echoing nature’s 
elegance.

One day, amidst the 
harmonic dance of 
shadow and light, a 
revelation sparkled 
in the architect's 
mind. A concept of 
buildings become 
photosynthesizing 
entities, drawing 
toxins from the air 
and injecting oxygen 
back into the cities, 
where geometric 
lines met fluid grace.

The architect had a 
gift for marrying 
straight angles with 
eloquent curves. His 
masterpiece: a 
structure where metal 
and glass spiraled 
upwards, mimicking 
the ascent of hot air 
balloons, breaking the 
monotony, and filling 
the skyline with colors 
reminiscent of a 
painting brushed by 
the fingers of twilight 
and dawn.

As the transient sunlight 
glistened off the stained-
glass extensions of the 
pinnacle, the architect's 
building stood as a 
testament to harmony. 
Between mankind and 
nature, it pulled the toxic 
whispers from the air and 
breathed out an aurora of 
healing echoes. A single 
edifice, yet it painted a 
future where architecture 
didn’t just coexist but 
flourished midst nature’s 
embrace.

In a bustling city that 
teemed with greys and 
blacks, there existed a 
graffiti artist, renowned 
for his vibrant and 
colorful artwork, which 
contrasted strongly 
with the mundane 
urban jungle, that told 
tales of tomorrow, 
painting in hues 
reminiscent of the 
mesmerizing sunset of 
a far-off serene lake.

One evening as the 
artist sprayed lively, 
natural tones that 
clashed yet blended 
with the urban canvas 
around, stories 
instantly birthed from 
his mind and 
manifested on the walls 
- images predicting 
natural disasters, 
golden epochs, and 
clandestine truths 
unveiled.

The citizens were 
mesmerized by the 
tranquil yet vivid 
utilization of colors, 
drawing parallels to 
the serenity of a lake 
during sunset, but 
also puzzled as his 
artwork unfolded to 
reveal the hidden 
future, echoing the 
combination of 
cryptic shadows and 
illuminating 
revelations.

As swirling tones of dusky 
purples, calming blues, 
and fleeting pinks invoke a 
world where nature and 
the metropolis coalesce, 
the graffiti artist, now 
revered as a modern-day 
oracle, paints the bridge 
between the tangible 
today and the 
unfathomable tomorrow, 
waking the city dwellers to 
the spiritual connection 
entrapped within the 
concrete confines.

In the dimly lit 
dawn, a fisherman 
with sharp features 
and worn yet sturdy 
clothing was 
casting his net into 
the deep blue 
ocean to start his 
day’s work.

As he pulled the nets, the 
weight told him he had 
caught something 
massive. To his 
astonishment, entwined in 
the net was a mermaid 
with luminous green 
scales shimmering amidst 
the intricate mesh. Her 
long, pale hair flowed like 
a silken cascade, 
matching the grace of her 
delicate yet lively form.

The mermaid, not a 
creature of myth but a 
spectacular reality, 
shared stories of 
underwater realms, 
shrouded in mystery, 
transcending tales heard 
on the tattered shores. 
She sang of ancient 
shipwrecks, colossal sea 
creatures, and enigmatic 
aquatic civilizations 
adorned with jewels of 
unseen splendor.

The fisherman, utterly 
enchanted, released 
the mermaid. In 
gratitude, she 
bestowed upon him a 
gleaming pearl that 
held the vibrant 
essence of the deep 
ocean, forever 
changing his 
perception of the 
world beyond the 
swelling waves.

The major subjects are a fisherman and a 
mermaid. The fisherman is in a boat, and the 
mermaid is partially out of the water.

Input-Output Pair 1: The fisherman in the output 
image is older and has caught a fish instead of 
interacting with a mermaid. [Score: 0]

Input-Output Pair 2: The output image shows a 
mermaid tangled in a net, which is consistent 
with the idea of a fisherman catching a mermaid 
but missing the fisherman’s presence. [Score: 5] 

Input-Output Pair 3: A mermaid is present, 
resembling the entity consistency but without the 
fisherman. Due to no human-fisherman presence. 
[Score: 5]

Input-Output Pair 4: This output image focuses 
on the mermaid, fitting the entity of a mermaid 
but missing the representation of the fisherman. 
[Score: 5]

User Request: Can you describe a narrative involving a 
graffiti artist whose paintings predict future events?

Please follow the visual style of the image on the right.
Media Type: 
cartoon (input), painting (img 1), painting 
(img 2), painting (img 3), painting (img 4)
Color Palette: 
polychromatic (input), polychromatic (img 
1), polychromatic (img 2), polychromatic (img 
3), polychromatic (img 4)
Tint: 
warm (input), warm (img 1), warm (img 2), 
warm (img 3), cold (img 4) 
Saturation: 
high (input), high (img 1), high (img 2), high 
(img 3), high (img 4) 

Media Type: 
0/0/0/0
Color Palette: 
10/10/10/10
Tint: 
10/10/10/0
Saturation: 
10/10/10/10

Overall (averaged):

Score for every input-output pair 
(4 pairs):

Score: 6.875

Content                                                          |    Score & Rationale

User Request: Can you conceive a narrative about an 
architect who designs buildings that heal the environment?

Please follow the visual style of the image on the right. Media Type: 
painting (input), painting (img 1), painting 
(img 2), painting (img 3), painting (img 4)
Color Palette: 
polychromatic (input), polychromatic (img 
1), polychromatic (img 2), polychromatic (img 
3), polychromatic (img 4)
Tint: 
warm (input), warm (img 1), warm (img 2), 
warm (img 3), warm (img 4) 
Saturation: 
high (input), high (img 1), high (img 2), high 
(img 3), high (img 4) 

Overall (averaged):

Score for every input-output pair 
(4 pairs):

Score: 10

User Request: Can you recount a tale about a fisherman 
who catches a mermaid and learns the secrets of the deep 
ocean?
Please follow the main entities’ appearance of the 
image on the right.

Overall (averaged): Score: 3.75

User Request: Can you generate a narrative of a lost 
astronaut who befriends an alien creature on a desolate 
moon?
Please follow the main entities’ appearance of the 
image on the right.

From the input image, the two major subjects/
objects extracted are the astronaut and the 
alien creature.

Input-Output Pair 1: The astronaut in the output 
image retains its professional detail, armored in a 
space suit. The alien entity is absent in this 
image, so the consistency for the astronaut is 
perfect. [Score: 10]

Input-Output Pair 2: This image captures both 
entities excellently. The astronaut, still clad in the 
meticulous space suit, and the alien, represented 
with a slender form, large head, and big eyes, 
retaining the enigmatic, otherworldly aura. 
[Score: 10] 

Input-Output Pair 3: Both the astronaut and 
alien creature in the output image are consistent 
with their features from the input image. They 
maintain the clothing, physical features, and 
overall appearance just like in the input. [Score: 
10]

Input-Output Pair 4: There's a perfect recreation 
of the astronaut, maintaining the intricate detail of 
the space suit. The alien likewise captures the 
slender frame, large head, and eyes, preserving 
the ethereal quality. [Score: 10]

Overall (averaged): Score: 10

Content                                                          |    Score & Rationale

1 2 3 4

1 2 3 4 1 2 3 4

1 2 3 4

Input-Output Attribute Consistency

In a bustling city that 
teemed with greys and 
blacks, there existed a 
graffiti artist, renowned 
for his vibrant and 
colorful artwork, which 
contrasted strongly 
with the mundane 
urban jungle, that told 
tales of tomorrow, 
painting in hues 
reminiscent of the 
mesmerizing sunset of 
a far-off serene lake.

One evening as the 
artist sprayed lively, 
natural tones that 
clashed yet blended 
with the urban canvas 
around, stories 
instantly birthed from 
his mind and 
manifested on the 
walls - images 
predicting natural 
disasters, golden 
epochs, and 
clandestine truths 
unveiled.

The citizens were 
mesmerized by the 
tranquil yet vivid 
utilization of colors, 
drawing parallels to 
the serenity of a lake 
during sunset, but also 
puzzled as his artwork 
unfolded to reveal the 
hidden future, echoing 
the combination of 
cryptic shadows and 
illuminating 
revelations.

As swirling tones of dusky 
purples, calming blues, 
and fleeting pinks invoke a 
world where nature and 
the metropolis coalesce, 
the graffiti artist, now 
revered as a modern-day 
oracle, paints the bridge 
between the tangible today 
and the unfathomable 
tomorrow, waking the city 
dwellers to the spiritual 
connection entrapped 
within the concrete 
confines.

In a dimly lit laboratory, 
a scientist with piercing 
focus, adorned in his 
spotless white lab 
coat, scrupulously 
conducts experiments 
amidst the serene 
ambience broken only 
by the subtle rustling of 
the creeping green 
vines that infiltrate his 
workspace.

After years of 
unrelenting research, 
the scientist, hands 
steady in the 
immaculate sleeves 
of his lab coat, 
masterfully concocts 
a luminescent 
potion, the gleaming 
light casting an eerie 
glow, accentuating 
the stark whiteness 
of his attire.

The scientist, 
enveloped in the soft 
fabric of his trusty 
white coat, hesitantly 
administers the 
potion upon himself; 
a symphony of 
sensations consumes 
him, and enigmatic 
whispers of the forest 
and tides intertwining 
with his thoughts 
become audible.

As revelations from 
nature flood his 
enlightened mind, the 
white lab coat - once 
indicative of scientific 
sterility - now 
bespeaks a 
harmonious unity of 
science and nature, a 
bridge between 
calculated equations 
and the celestial dance 
of the natural world.

Input Image Following

In the dim light of his 
enchanting 
workshop, a skilled 
jeweler held in his 
hands an intricate 
amulet, his eyes 
reflecting the 
mystique and 
reverence he held 
for his creation, 
knowing well its 
power to make the 
bearer's hidden 
desires come true.

Every stroke of his 
chisel was imbued 
with ancient 
spells, and every 
gem he inlaid was 
chosen for its 
unique ability to 
channel the deep, 
unspoken 
yearnings of the 
soul to the 
surface.

Word of his mystical 
amulets spread 
across the realms; 
kings and paupers, 
warriors and 
scholars, all sought 
the jeweler’s touch, 
for owning an amulet 
meant a life without 
longing, a existence 
where every secret 
dream was fulfilled.

But the jeweler knew, 
with every creation sold 
and every desire met, a 
part of his own soul 
intertwined with the 
magic, forever binding his 
fate to the bearers of his 
amulets, and in this 
bittersweet symphony, he 
found his own elusive 
desire - immortality 
through the legacy of 
desires granted.

Swapping Input Image 1 with Output Image 1 
creates a mild disruption in the visual narrative 
since the images have contrasting atmospheres 
and levels of detail. However, the replaced 
image still features the jeweler with an amulet, 
making it contextually suitable.

Examining the coherence with Output Image 
2 and subsequent images, Input Image 1 
displays a simpler amulet which may not visually 
correlate with the detailed, magical atmosphere 
in Output Image 2 and others. However, the 
theme of the jeweler creating magical amulets is 
still retained.

Given these details, the new interleaved content 
may receive a score of 5. It has minor issues 
regarding visual consistency due to the 
atmospheric and detail contrast. Despite these 
issues, the core narrative of a jeweler crafting 
magical amulets that grant hidden desires 
remains understandable and coherent to a 
certain extent.

Amidst the serene 
beauty of the dawn, 
a gardener 
meticulously tended 
to a vibrant sea of 
flowers, unaware of 
the magical 
transformation about 
to unfold in the 
enchanting 
ambience of his 
blossoming garden.

One captivating 
evening, under the 
silvery gaze of the 
moon, the gardener 
heard soft, lyrical 
humming, filling the 
air with harmonious 
tunes from old 
legends, originating 
from his beloved 
plants.

Each plant hummed 
a distinct melody, 
transporting the 
gardener to ancient 
times where knights, 
wizards, and 
mythical creatures 
roamed the earth; 
unveiling a secret 
world where reality 
mingled with 
fantasy.

The harmonic hums 
forged an unbreakable 
bond between the 
gardener and his 
plants, making the 
garden a mystical 
haven where every 
sunrise ushered 
legendary stories to 
life, rendering it a 
living, humming 
testament to the 
magic infused within 
nature.

Input Image 1 doesn't conflict with Output 
Image 2 and subsequent images. It 
establishes a setting - a beautiful, mystical 
garden being tended to by a gardener. Output 
Image 2 introduces the magical element with 
plants humming the tunes in the evening. 
Though it’s an evening setting and the input 
image is a dawn setting, this isn't necessarily a 
problem as it can represent the progression of 
time and resonate with the element of change 
and discovery. Steps 3 and 4 (Output Image 3 
and 4, along with their descriptions) further 
expand and enrich this magical atmosphere, 
weaving it into a fantastical narrative. So, 
replacing Output Image 1 with Input Image 1 is 
unlikely to contradict or disrupt the flowing 
narrative. It can actually add aesthetic value and 
a continuity of the atmosphere, making the 
magical transformation (from a regular garden to 
a magical one) more impactful.

I would assign a score of 10 for this new 
interleaved content. 

Input-Output Text Alignment
 User Request: Can you generate a narrative of a lost astronaut who befriends an alien creature on a desolate moon?",

 Step 1: In the dark, silent recesses of space, an astronaut found himself stranded on a desolate moon, his spacecraft malfunctioning and communications severed. Alone, he 
wondered if he would ever see Earth again.
 Step 2: As he explored the cold and rocky terrain, shrouded in darkness and lit only by distant stars, he encountered an enigmatic being, an alien with sleek, silhouetted 
form, gleaming eyes, and skin that absorbed the starlight, radiating a soft eerie glow.
 Step 3: A connection, inexplicable yet profound, bridged between the two as they communicated through gestures under the silvery light of the distant galaxy. The alien, with 
its slender fingers, expressive eyes, and graceful movements, showed the lost astronaut the beauty to be found even in the desolate and lonely moon.
 Step 4: Observed by planets and stars, a bond formed, transcending the Void, where species, words, and worlds mattered not; united by the unspeakable language of 
compassion. A connection wrought amidst desolation illuminating that in the vastness of the cosmos, no soul was ever truly alone.

IThe output text aligns very well with the input request. The input requested a narrative of a lost astronaut befriending an alien creature on 
a desolate moon. The output text describes an astronaut who finds himself stranded on a forlorn moon, encounters an alien being, and a 
deep connection is established between them. Each step of the text adds to the narrative in line with the requested theme, enhancing the 
tale of companionship between species amidst the isolation and desolation of space.

User Request: Can you relay a narrative of a pilot who 
discovers a floating island in the sky?
Please follow the attribute [pilot’s goggles] of the image 
on the right.

User Request: Can you narrate a tale of a jeweler who 
creates amulets that grant the bearer's hidden desires?
Please take the image on the right as the first image 
and generate interleaved content by following the 
image.

Input-Output Pair 1: Output Image 1 shows a 
pilot with more traditional, retro-style goggles 
that are brown and bulky. They are adorned with 
straps and buttons, giving them a significantly 
different appearance from the sleek, modern 
goggles in the input image. [Score: 0]

Input-Output Pair 2: In Output Image 2, the 
pilot's goggles are modern and have a tinted, 
reflective quality similar to the input image, 
though they have a distinct style and aesthetic. 
While different, there is a level of consistency in 
the modern, sleek look. [Score: 5] 

Input-Output Pair 3: The goggles in Output 
Image 3 are bulky, with large, round lenses that 
emit a noticeable glow. These goggles notably 
contrast in style and aesthetic when compared 
with the sleek, modern design in the input image. 
[Score: 0]

Input-Output Pair 4: Output Image 4 portrays 
goggles that are detailed, and artistic, 
showcasing round lenses with a steam-punk 
aesthetic. The style contrast significantly with the 
modern, refined look of the goggles in the input 
image. [Score: 0]

Overall (averaged): Score: 1.25

User Request: Can you generate a narrative of a scientist 
who invents a potion that allows one to converse with 
nature?
Please follow the attribute [Scientist's lab coat] of the 
image on the right.

Input-Output Pair 1: The lab coat in output 
image 1 maintains the pristine and professional 
appearance observed in the input image. Both 
depict a spotless white coat reflecting precision 
and clinical cleanliness associated with 
scientists. It’s worn formally and adds significant 
character to the overall composition. [Score: 10] 
Input-Output Pair 2: The lab coat in this image 
is again displayed as immaculate white, 
manifesting the professional essence of a 
scientist. The presentation and aura of the coat 
are consistent with the input image, with focus 
on the sleeves highlighting meticulousness. 
[Score: 10] 
Input-Output Pair 3: This image artistically 
illustrates the transformation effect of the potion 
on the scientist. The lab coat retains its 
whiteness but appears more fluid, symbolizing 
the merging of science and nature. There’s a 
noticeable departure style-wise, but the essence 
of the coat as a scientific garment remains. 
[Score: 5] 
Input-Output Pair 4: The lab coat in this last 
image continues to embody the theme of unity 
between science and nature. Vines and natural 
elements are illustrated on the coat. While it 
highlights an evolved meaning, the consistency 
of the scientist’s attire is partially maintained, with 
some artistic liberty. [Score: 5] 

Overall (averaged): Score: 7.5

Score: 5

User Request: Can you describe a narrative involving a 
gardener whose plants hum tunes from old legends?
Please take the image on the right as the first image 
and generate interleaved content by following the 
image.

Score: 10

Score: 10

1 2 3 4

1 2 3 4
1 2 3 4

1 2 3 4

Figure 6: The qualitative comparisons between the interleaved contents that yield high and low evaluation
scores. Our evaluation pipeline is effective in capturing high-level input-output connections. Please zoom in to
enjoy fine details.

4.4 Quantitative Analysis395

We conduct two types of quantitative evaluation to396

show the effectiveness of our LMM-based evalua-397

tion approach and analyze its behavior in compari-398

son with humans. Our comparisons are based on 30399

randomly selected interleaved content generated by400

our prompting-based interleaved generation base-401

line, which covers pure user query, user query with402

textual context, and image-text-conditioned gen-403

eration scenarios. To collect human annotations,404

we conduct a user study and let human annotators405

give scores to each sequence for its image fidelity,406

image aesthetics, identity consistency, style con-407

sistency, and image-text alignment. We obtain 10408

user responses in total for each sample. Next, we 409

rank 30 samples on each aspect based on human 410

scores, compared existing metrics (if available), 411

and our evaluation scores. We report correlation 412

scores of Kendall’s τ and Spearman’s ρ between 413

the human rank and the rank by a compared evalu- 414

ation method, indicating the similarity between the 415

human annotation and the metric. 416

Tab. 4 compares our evaluation approach with 417

established VL-based metrics: CLIP, BLIP-ITM, 418

and BLIP-ITC on image-text alignment evaluation. 419

CLIP has the worst performance among all the 420

compared metrics. BLIP-ITM and BLIP-ITC have 421

higher correlation scores and lower p values, indi- 422
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Metrics Spearman’s ρ Kendall’s τ
Corr↑ p-value↓ Corr↑ p-value↓

CLIP (Radford et al., 2021) 0.2346 0.2206 0.1524 0.2576
BLIP-ITM (Li et al., 2022, 2023c) 0.3444 0.0673 0.2692 0.0455
BLIP-ITC (Li et al., 2022, 2023c) 0.3306 0.0799 0.2438 0.0701

Ours 0.5066 0.0043 0.3609 0.0047

Table 4: The rank correlation comparison on image-
text coherence between the established metrics and
our evaluation approach. The correlation scores are
obtained based on image ranks from the human annota-
tion and the compared metrics. The best and the second
best results are highlighted by green and orange back-
grounds, respectively.

Evaluation Aspect Spearman’s ρ Kendall’s τ
Corr↑ p-value↓ Corr↑ p-value↓

Image Fidelity -0.0055 0.9767 0.2610 1.0000
Image Aesthetics 0.2610 0.1637 0.1862 0.1547
Image-Text Coherence 0.5066 0.0043 0.3609 0.0047
Identity Consistency 0.3295 0.0754 0.2460 0.0581
Style Consistency 0.4670 0.0093 0.2782 0.0314

Table 5: The rank correlations between the human
annotation and our evaluation approach on various
aspects. The human annotation is obtained by a user
study consisting of 30 interleaved image-text samples.

cating their superiority over CLIP. Our evaluation423

approach achieves the highest correlation score and424

lowest p value, signifying its superior alignment425

with human evaluations in image-text alignment.426

For the remaining evaluation aspects, since no ex-427

isting metrics can be directly applied, we show428

the correlation analysis between our LMM-based429

evaluation with the human below.430

In Tab. 5, we utilize Kendall’s τ and Spearman’s431

ρ to show the rank correlation between our LMM-432

based evaluation and human annotations across five433

evaluation aspects. The table reveals a strong align-434

ment between our method and human judgment435

in assessing image-text coherence and style con-436

sistency, as evidenced by high correlation scores437

and low p values. However, there is a notable di-438

vergence in the evaluation of image fidelity, where439

the LMM-based approach shows lesser agreement440

with human annotations, leading us to conduct a441

more in-depth analysis of image fidelity.442

4.5 Fidelity Analysis443

In Fig. 7, we showcase two interleaved samples444

to illustrate differences in image fidelity evalua-445

tions between GPT-4V and human judges. The top446

sample is rated as the lowest in image fidelity by447

GPT-4V but considered intermediate by humans.448

Conversely, the bottom sample is deemed the worst449

by humans but one of the best by GPT-4V. This450

discrepancy arises from the differing criteria used451

Minor noise is visible in 
the dark areas, and there 
is slightly exaggerated 
luminance around the 
moon, which could be 
due to post-processing.

Limited artifacts detected, 
slight noise in the sky, 
and the silhouette of the 
ship is overly sharp, 
indicating potential over-
editing.

Considering the presence 
of noise in the waves 
and the cloud, as well as 
an unnatural glow 
around the moon.

The image has minor 
haloing around the 
lighthouse and a harsh 
transition from dark to 
light areas in the sea, 
indicating HDR or post-
processing artifacts.

Human: 8.0 (Rank 20/30) GPT-4V: 5 (Rank 1/30) Rank from worse to best

No noticeable artifacts 
present in the image. 
Every element from the 
baker, the glowing bread 
to the onlookers is clearly 
visible without any 
distortion.

The image appears 
artifact-free. The 
expressions of the 
townspeople and the 
glowing bread held by the 
baker are distinctly clear.

No observation of 
artifacts. The clarity in the 
depiction of the 
heightened status of the 
baker and the 
architectural detail is 
maintained.

No artifacts are present. 
The visual depiction of the 
baker revealing the secret, 
and the people 
surrounding him, is clear 
and unobstructed.

Human: 6.5 (Rank 1/30) GPT-4V: 10 (Rank 30/30) Rank from worst to best

Figure 7: The comparison between the contents fa-
vored by humans and GPT-4V on image fidelity. GPT-
4V pays more attention on pixel-space image noise,
blurry, editing errors, and distortions. Oppositely, hu-
mans focus more on semantic-level image artifacts.

by GPT-4V and humans. GPT-4V concentrates on 452

pixel-level details like noise, clarity, tone mapping 453

errors, and gamma distortions. In contrast, humans 454

focus more on semantic aspects of the images. For 455

instance, in the bottom sample, humans notice se- 456

mantic inconsistencies (e.g., an out-of-place face 457

in the 3rd image), which GPT-4V overlooks. This 458

divergence in focus and preference explains the 459

low correlation between human and GPT-4V evalu- 460

ations in terms of image fidelity. Recognizing that 461

both perspectives offer valuable insights into image 462

fidelity, we opt to retain the current fidelity evalu- 463

ation prompt in our system and leave the human- 464

aligned settings to be the future work. 465

5 Conclusion 466

In this paper, we focus on benchmarking the open- 467

domain interleaved image-text generation by in- 468

troducing an evaluation pipeline based on GPT- 469

4V, a benchmark dataset to compare different ap- 470

proaches, and several baseline interleaved genera- 471

tion methods based on prompting GPT-4V and T2I 472

models like DALL-E 3 and SDXL. Experimental 473

results on the constructed benchmark dataset and 474

a comprehensive analysis based on the user study 475

demonstrates that the evaluation method based on 476

GPT-4V can effectively evaluate the quality of an 477

interleaved content in various aspects, where the 478

evaluation pipeline, the benchmark dataset, and the 479

baseline approach jointly form a reliable tool for 480

benchmarking interleaved generative models. 481
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6 Limitations482

Unstable API Calls of GPT-4V. The presented483

baseline method involves utilizing the DALL-E 3484

API by OPENAI to transform Text-to-Image (T2I)485

prompts into images. An observation is that the486

DALL-E 3 API occasionally fails to generate im-487

ages for certain T2I prompts. This failure primarily488

comes from the API’s internal safety checks. Con-489

sequently, our baseline model may not be able to490

generate interleaved content for certain queries.491

Rating Variance. Another aspect worth dis-492

cussing is the inherent variability in rating inter-493

leaved contents, especially for subjective aspects494

such as image fidelity and aesthetics. We aim at495

prompting GPT-4V to best mimic human evalua-496

tion processes when assessing interleaved content.497

As a result, its ratings also inherit a degree of vari-498

ance akin to that of human evaluators. This vari-499

ability positions GPT-4V’s assessment more in line500

with subjective human judgment, rather than as a501

means of objective model-based evaluation.502

7 Broader Impacts and Ethical503

Considerations504

Broader Impacts. The introduction of Open-505

LEAF, a benchmark for the open-domain inter-506

leaved image-text generation task, represents a sig-507

nificant advancement in the field of multimodal508

content generation. By enabling the generation509

of content that seamlessly integrates both text and510

images, OpenLEAF paves the way for a myriad511

of novel applications. These include visual sto-512

rybooks that can enhance learning and entertain-513

ment experiences, and detailed how-to instruc-514

tions which could revolutionize education, tech-515

nical manuals, and DIY guides by making them516

more accessible and engaging.517

The ability to generate such integrated multi-518

modal content has the potential to significantly519

impact industries such as education, publishing,520

and online content creation. For example, educa-521

tional materials could be made more interactive522

and tailored to individual learning styles, poten-523

tially improving learning outcomes. In the realm524

of entertainment, personalized storybooks or inter-525

active guides could offer unique experiences that526

engage users in unprecedented ways.527

Ethical Considerations. While OpenLEAF fo-528

cuses on the benchmarking aspect rather than the529

generation process itself, it inevitably raises ethi-530

cal considerations related to the deployment and 531

development of AI technologies capable of inter- 532

leaved image-text generation, especially for the 533

proposed interleaved generation baselines. One 534

of the primary concerns revolves around the in- 535

tegrity and authenticity of content. As AI models 536

become more capable at creating realistic and co- 537

herent multimodal content, distinguishing between 538

AI-generated and genuine content becomes chal- 539

lenging, raising issues of misinformation and trust. 540

The concern about the integrity and authenticity 541

of AI-generated content is a common issue for all 542

generative models. 543

Moreover, the benchmarking process itself must 544

ensure fairness and avoid bias. The selection of 545

datasets for evaluation and the definition of scoring 546

criteria can inadvertently favor certain models or 547

approaches. We have tried our best to ensure that 548

OpenLEAF’s evaluation framework is designed to 549

be as inclusive and unbiased as possible. 550
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A OpenLEAF Baseline Details721

We present an agent system based on GPT-4V722

that can generate open-domain interleaved con-723

tent in varying formats. Fig. 8 shows the results724

of our proposed baseline method in generating725

how-to instructions (top-left), visual stories (top-726

right), and converting textual content into visual727

stories (bottom-left) and webpages (bottom-right)728

via HTML and CSS codes. In the remaining part of729

this section, we show more details of the proposed730

interleaved generation baseline method.731

The system achieves open-domain interleaved732

generation based on GPT-4V (OpenAI, 2023c) and733

T2I models like DALL-E 3 (OpenAI, 2023d) and734

SDXL (Podell et al., 2023). The top panel of735

Fig. 9 shows the generation pipeline of our method.736

Given an arbitrary user query, we initially follow737

a meticulously designed composition strategy to738

assemble an input prompt that indicates the con-739

tent, format, and constraints of the target output.740

We then feed the input prompt and the optional741

image-text context into GPT-4V, which generates742

the textual descriptions, determines the positions to743

insert images, and formulates the visual prompt for744

each image. Subsequently, we incorporate global745

entity and style contexts into the visual prompts746

to improve the entity and style consistencies of747

SDXL. Here, the entity context comprises the ap-748

pearance descriptions of common subjects, while749

the style context is a unique image style description750

shared across all visual prompts. Finally, T2I mod-751

els convert visual prompts into real images, thereby752

creating the interleaved content.753

Prompt Composition. The input prompts to GPT-754

4V consist of four parts. We first add a few in-755

context examples at the beginning. Each example756

shows the desired output corresponding to a spe-757

cific input query. The in-context examples enable758

GPT-4V to comprehend the expected content more759

effectively and encourage it to generate content760

in the format of the in-context examples, facilitat-761

ing easier automatic extraction of results. Subse-762

quently, we concatenate the generation instruction763

with the user input to form the prompt. In this764

case, the instruction tells GPT-4V the desired out-765

put type, while the user input specifies the detailed766

content. Finally, we append control sentences to767

specify the number of image placeholders, story768

sentences, instruction steps, and <div>s in HTML,769

etc.770

Text Generation. The first step of OpenLEAF771

baseline is to generate text. By feeding the as- 772

sembled prompt discussed in the previous part, we 773

enable GPT-4V to produce all text descriptions and 774

image placeholders, indicating the position of each 775

image. For example, as shown in the text gen- 776

eration panel of Fig. 9, when generating stories 777

and how-to instructions, GPT-4V is prompted to 778

generate story sentences and instructional steps, 779

respectively, where image tags <img{i}> is also 780

included in the generated text. Each image tag in- 781

dicates the position of the corresponding image, 782

forming an initial interleaved structure. When gen- 783

erating HTML code, the position of each image is 784

determined by the placement of the <img> environ- 785

ment, where the generated CSS code can further 786

tune the size, position, and alignment of each im- 787

age. Next, we prompt GPT-4V to generate visual 788

prompts from text descriptions. In this step, the 789

input prompt also follows the composition strategy 790

introduced earlier, incorporating all story sentences 791

or instructional steps into the user input part. This 792

approach allows GPT-4V to capture the context of 793

the whole story or how-to instructions when gener- 794

ating the visual prompt for each image. 795

Adding Global Context. To improve the entity 796

and style consistencies of images within the in- 797

terleaved content, we introduce global entity and 798

style context into the visual prompts before feed- 799

ing it into T2I models to generate images. For the 800

global entity context, we add a short appearance 801

description of each common subject to the visual 802

prompts, where GPT-4V is used to extract common 803

subjects from text content, generate appearance de- 804

scriptions, and rewrite visual prompts. To improve 805

the style consistency of images, we prompt GPT- 806

4V to determine a proper visual style to depict the 807

interleaved content, based on the generated text 808

descriptions. For example, GPT-4V indicates that 809

a vibrant color palette and comic book style are 810

best suited to illustrate superhero stories. Then, a 811

short image style description is added to the begin- 812

ning of each visual prompt to control the artistic 813

style of images generated by T2I models. Fig. 10 814

compares the images generated from T2I prompts 815

with and without using global context. The global 816

context encourages the generated images to have 817

better identity and style consistencies. The visual 818

prompts equipped with the global context are then 819

converted into images by T2I models, resulting in 820

the interleaved content. 821
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Step 1: Gather your
ingredients and tools:

ribeye steak, salt,
pepper, charcoal grill,

and tongs.

Step 2: Season the ribeye
steak with salt and pepper
on both sides and let it sit
at room temperature for

about 30 minutes.

Step 3: Preheat your charcoal
grill to high heat. Once the

grill is hot, place the steak on
the grill and sear each side for

about 2-3 minutes.

Step 4: After searing, move the steak to
a cooler part of the grill and continue to
cook for another 4-5 minutes on each

side for medium-rare, or until it reaches
your desired level of doneness.

Step 5: Remove the steak from the grill
and let it rest for about 10 minutes before
slicing and serving. This allows the juices

to redistribute throughout the steak,
making it more flavorful and juicy.

How to cook charcoal-grilled ribeye steak?

How-To Instruction Generation

Step 1...          Step 2...          Step 3...          Step 4...          Step 5...          

Can you write a story about the Batman?

Story Telling

1. In the heart of Gotham City, there
lived a mysterious figure known as
Batman, a vigilante who dedicated his
life to fighting crime and injustice.

2. One night,
Batman received
a distress signal
from the police
commissioner.
The Joker, his
arch-nemesis, had
escaped from
Arkham Asylum
and was causing
chaos in the city.

3. Batman, using his
advanced technology
and martial arts skills,
tracked down the
Joker to an abandoned
amusement park.
After a fierce battle,
Batman managed to
apprehend the Joker
and return him to
Arkham Asylum.

4. With the Joker back behind bars,
peace was restored in Gotham City.
Batman, the silent guardian of the city,
disappeared into the night, ready to
protect his city whenever it needed
him.

In the heart ... and injustice.          One night, ... in the city.          Batman, ... Arkham
Asylum.          With the ... needed him.

Please rewrite the following textual story into a visual-
textual interleaved story with illustration images:
Story: After flying a long distance, a thirsty crow was wandering the
forest in search of water. Finally, he saw a pot half-filled with water.
He tried to drink from it but his beak wasn\u2019t long enough to
reach the water inside. He then saw pebbles on the ground and one by
one, he put them in the pot until the water rose to the brim. The crow
then hastily drank from it and quenched his thirst.

Graphic Story Rewriting

1. A fatigued crow,
having journeyed
across
immeasurable
expanses, found
itself in a state of
dire thirst within
the heart of a lush,
unending forest.

2. After an
unyielding quest,
the crow's eyes
sparkled with a
glimmer of hope
as it discovered a
pot, partially
filled with the
life-giving liquid.

3. The crow endeavored to satiate its
thirst, but the water was tantalizingly
beyond the reach of its stubby beak.

4. Noticing
pebbles strewn
across the forest
floor, the crow
cleverly dropped
them into the pot,
one after another,
until the water
level ascended to
the brim.

5. With the
water now
accessible, the
crow hastily
gulped down the
refreshing
liquid, finally
satisfying its
relentless thirst.

A fatigued crow, ...unending forest.          After an ... liquid.          The crow ... beak.   
           Noticing ... the brim.          With the water ... thirst.

    <style>
        body {
            background-color: #f8f9fa;
            font-family: 'Courier New', Courier, monospace;
            color: #333;
            display: flex;
            flex-wrap: wrap;
            justify-content: space-around;
        }
        h1 {
            text-align: center;
            color: #6c757d;
            padding: 20px;
            width: 100%;
        }
        .content-div {
            margin: 20px;
            padding: 20px;
            border-radius: 10px;
            background-color: #e9ecef;
            flex: 1 1 45%;
            box-shadow: 0px 0px 15px rgba(0,0,0,0.1);
            transition: all 0.3s ease;
        }
        .content-div:hover {
            transform: scale(1.02);
        }
        h2 {
            color: #007bff;
            font-family: 'Georgia', serif;
        }
        p {
            color: #6c757d;
            font-size: 18px;
            line-height: 1.6;
        }
        img {
            width: 100%;
            height: auto;
            border-radius: 10px;
        }
    </style>

Please convert the
above textual content
into a visual-textual
interleaved content and
visualize the
interleaved content
with html code:
Title: Who is big agnes?
Content: At our core, we
want to inspire you to get
outside and find the same
appreciation for the
backcountry we have. We
are a small company with the
mountains just minutes from
our office. We test product in
these mountains to make
gear that you can trust when
you are out there. Our
passion is producing high
quality outdoor equipment in
a sustainable manner. We
outfit all people with the
gear needed to camp
comfortably, explore the
backcountry and have FUN!

Commercial Webpage & Poster Generation

<!DOCTYPE html>
<html>
<body>
    <h1>Who is Big Agnes?</h1>
    <div class="content-div">
        <h2>Our Mission</h2>
        <p>At our core, we want to inspire you to get outside and find the same
appreciation for the backcountry we have.</p>
        <img src="inspiration_image.jpg" alt="Inspiration for the Backcountry">
        <!-- Prompt: Illustrate the inspiration and appreciation for the backcountry
-->
    </div>
    <div class="content-div">
        <h2>Our Location</h2>
        <p>We are a small company with the mountains just minutes from our
office.</p>
        <img src="location_image.jpg" alt="Company Location near Mountains">
        <!-- Prompt: Illustrate a small company office located near mountains -->
    </div>
    <div class="content-div">
        <h2>Our Testing</h2>
        <p>We test product in these mountains to make gear that you can trust
when you are out there.</p>
        <img src="testing_image.jpg" alt="Product Testing in Mountains">
        <!-- Prompt: Illustrate product testing in the mountains -->
    </div>
    <div class="content-div">
        <h2>Our Passion</h2>
        <p>Our passion is producing high quality outdoor equipment in a
sustainable manner.</p>
        <img src="passion_image.jpg" alt="Passion for Sustainable Outdoor
Equipment">
        <!-- Prompt: Illustrate the passion for producing high quality, sustainable
outdoor equipment -->
    </div>
    <div class="content-div">
        <h2>Our Customers</h2>
        <p>We outfit all people with the gear needed to camp comfortably,
explore the backcountry and have FUN!</p>
        <img src="customers_image.jpg" alt="Happy Customers with Outdoor
Gear">
        <!-- Prompt: Illustrate happy customers equipped with gear for camping
and exploring the backcountry -->
    </div>
</body>
</html>

CSS

HTML

Figure 8: The open-domain interleaved content generation results by OpenLEAF baseline method. We show
results on producing visual how-to instructions (top-left), generating multi-modal stories (top-right), converting
textual stories to multi-modal stories (bottom-left), and generating webpages and posters via HTML and CSS codes
(bottom-right).

B Z-Score Analysis822

We conduct a Z-Score analysis to examine how823

closely the LMM-based evaluation mirrors human824

judgment and investigate GPT-4V’s rating tenden-825

cies compared to human evaluators. We treat user826

ratings for each question as samples from an un-827

known distribution, estimating its mean and stan-828

dard deviation (std) from these ratings. Then, we829

calculate the Z-Score for each GPT-4V evaluation830

and display these scores’ distributions for each831

evaluation aspect in Fig. 11. On every aspect,832

most Z-Score’s absolute values range within the833

[−std, std] , suggesting that LMM-based scores834

align with human annotation distributions. How-835

ever, we notice a slight positive bias in the Z-Score836

distributions for image fidelity, aesthetics, style837

consistency, and image-text alignment, indicating 838

GPT-4V tends to rate these aspects higher than 839

human evaluators. Conversely, the identity consis- 840

tency aspect exhibits a higher std but a mean close 841

to 0, suggesting that while GPT-4V’s ratings align 842

with human evaluations overall, there is greater 843

variability in its scores. 844

C User Study Interface 845

In Fig. 12 and 13, we show the interface for our 846

user study. We use the Google Forms to present 847

results to users and collect their responses. The first 848

page of the user study shows the guideline about 849

how to give scores for interleaved results on each 850

aspect. Then in other pages, users are given a set 851

of interleaved image-text results and we let users 852
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Prompt
Composition

Examples

Instruction

User Input

Controls

Example: 
Question: Can you write a story about a yellow dog?
Answer: 
Step 1: Once upon a time, there was a yellow dog, with ears that flopped and 
a tail that wagged... 
Step 2/3/4…

Generate step by step sentences for the following question:

#Step, #Image, #Word (Visual Prompt)

Can you write a story about Spiderman?

Text Generation

Story Sentences

Prompt 1: An image of Peter Parker in New York…
Prompt 2/3/4...

Adding Global Context

Subject/Object Description: 
Spiderman (masked, red and blue suit)…
Image Style Description: 
vibrant color palette and comic book style

Prompt 1: With a vibrant color palette and 
comic book style, create an image of Peter 
Parker (a young man with glasses and casual 
attire) in New York (a bustling city with 
skyscrapers), subtly hinting at his secret 
identity as Spiderman (masked, red and blue 
suit).
Prompt 2/3/4…

Generate a story about {} / Generate an HTML about {} / How to do {}

Sentence 1: Once upon a time, in the bustling city… <img1>
Sentence 2 <img2>/Sentence 3/Sentence 4 <img3>…

HowTo Instructions

Webpage HTML <html>
<h1> who is Tesla Inc.</h1>…

<style>
body {…

Step 1: Gather your ingredients…<img1>
Step 2 <img2>/Step 3 <img3>/Step 4 <img4>…

Visual Prompt

Based on text descriptions,
generate appearance descriptions of consistent subjects/objects.
generate proper visual style to depict the content.

Text 
Descriptions

Text 1/2/3/4

Image Generation

Visual 
Prompts

Prompt 1/2/3/4

Prompt 1 Prompt 2 Prompt 3 Prompt 4

Result Visualization

HowTo

Gather the 
necessary 
supplies: a ripe 
pineapple, a 
sharp knife, and 
a cutting board.

Step 1

Image 1 Step 1

Story

Image 1Sentence 1

Once upon a 
time, in a 
bustling city, 
there lived a 
white cat …

The white cat 
was known 
for its agility 
and 
intelligence…

Sentence 2 Image 2

HTML

Overall Pipeline

Prompt

Text 
Generation

GPT-4V
Prompt

Adding 
Global Context

T2I Models
DALL-E 3/SDXL

Text 1
Image 1
Text 2

Image 2
Text 3
Text 4

Image 3
…

Visual
Prompts

Free-formed 
Interleaved

Visual Prompts
(w/ Global Context)

Text Description Text 1
Prompt 1

Text 2
Prompt 2

Text 3
Text 4

Prompt 3
…

Image-Text
Context

Figure 9: Our interleaved generation framework. The top panel illustrates the overall framework while other
panels show details of each procedure.

to give score on each aspect based on the presented853

results.854

D OpenLEAF Dataset Examples855

The evaluation dataset of OpenLEAF contains 660856

generation problems, which are categorized into857

three types according to the input format: user858

query only, user query with textual context, and859

user query with image-text context. In the follow-860

ing, we show a few questions for each input format861

and topic. The full evaluation set will be released862

together with the baseline and evaluation codes.863

D.1 User Query Only864

In this part, we show example problems in Open-865

LEAF evaluation set that only contain user queries866

in the input.867

Cooking and Recipes (How-to) This group rep-868

resents a category with a high frequency of real-869

world queries, is versatile, and is relatable for many870

people.871

• How do you make a classic French 872

ratatouille? 873

• What are the steps to prepare and cook 874

a beef Wellington? 875

• How can you make vegan chocolate chip 876

cookies without eggs? 877

• What’s the process to ferment your 878

own sauerkraut at home? 879

• How do you prepare a traditional 880

Spanish paella with seafood? 881

Story Requests about Specific Characters 882

(Story) This group captures the essence of story- 883

telling with recognizable characters, allowing for 884

the evaluation of creativity and fidelity to known 885

character attributes. 886

• Can you narrate a story where Sherlock 887

Holmes solves a mystery in modern-day 888

New York? 889
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An image of a majestic moose with 
towering antlers standing in the 
heart of a dense forest.

A scene showing the strong moose 
protecting other forest animals 
from a lurking predator.

The moose leading a group of 
animals to safety near a river 
during a forest wildfire.

The forest animals celebrating the 
moose, hailing him as a hero after 
the wildfire.

A white cat with fur as soft as 
snow, sitting on a city rooftop, 
observing the bustling city below.

The white cat outsmarting a group 
of dogs in a city park, with amused 
humans watching.

The white cat using its agility to 
free a group of trapped kittens in a 
hidden alleyway.

The white cat being hailed as a 
hero by a crowd of city dwellers, 
with a newspaper headline 
announcing its heroic act.

With a warm color palette and 
painterly feel, create an illustration 
of a majestic moose (large, brown, 
with towering antlers) standing tall 
in the heart of a dense, green 
forest.

With a warm color palette and 
painterly feel, depict the strong 
moose (large, brown, with 
towering antlers) courageously 
protecting other small, varied-
colored forest animals from a 
lurking, dark-shadowed predator.

With a warm color palette and 
painterly feel, illustrate the moose 
(large, brown, with towering 
antlers) leading a group of varied-
colored animals to safety near a 
blue river during a bright, orange 
forest wildfire.

With a warm color palette and 
painterly feel, portray varied-
colored animals gathered around 
the moose (large, brown, with 
towering antlers), celebrating its 
bravery after the wildfire, with 
tales echoing through the green 
forest.

With Color Palette: Warm and cool 
tones. Feel: Digital, semi-realistic. 
A white cat with soft fur and sky-
blue eyes, sitting on a bustling city 
street.

With Color Palette: Warm and cool 
tones. Feel: Digital, semi-realistic. 
The agile white cat, with its snow-
like fur and blue eyes, leaping 
across city rooftops, observing the 
urban view.

With Color Palette: Warm and cool 
tones. Feel: Digital, semi-realistic. 
The white cat, with its soft fur and 
blue eyes, meowing loudly outside 
a fire station, alerting firefighters 
to danger.

With Color Palette: Warm and cool 
tones. Feel: Digital, semi-realistic. 
The white cat, with its soft fur and 
sky-blue eyes, being hailed as a 
hero by the city dwellers after a 
fire rescue.

User Query: Can you write a story about a white cat?

w/o 
Global 
Context

w/
Global 
Context

User Query: Can you write a story about a moose?

Figure 10: The comparison between images generated from T2I prompts with and without using global
context. Using global context significantly improves the identity and style consistencies of images in the interleaved
content.

Figure 11: The Z-Score analysis of OpenLEAF eval-
uation against human annotations. OpenLEAF eval-
uation scores mostly fit the 1-σ range of the human’s
score distribution.

• How about a tale where Cinderella890

decides to start her own shoe891

business?892

• What happens when Thor decides to take893

a break from being a god and lives as894

a common man on Earth?895

• Tell a story about Snow White becoming896

an advocate for environmental897

conservation.898

• How does James Bond handle an899

assignment when all his gadgets fail?900

Travel and Places (How-to) This group repre-901

sents a wide range of possible tasks, from planning902

trips to learning about world cultures, which is rel-903

evant to many users.904

• How do you plan a two-week road trip905

across the U.S. Route 66?906

• What are the top 5 recommended places907

to visit in Kyoto, Japan?908

• How to pack efficiently for a 909

month-long backpacking trip across 910

Europe? 911

• What are the must-see landmarks when 912

visiting Rome, Italy? 913

• How do you ensure safety while 914

traveling solo in South America? 915

Fitness and Well-being (How-to) With an in- 916

creasing focus on health and well-being globally, 917

this category helps evaluate responses that touch 918

upon both physical and mental well-being. 919

• How do you create a balanced weekly 920

workout routine for weight loss? 921

• What are the steps to mastering the 922

crow pose in yoga? 923

• How to develop a mindful meditation 924

practice for stress relief? 925

• What’s the best way to start a 926

ketogenic diet for beginners? 927

• How do you build endurance for running 928

a marathon? 929

Story Requests about General Subjects (Story) 930

This group offers a more generic and flexible story- 931

telling approach, allowing for the creation of new 932

and diverse stories based on common subjects. 933

• Can you tell a story about a 934

raindrop’s journey through the water 935

cycle? 936
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Figure 12: The evaluating guideline of the user study.

• Can you weave a tale about a tree that937

has witnessed centuries pass by?938

• What’s the story of a lonely939

lighthouse on a remote island?940

• Can you narrate a tale of a mysterious941

mirror that shows one’s true self?942

• How about a story where the wind is a943

mischievous character playing tricks944

on a town?945

Home Improvement and DIY (How-to) Given946

the prevalence of DIY and home improvement947

projects, this category tests practical advice and948

steps on common household projects.949

• How do you install a floating shelf 950

without visible brackets? 951

• What are the steps to refinish an old 952

wooden table? 953

• How can you soundproof a room 954

effectively for a home theater setup? 955

• What’s the process to properly lay 956

ceramic tiles in a bathroom? 957

• How do you create a vertical garden 958

wall in your balcony? 959

Arts and Crafts (How-to) Creative in nature, 960

this category evaluates the generation of artistic 961

and craft-related content. 962
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Figure 13: The visualization of result and the evaluation panel in the user study.

• How can you create a mosaic art piece963

using broken ceramics?964

• What are the steps to knit a cozy965

winter scarf for beginners?966

• How do you craft a homemade greeting967

card with 3D pop-up details?968

• What’s the process to sculpt a969

miniature clay figurine?970

• How can you make DIY jewelry using971

beads and wires?972

Myths, Legends, and Historical Tales (Story)973

This group focuses on retelling or crafting stories974

from the past, ensuring that the model’s output975

adheres to known historical or mythical details.976

• Can you recount the legend of King977

Arthur and the Knights of the Round978

Table?979

• What is the story behind the Trojan980

Horse in ancient Troy?981

• How did Icarus fly too close to the982

sun in Greek mythology?983

• Can you narrate the tale of Cleopatra984

and her influence over Rome?985

• What is the legend of the Lost City986

of Atlantis?987

Gardening and Plant Care (How-to) This cate- 988

gory can test for accuracy and depth of knowledge 989

on a topic that many people are passionate about. 990

• How can you grow tomatoes in a 991

container garden? 992

• What’s the process for propagating 993

succulents from leaves? 994

• How do you care for orchids to ensure 995

they bloom annually? 996

• What are the steps to prepare garden 997

beds for spring planting? 998

• How can you cultivate roses to produce 999

vibrant blossoms? 1000

Adventure and Exploration (Story) Pushing 1001

the boundaries of creativity, this category allows 1002

for the creation of new, exciting, and engaging 1003

stories centered around adventure themes. 1004

• Can you weave a tale about an explorer 1005

discovering a hidden city beneath the 1006

Sahara Desert? 1007

• What’s the story of a young woman 1008

navigating the treacherous waters of 1009

the Amazon River? 1010

• How did a group of adventurers uncover 1011

a secret entrance to Hollow Earth? 1012

• Can you narrate a tale of an astronaut 1013

stranded on an alien planet and their 1014

journey back home? 1015
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• What’s the chronicle of a mountaineer1016

attempting to scale an unclimbed peak1017

in the Himalayas?1018

D.2 User Query with Text Context1019

In this part, we show example problems in Open-1020

LEAF evaluation set that contain textual context in1021

the input.1022

Animal Stories1023

• In a verdant meadow, a rabbit often1024

boasted about how fast it could1025

run. Challenged by a tortoise,1026

the overconfident rabbit took a nap1027

midway through the race. The diligent1028

tortoise, never pausing, continued1029

its steady pace to cross the finish1030

line first, proving that persistence1031

often trumps speed.1032

• Perched high in a tree, a wise old1033

owl observed the other birds chatter1034

and squabble throughout the day. When1035

asked why he was so silent, the owl1036

replied, "The more I watch and listen,1037

the more I learn. Sometimes silence1038

teaches us more than noise."1039

• On the banks of a tranquil1040

pond, a proud swan, mesmerized1041

by its own reflection, dismissed1042

the drab-looking ducklings nearby.1043

However, as seasons changed, those1044

ducklings matured into magnificent1045

swans, illustrating that beauty often1046

lies hidden beneath the surface.1047

• Deep in the jungle, a peacock1048

displayed its vibrant feathers,1049

catching the envy of other animals.1050

Yet, when a heavy rainstorm hit, it1051

was the humble sparrow, with its1052

modest plumage, that found shelter1053

and stayed dry, highlighting that1054

outer beauty doesn’t always provide1055

inner strength.1056

• Near a bustling anthill, a1057

grasshopper spent its days singing1058

and dancing. While the ants toiled,1059

storing food for winter, the1060

grasshopper mocked their diligence.1061

Yet, when winter came, the ants were1062

well-prepared, and the grasshopper, 1063

regretting its laziness, went hungry. 1064

Brand Introductions 1065

• Title: Who is Nikon? Content: 1066

Nikon Corporation is a Japanese 1067

multinational corporation 1068

specializing in optics and imaging 1069

products. Founded in 1917, Nikon 1070

has established itself as a global 1071

leader in camera lenses, binoculars, 1072

and microscopes. Known for producing 1073

high-quality DSLRs, it has been a 1074

favorite among photographers for 1075

generations. 1076

• Title: Who is Oracle? Content: 1077

Oracle Corporation is an American 1078

multinational computer technology 1079

company. Since its inception 1080

in 1977 by Larry Ellison, Bob 1081

Miner, and Ed Oates, it’s provided 1082

software, cloud solutions, and 1083

hardware products, with its primary 1084

focus being databases. Oracle serves 1085

both the business and enterprise 1086

sectors with its vast range of 1087

services. 1088

• Title: Who is LEGO? Content: 1089

LEGO Group is a Danish toy 1090

production company known globally 1091

for its iconic interlocking plastic 1092

bricks. Established in 1932 by 1093

Ole Kirk Christiansen, LEGO has 1094

expanded its realm, creating movies, 1095

games, competitions, and six themed 1096

amusement parks. 1097

• Title: Who is Ubisoft? Content: 1098

Ubisoft Entertainment SA is a French 1099

video game company headquartered in 1100

Montreuil. Founded in 1986, it’s 1101

now one of the largest in the 1102

industry. Renowned for franchises 1103

like Assassin’s Creed, Far Cry, and 1104

Just Dance, Ubisoft continues to 1105

deliver immersive gaming experiences. 1106

• Title: Who is Panasonic? Content: 1107

Panasonic Corporation is a Japanese 1108

multinational electronics company 1109

founded by Kōnosuke Matsushita in 1110

18



1918. Initially a lightbulb socket1111

manufacturer, it has grown into one1112

of the largest Japanese electronics1113

producers, alongside Sony, Hitachi,1114

Toshiba, and Canon.1115

D.3 User Query with Image-Text Context1116

In this part, we show example problems in Open-1117

LEAF evaluation set that contain image-text con-1118

text in the input.1119

One Image Indicating the Identity This1120

group contains one image per question1121

that indicates the appearance of the main1122

identity of the target interleaved content.1123

1124

1125

1126

1127

1128

Dual Image Indicating the Identities This1129

group contains two images per question that1130

indicating the appearance of the two main1131

identities of the target interleaved content.1132

1133

1134

1135

1136

1137

One Image Showing the Image Style This 1138

group contains one image per question that indicat- 1139

ing the visual style of the target interleaved content. 1140

1141

1142

1143

1144
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1145

One Image Showing the Attribute This1146

group contains one image per question1147

that indicating the appearance of a specific1148

attribute of the target interleaved content.1149

1150

1151

1152

1153

1154

One Image Showing the First Image This1155

group contains one image per question that show-1156

ing the first image of the target interleaved content.1157

1158

1159

1160

1161

1162

1163

E Extra Interleaved Generation and 1164

Evaluation Results with the OpenLEAF 1165

Baseline 1166

In this section, we first show two generation 1167

(Fig. 14 and 17) and raw evaluation outputs 1168

(Fig. 15, 16, 18, and 19) of our OpenLEAF base- 1169

line and evaluation approach, respectively. Taking 1170

Fig. 14 as an example, from the top to bottom, we 1171

show the user query at the top of the figure. Under- 1172

neath it, we present the input images, if available, 1173

and state how the generated interleaved content 1174

should correlate with the input images. Next, we 1175

show all images and textual sentences from the 1176

generated interleaved content. For the raw eval- 1177

uation outputs as shown in Fig. 15 and 16, we 1178

demonstrate the evaluation results including the 1179

score and the justification in each evaluation as- 1180

pect, where the image quality includes the image 1181

fidelity and aesthetics. In each aspect, we follow 1182

the detection-summarization-scoring pipeline and 1183

show the evaluation output of each round one-by- 1184

one. We then show more interleaved generation 1185

results by the OpenLEAF baseline model in Fig. 20 1186

to 29. We use DALL-E 3 for T2I generation in the 1187

interleaved content creation. The above figures 1188

demonstrate that OpenLEAF can produce high- 1189

quality interleaved content with coherent image- 1190

text sequence following the multi-modal context 1191

provided by users. The OpenLEAF evaluation out- 1192

puts can capture fine-grained and abstract image 1193

details and give reasonable scores and clear justifi- 1194

cations. 1195
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Figure 14: The generated interleaved content by the OpenLEAF baseline method.
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inout_text_quality
I would give it a score of 10. The text aligns well with the input request. Each step in the text provides a detailed progression of the architect conceptualizing, 
designing, and realizing buildings that contribute positively to the environment. The narrative flows coherently and is pertinent to the initial request about an architect 
who designs environmentally healing buildings.
------------------------------------------------------------
inout_style_consistency
Round 1:

| Aspect             | Input Image 1 (painting, colorful) | Output Image 1 (painting, colorful) | Output Image 2 (painting, colorful) | Output Image 3 (painting, colorful) | 
Output Image 4 (painting, colorful) |
|------------------- 
|------------------------------------|-------------------------------------|-------------------------------------|-------------------------------------|---------------------
----------------|
| Media Type (realistic, painting, cartoon) | painting                            | painting                             | painting                             | painting                             
| painting                             |
| Color Palette (monochromatic, polychromatic) | polychromatic                       | polychromatic                        | polychromatic                        | 
polychromatic                        | polychromatic                        |
| Tint (warm, cold)   | warm                                | warm                                 | warm                                 | warm                                 
| warm                                 |
| Saturation (high, low) | high                             | high                                 | high                                 | high                                 
| high                                 |

Round 2:

| Aspect             | Input - Output Image 1 | Input - Output Image 2 | Input - Output Image 3 | Input - Output Image 4 |
|--------------------|-----------------------|-----------------------|-----------------------|-----------------------|
| Media Type         | 10                    | 10                    | 10                    | 10                    |
| Color Palette      | 10                    | 10                    | 10                    | 10                    |
| Tint               | 10                    | 10                    | 10                    | 10                    |
| Saturation         | 10                    | 10                    | 10                    | 10                    |

Round 3:

Calculating the average of each aspect:
1. Media Type: (10+10+10+10)/4 = 10
2. Color Palette: (10+10+10+10)/4 = 10
3. Tint: (10+10+10+10)/4 = 10
4. Saturation: (10+10+10+10)/4 = 10

Final score:
(10+10+10+10)/4 = 10

In conclusion, the style consistency score between the input image and each of the output images is a perfect 10. This indicates that there is excellent consistency in terms 
of media type, color palette, tint, and saturation across all the images presented. All images exhibit a painting style with high saturation, warm tint, and polychromatic 
color palettes, aligning perfectly with the style of the input image.
------------------------------------------------------------
style_consistency
Round 1:

| Aspect         | Image 1                                     | Image 2                                     | Image 3                                     | Image 4                                     
|
|----------------|--------------------------------------------|--------------------------------------------|--------------------------------------------|--------------------
------------------------|
| Media Type     | Painting                                    | Painting                                    | Realistic                                   | Painting                                    
|
| Color Palette  | Polychromatic                               | Polychromatic                               | Polychromatic                               | Polychromatic                               
|
| Tint           | Warm                                        | Warm                                       | Warm                                        | Warm                                       
|
| Saturation     | High                                        | High                                       | High                                        | High                                       
|

Round 2:

- Media Type Consistency: 5
- Color Palette Consistency: 10
- Tint Consistency: 10
- Saturation Consistency: 10

Explanation:

- For media type, there is a minor inconsistency: three images are paintings and one is more realistic.
- The color palette consistency is good across all images, they all are polychromatic.
- All images have a warm tint which is consistent throughout the interleaved content. 
- Saturation is also consistent, with high saturation evident in all images.

Round 3:

Final Score = (5+10+10+10)/4 = 8.75

The style consistency score for the images in the interleaved content is 8.75. Despite minor inconsistencies in media type, the images maintain consistency in color palette, 
tint, and saturation, contributing to coherent visual aesthetics.
------------------------------------------------------------
------------------------------------------------------------
image_text_coherency
1. **Step 1 and Image 1:** The image fits the description perfectly. It portrays an architect surrounded by vivid, lively, abstract nature-inspired depictions. There are 
elements echoing the ambiance of a world "suffused with hues of amber and azure", and the architect appears to be inspired and in awe. 
   - Mis-matched Content: None
   - Coherency Score: 10

2. **Step 2 and Image 2:** The text describes a revelation where buildings become entities drawing toxins and injecting oxygen back into the cities. The image captures a man 
who is presumably the architect, staring at a futuristic, vibrant cityscape that reflects the harmony of fluid grace and geometric lines. It visualizes the concept of 
nature-infused architecture but doesn't directly imply the buildings' photosynthesizing ability.
   - Mis-matched Content: The photosynthesizing effect of the buildings is not visually evident.
   - Coherency Score: 5 (The idea of nature-infused architecture is evident, though the specific element of photosynthesis isn't visually depicted.)

3. **Step 3 and Image 3:** In this pair, the text and image are in harmony with each other. The text speaks about a structure where metal and glass spiral upwards, with a 
color palette reminiscent of twilight and dawn. This imagery is explicitly and beautifully captured in the third image.
   - Mis-matched Content: None
   - Coherency Score: 10

4. **Step 4 and Image 4:** The text paints a picture of a building that stands as a testament to harmony, pulling toxic whispers from the air and breathing out healing, 
which is not visually evident. However, the image does illuminate the statement about the transient sunlight glistening off the glass, showing a building intricately, and 
beautifully integrated with nature.
   - Mis-matched Content: The building's ability to pull toxins and breathe out healing echoes is not depicted.
   - Coherency Score: 5 (The primary concept of harmony between the building and nature is evident, but specific details about its environmental healing properties are 
lacking visually.)

The overall content reflects minor mis-matches where conceptual descriptions in the text are not directly visually represented in the interleaved images, but the core 
essence of each step is largely captured, ensuring the expression remains coherent. 

Figure 15: The raw evaluation output for the generated interleaved content (Fig. 14) by the OpenLEAF
baseline method.
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entity_consistency
Round 1:

The major subjects that are recognizable in the given interleaved content through the steps/sentences and images are the "architect" and the "architect’s buildings with 
nature-inspired designs."

Round 2:

1. **Architect:**
- **Image 1:** The architect is presented with a clear, detailed, and distinct appearance. He is shown holding blueprints, embodying the essence of his profession.
- **Image 2:** The entity consistency is moderately held, though the architect’s features are not as distinct. The focus shifts towards the buildings and the fusion of 
nature and architecture.
- **Image 3:** The architect is not visible. The focus is on the building manifesting as a result of the architect’s innovative design vision.
- **Image 4:** Like Image 3, the architect is not seen. Concentration is on the portrayal of the building.

2. **Architect’s Buildings with Nature-Inspired Designs:**
- **Image 1:** Nature’s elegance is expressed using vivid, abstract art but no buildings are depicted.
- **Image 2:** The buildings become pronounced with nature-inspired designs, leading to a clear entity consistency with the textual content.
- **Image 3:** The building’s design, inspired by nature, is prominent and aligns with the narrative.
- **Image 4:** The completion of the architect’s vision is captured well, showing a building in harmony with nature.

Round 3:

1. **Architect:** 
- Entity Consistency Score: 5 
  - Explanation: There is a shift from a clear presentation of the architect to a more conceptual visualization, and in Images 3 and 4, the architect is not visible.

2. **Architect’s Buildings with Nature-Inspired Designs:** 
- Entity Consistency Score: 10 
  - Explanation: Despite the gradual evolution from the conceptual introduction of nature-inspired designs to clear visual presentations in latter images, the theme remains 
consistent.

Note: The scores are allocated considering the variations and consistencies in depicting these two primary entities. While the architect’s physical presence diminishes, the 
continuation of his vision through nature-inspired architectural designs is evident and consistent throughout the images.
------------------------------------------------------------
image_quality
### Task 1: Image Fidelity Evaluation

#### Image 1
- **Artifacts:** None noticeable 
- **Score:** 10 
- **Explanation:** The image appears clear without any noticeable artifacts or distortion, maintaining a high fidelity visual presentation.

#### Image 2
- **Artifacts:** None noticeable 
- **Score:** 10 
- **Explanation:** There is no visible alteration or distortion that negatively impacts the semantics of the image or its quality. The image expresses the content clearly.

#### Image 3
- **Artifacts:** None noticeable 
- **Score:** 10 
- **Explanation:** Image 3 is artifact-free, with seamless blendings of different elements, resulting in a high-quality depiction.

#### Image 4
- **Artifacts:** None noticeable 
- **Score:** 10 
- **Explanation:** Like the others, Image 4 also has a visual presentation. No significant artifacts can be identified and it aligns well with a high fidelity.

### Task 2: Image Aesthetics Evaluation

#### Image 1
- **Score:** 10 
- **Explanation:** A visually captivating composition, characterized by exquisite detail, vibrant colors, and abstract nature-inspired elements which add a strong aesthetic 
appeal.

#### Image 2
- **Score:** 10 
- **Explanation:** This image offers a striking aesthetic appeal, showcasing a harmoniously intricate design, dazzling colors, and a beautifully illuminated cityscape.

#### Image 3
- **Score:** 10 
- **Explanation:** With a breathtaking contrast of warm and dynamic colors amidst the serenity of the sky, and the innovative design of the building, this image possesses 
exceptional aesthetic value.

#### Image 4
- **Score:** 10 
- **Explanation:** The spectacular blend of colors reflecting off the building, coupled with the finely detailed architecture and radiant lighting, encapsulates a scene of 
magnificent aesthetic beauty.

### Summary
The images are all artifact-free, offering clear, high-quality visual content. They hold significant aesthetic value characterized by vibrant colors, intricate designs, and 
creative compositions that are both visually pleasing and emotionally evoking. The artistic and aesthetic synergy in the images exemplarily complements the textual context, 
reinforcing the narrative flow and thematic coherence within the interleaved content.
------------------------------------------------------------

Figure 16: The raw evaluation output for the generated interleaved content (Fig. 14) by the OpenLEAF
baseline method.
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Figure 17: The generated interleaved content by the OpenLEAF baseline method.
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inout_text_quality
I would give a score of 10, as the text in the output content aligns well with the input request. The output content adheres to the prompt by depicting a story about a chef 
who can taste people's emotions through the ingredients they touch. Each step of the output content expands the narrative effectively, making it cohesive and directly 
related to the request.
------------------------------------------------------------
inout_following
To evaluate the potential replacement of Output Image 1 with Input Image 1, let’s examine the coherence and quality of this new interleaved content.

Input Image 1 depicts a chef who appears to be in a state of surprise or curiosity as he tastes something, with a busy kitchen scene as the backdrop. The potential 
incompatibility or coherence issues would arise depending on how well this image aligns with the accompanying text and subsequent images.

- Does the Input Image 1 coherent with Output Image 2 and its subsequent images?

In terms of the visuals, Input Image 1 aligns fairly well with Output Image 2, where the chef is depicted in a moment of realization about his unique ability to taste 
emotions. The surprise and curiosity expressed in Input Image 1 could complement the dramatic explosion of flavors and emotions depicted in Output Image 2; the sequence of 
emotions from curiosity to realization is visually logical.

On the continuity with subsequent images, Input Image 1 may slightly deviate. It effectively communicates the chef's astonishment or curiosity but might not carry the 
otherworldly or transcendental quality that seems inherent in later images, especially Output Image 4. In this context, the original Output Image 1 does a better job of 
introducing that mystical experience.

- Does the new interleaved content have good image-text coherency?

Considering the text, the replacement of Output Image 1 with Input Image 1 might not align perfectly with Step 1’s description of the chef experiencing a wave of emotions. 
Input Image 1’s surprise expression doesn’t necessarily communicate a profound emotional revelation the same way Output Image 1 does. 

But, it could still work decently, as only a part of the emotional wave of experience would seemingly be missed. The bustling kitchen background in Input Image 1 certainly 
complements the textual description of the kitchen scene.

Given these considerations:

- Input Image 1 can somewhat fit into the space of Output Image 1 in visual and emotional progression.
- The kitchen backdrop in Input Image 1 aligns well with the text.
- The emotional and mystical quality is slightly compromised.

I would assign a score of 5. The new interleaved content has minor issues, but it still maintains a good level of coherence for most audiences. The image can depict the 
onset of the chef’s realization of his gifts but may not convey the profound depth of emotions as effectively as the original Output Image 1.
------------------------------------------------------------
style_consistency
### Round 1: Summarize the visual style of each image

Aspects |  Image 1 | Image 2 | Image 3 | Image 4
--- | --- | --- | --- | ---
**Media type (realistic, painting, cartoon)** | painting | painting | painting | painting
**Color Palette (monochromatic, polychromatic)** | polychromatic | polychromatic | polychromatic | polychromatic
**Tint (warm, cold)** | warm | warm | warm | warm
**Saturation (high, low)** | high | high | high | high 

### Round 2: Score on the style consistencies of each aspect

Aspects | Score (0,5,10)
--- | --- 
**Media type** | 10 
**Color Palette** | 10 
**Tint** | 10 
**Saturation** | 10 

Every image has been illustrated with a painting media-type, has a polychromatic color palette, holds a warm tint, and shares a high level of saturation.

### Round 3: Final Score of the Style Consistency

(10+10+10+10)/4 = **10**

### Explanation:

The interleaved content achieves a perfect score of 10 for style consistency. Each of the aspects, namely media type, color palette, tint, and saturation, are consistent 
throughout the four images showcased in the content. Every illustration is a painting featuring a polychromatic color palette, warm tints, and high saturation. This 
consistency in style allows for a cohesive and visually harmonious reader experience, enhancing the impact of the interleaved content.
------------------------------------------------------------
image_text_coherency
### Image 1
#### Preceding Text/Sentence:
In the bustling kitchen of a renowned restaurant, a talented chef with a meticulously groomed beard was known for creating unimaginable flavors. He discovered his 
extraordinary gift when he tasted a pinch of the sauce he was preparing and immediately experienced a wave of emotions.

#### Discovered Mis-matches:
No mis-matched elements found.

#### Score on Image-Text Coherency: 
10

#### Explanation:
The image accurately reflects the chef in his busy kitchen tasting a pinch of the sauce and experiencing a wave of emotions. His astonishment matches the text description.

### Image 2
#### Preceding Text/Sentence:
The chef realized that his unique ability allowed him to taste the emotions of the people who touched the ingredients. Each dish unveiled a story, a clandestine chapter of 
the lives intertwined with every flavor and aroma.

#### Discovered Mis-matches:
No mis-matched elements found.

#### Score on Image-Text Coherency:
10

#### Explanation:
The image represents the chef's realization of his unique ability vividly. The burst of colors and dynamic elements effectively portray the mix of emotions and stories 
unveiled through every flavor and aroma.

### Image 3
#### Preceding Text/Sentence:
Word spread about the empathetic chef, and people from far and wide visited his restaurant. They were curious and eager to taste dishes that mirrored their innermost 
emotions, eliciting tears of joy, laughter, and sometimes, silent reflections.

#### Discovered Mis-matches:
The image does not depict the visitors' reactions in terms of tears of joy, laughter, or silent reflections as expressed in the text.

#### Score on Image-Text Coherency:
5

#### Explanation:
The image depicts people gathering around the chef due to his reputation, in alignment with the text. However, it does not illustrate the various emotional reactions 
elicited by the tasting of the dishes, as described in the text.

### Image 4
#### Preceding Text/Sentence:
The chef’s extraordinary talent turned the restaurant into a sanctuary, where guests embarked on journeys of self-discovery through every bite. Food was no longer just a 
meal, but a profound experience of emotional revelation and unison of souls.

#### Discovered Mis-matches:
No mis-matched elements found.

#### Score on Image-Text Coherency:
10

#### Explanation:
The image effectively captures the guests experiencing emotional revelations and unity through their meal, epitomizing the sanctuary-like ambiance of the restaurant due to 
the chef’s talent.

### Overall Assessment:
The coherency between the images and their preceding text is significantly strong. Three out of four images perfectly match the adjacent text, demonstrating an evident 
correlation. One image has minor inconsistencies as it doesn’t capture the range of emotional reactions described in the text but still aligns with the overall sentiment and 
narrative. The seamless connection between the image and text iterations amplifies the potency and evocativeness of the interleaved content.
------------------------------------------------------------

Figure 18: The raw evaluation output for the generated interleaved content (Fig. 17) by the OpenLEAF
baseline method.
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image_quality
### Task 1: Evaluate Image Fidelity

### Image 1:
#### Discovered Artifacts:
- No artifacts discovered.

#### Image Fidelity Score:
**10**

### Explanation:
The image is artifact-free. All elements in the scene are clear, distinct, and exhibit quality detailing, contributing to high-fidelity visual content.

### Image 2:
#### Discovered Artifacts:
- No artifacts discovered.

#### Image Fidelity Score:
**10** 

### Explanation:
The visual content in Image 2 is also artifact-free, with clarity and precision in detail. The dynamic nature of the experience being portrayed is cleanly rendered.

### Image 3:
#### Discovered Artifacts:
- No artifacts discovered.

#### Image Fidelity Score:
**10**

### Explanation:
The quality is maintained in Image 3; character details, lighting, and surrounding elements are artifact-free, offering a clear and engaging visual presentation.

### Image 4:
#### Discovered Artifacts:
- No artifacts discovered.

#### Image Fidelity Score:
**10**

### Explanation:
Image 4 exhibits meticulous detailing of every character and object in the scene. The fluid aesthetic connect between various elements ensures that there are no unwanted 
visual glitches or anomalies.

---

### Task 2: Evaluate Image Aesthetics

### Image 1:
#### Aesthetic Score:
**10**

### Explanation:
Image 1 offers a wonderful balance of colors, lighting, and emotions capturing the moment of astonishment of a chef with depth and expressiveness; it achieves high 
aesthetic appeal.

### Image 2:
#### Aesthetic Score:
**10**

### Explanation:
This image stands out for its use of a vibrant mix of colors and dynamic illustrative patterns to paint a spectacle of abstract thematic revelation around the chef – it is 
not just an image but an experience.

### Image 3:
#### Aesthetic Score:
**5**

### Explanation:
While there is clarity and detailing in Image 3, the aesthetic charm slightly pales in comparison to the previous images. The image feels like a passing sentiment with no 
distinct aesthetic elements that arrest the viewer’s eyes.

### Image 4:
#### Aesthetic Score:
**10**

### Explanation:
The final image rekindles the aesthetic journey with a blend of strategic lighting, color harmony, and intricate, detailed illustrations, creating a sensorially engaging 
visual that elevates the diner’s experience to a transcendental level.

---

------------------------------------------------------------
entity_consistency
### Round 1: Recognize Major Subjects/Objects
#### Major Subjects/Objects:
1. **The Chef:** The chef with a meticulously groomed beard is a central character in all the steps and should feature consistently across all images.
2. **The Emotions/Flavors:** While not a physical entity, the emotions and flavors brought about by the chef's cooking are another constant aspect depicted in the steps.

### Round 2: Summarize Key Features and Appearances
#### Major Subject/Object 1 - The Chef:
- **Image 1**: The chef has a long, groomed beard, and is wearing a chef’s hat and uniform. He looks astonished.
- **Image 2**: The chef is still in his uniform and hat, with the same physical features including the beard.
- **Image 3**: The beard and attire remain consistent; the chef is presented in a posture of silent reflection or observation.
- **Image 4**: Physical features like the beard are still consistent with the previous images.

#### Major Subject/Object 2 - The Emotions/Flavors:
- **Image 1**: Emotions are captured through the chef’s facial expression – a mix of surprise and exhilaration.
- **Image 2**: A burst of colors and dynamic elements depict an array of emotions and flavors exploding around the chef.
- **Image 3**: The focus shifts to the reactions of the people; however, their fixated gazes indicate strong emotions evoked by the chef's work.
- **Image 4**: The aura of the image portrays highly intense emotions; the guests' faces exhibit deep immersion and reflection.

### Round 3: Score on the Entity Consistencies
#### Major Subject/Object 1 - The Chef:
* **Score: 10**
* **Explanation:** The image of the chef is consistent across all steps. He is always depicted with similar physical features, particularly his signature groomed beard, 
chef’s uniform, and hat.

#### Major Subject/Object 2 - The Emotions/Flavors:
* **Score: 10**
* **Explanation:** The portrayal of emotions and flavors is also consistent. Each image captures either the chef’s or the guests’ emotional reactions to the food, or the 
vibrant, abstract representation of flavors.

### Overall Entity Consistency Evaluation:
Both major subjects/objects, the chef and emotions/flavors enlightened by his cooking, are depicted with excellent consistency throughout the interleaved content, earning a 
score of 10 for each entity. The chef’s physical features and attire don't deviate, and there's a constant thematic portrayal of emotions and flavors, adhering to the 
narrative seamlessly.
------------------------------------------------------------

Figure 19: The raw evaluation output for the generated interleaved content (Fig. 17) by the OpenLEAF
baseline method.
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Figure 20: The generated interleaved content by the OpenLEAF baseline method.
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Figure 21: The generated interleaved content by the OpenLEAF baseline method.
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Figure 22: The generated interleaved content by the OpenLEAF baseline method.
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Figure 23: The generated interleaved content by the OpenLEAF baseline method.
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Figure 24: The generated interleaved content by the OpenLEAF baseline method.
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Figure 25: The generated interleaved content by the OpenLEAF baseline method.
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Figure 26: The generated interleaved content by the OpenLEAF baseline method.
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Figure 27: The generated interleaved content by the OpenLEAF baseline method.
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Figure 28: The generated interleaved content by the OpenLEAF baseline method.
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Figure 29: The generated interleaved content by the OpenLEAF baseline method.
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