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Abstract

Large Language Models (LLMs) are increasingly being explored across a range of
decision-making tasks. However, LLMs sometimes struggle with decision-making
tasks under uncertainty that are relatively easy for humans, such as planning actions
in stochastic environments. The adoption of LLMs for decision-making is impeded
by uncertainty challenges, such as LLM uncertainty and environmental uncertainty.
LLM uncertainty arises from the stochastic sampling process inherent to LLMs.
Most LLM-based Decision-Making (LDM) approaches address LLM uncertainty
through multiple reasoning chains or search trees. However, these approaches
overlook environmental uncertainty, which leads to poor performance in environ-
ments with stochastic state transitions. Some recent LDM approaches deal with
uncertainty by forecasting the probability of unknown variables. However, they are
not designed for multi-step decision-making tasks that require interaction with the
environment. To address uncertainty in LLM decision-making, we introduce PlanU,
an LLM-based planning method that captures uncertainty within Monte Carlo Tree
Search (MCTS). PlanU models the return of each node in the MCTS as a quantile
distribution, which uses a set of quantiles to represent the return distribution. To
balance exploration and exploitation during tree search, PlanU introduces an Upper
Confidence Bounds with Curiosity (UCC) score which estimates the uncertainty of
MCTS nodes. Through extensive experiments, we demonstrate the effectiveness of
PlanU in LLM-based decision-making tasks under uncertainty.

1 Introduction

Large language models (LLMs) have demonstrated remarkable capabilities in various domains, such
as reasoning and coding [1} 2 3]. The success of LLMs in various domains has motivated researchers
to apply them to decision-making tasks [4, 15, 16], where an agent selects actions based on the current
state in order to achieve specific goals.

Prior work has explored leveraging LLMs for decision-making in three ways: (1) LLMs are used as
policies [4. [7], where the LLM is provided with necessary prompts to generate actions. (2) LLMs are
used as world models [S]], where the LLM is repurposed with appropriate prompts to generate the
next state and reward based on a given action. (3) LLMs are used as both the policy and the world
model [8, 16l Ol], our work belongs to such category as it mimics human decision-making process,
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