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Abstract

Large language models (LLMs) undergo a
three-phase training process: unsupervised pre-
training, supervised fine-tuning (SFT), and
learning from human feedback (RLHF/DPO).
Notably, it is during the final phase that
these models are exposed to negative exam-
ples—incorrect, rejected, or suboptimal re-
sponses to queries. This paper delves into the
role of negative examples in the training of
LLMs, using a likelihood-ratio (Likra) model
on multiple-choice question answering bench-
marks to precisely manage the influence and
the volume of negative examples. Our find-
ings reveal three key insights: (1) During a
critical phase in training, Likra with negative
examples demonstrates a significantly larger
improvement per training example compared to
SFT using only positive examples. This leads
to a sharp jump in the learning curve for Likra
unlike the smooth and gradual improvement
of SFT; (2) negative examples that are plausi-
ble but incorrect (near-misses) exert a greater
influence; and (3) while training with positive
examples fails to significantly decrease the like-
lihood of plausible but incorrect answers, train-
ing with negative examples more accurately
identifies them. These results indicate a po-
tentially significant role for negative examples
in improving accuracy and reducing hallucina-
tions for LLMs.

1 Introduction

Large language models are typically pre-trained
on next word prediction over large collections of
text, then fine-tuned on desired responses to user
prompts. They only encounter negative examples
in the final stage of their training in the form of
false, undesirable, unsafe, or low-quality outputs.
Techniques like reinforcement learning from hu-
man feedback (RLHF) (Ouyang et al., 2022) or di-
rect preference optimization (DPO) (Rafailov et al.,
2024) are used to train from human preference data

that includes such negative examples. RLHF learns
a reward function that imitates user preferences and
uses reinforcement learning to align the generation
process with these preferences. DPO bypasses re-
ward learning and directly trains the model on pairs
of good and bad outputs in the training set.

In this paper we focus on the contribution of
negative examples for language model training and
find that their impact is both qualitatively and quan-
titatively different from positive examples. Specif-
ically we demonstrate that (1) during a critical
phase in training, each additional negative example
can improve the accuracy of a model 10x more
than each additional positive example resulting in
a sharp jump in the learning curve, (2) near-miss
negative examples, i.e. plausible sounding but in-
correct outputs, are a lot more effective in training,
and (3) models exposed to negative examples are
a lot better at differentiating correct answers from
plausible but incorrect ones at inference time.

Negative examples can help guide the learning
process by providing explicit information about
what the model should avoid generating or clas-
sifying as positive. This approach can enhance
the model’s discriminative ability or refine its gen-
erative output. The use of negative examples in
machine learning goes back to Patrick Winston’s pi-
oneering work on the importance of “near-miss” ex-
amples in concept learning (Winston, 1970). More
recently, techniques such as hard negative mining
(Felzenszwalb et al., 2008) and adversarial exam-
ple generation (Szegedy et al., 2013) have used
near-miss negative examples to measure and im-
prove the robustness of discriminative models. The
incorporation of negative examples can also make
generative models more discerning and controlled,
reducing the likelihood of generating undesirable
outputs. Contrastive divergence (Hinton, 2002),
auto-encoders (Hinton and Salakhutdinov, 2006)
and generative adversarial networks (Goodfellow
et al., 2014) learn by contrasting real examples
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Figure 1: Comparison of learning curves for supervised fine-tuning (SFT) and likelihood-ratio (Likra) models for
the ARC-Challenge benchmark (Clark et al., 2018) using Mistral-7B-v0.1 (Jiang et al., 2023) as a base model. The
SFT model is the result of regular supervised fine-tuning using only correct question-answer pairs. The Likra model
uses an equal number of incorrect question-answer pairs to train a negative head, uses the likelihood ratio of the

SFT model and the negative head to decide on its answers.

with model-generated ones, unlikelihood training
(Welleck et al., 2019) explicitly penalizes mod-
els for generating certain types of undesirable out-
puts, and noise-contrastive estimation (Gutmann
and Hyvérinen, 2010) tackles modeling intractable
distributions using negative “noise” data.

We use a likelihood-ratio model to study the im-
pact of negative examples. Likelihood-ratio models
have long been used in classification tasks where
the likelihoods from multiple models are compared
and used as a decision criterion or to identify out of
distribution data: Naive Bayes classifiers, Gaussian
Mixture Models are basic examples. In generative
modeling, noise-contrastive estimation contrasts
the target distribution with a “noise” distribution to
construct a tractable loss function and unlikelihood
training combines two likelihood terms to prevent
generation of repetitive and dull text.

We chose to train two independent models (in
practice two LoRA adapters on a single founda-
tion model), one on positive examples the other on
negative examples, and use their likelihood-ratio
(hence the name Likra) during inference to isolate
and quantify the impact of negative examples. This
allows us to vary the number of positive and neg-
ative examples independently during training and
control the relative weights of the two models dur-
ing inference (unlike e.g. a single DPO model).
The downside is that the resulting Likra model can-

not be easily used for generation, so all our testing
is done on multiple-choice benchmarks.

Figure 1 illustrates a key result of our work:
when trained on an equal number of positive and
negative examples for a multiple-choice task, Likra
exhibits a sharp, step-function-like increase in ac-
curacy after a few hundred examples. This behav-
ior contrasts sharply with the smooth and gradual
learning curve observed in supervised fine-tuning.
Details for this result are provided in Section 3.

After formally describing Likra in Section 2, and
presenting our main results in Section 3, we run a
series of ablation experiments to help understand
this strange contribution of negative examples in
Section 4. Section 5 summarizes our findings.

2 Likra: the likelihood-ratio model

In our experiments we use a likelihood-ratio lan-
guage model (Likra) to isolate and compare the
contributions of positive and negative examples
during training. The model consists of two heads:
the positive head is trained on correct question-
answer pairs, and the negative head is trained on
incorrect/undesirable question-answer pairs. Each
head is trained to maximize the conditional log-
likelihood of the corresponding answer given the
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where Ly is the likelihood, 6 represents model
parameters, D is the training data, g, a are question-
answer pairs (correct answer for the positive head,
incorrect answer for the negative head), a; is the
t’th token of the answer.

Each head is independently trained starting from
a base pre-trained language model, the positive
head giving higher likelihood £ to correct an-
swers and the negative head giving higher likeli-
hood £~ to incorrect answers. During inference
time we use the log likelihood ratio L — L~ to
score answer candidates.

3 Experiments

In this section we lay out the empirical evidence
for the main thesis of this paper: starting from a
pre-trained language model, during a critical phase
of the training, negative examples (questions paired
with incorrect answers) have a significantly larger
impact on accuracy than positive examples (ques-
tions paired with correct answers), which leads to a
sharp jump in the learning curve unlike the smooth
and gradual improvement of SFT.

We start with a fairly standard supervised fine-
tuning example where a pre-trained base language
model is fine-tuned with correct question-answer
pairs from the training set of a standard multiple-
choice benchmark. We call this the SFT model. We
then start with the same base model / dataset and
train a negative model by fine-tuning with incorrect
question-answer pairs. The Likra model chooses
answers based on the likelihood ratio of these two
models and demonstrates the step-function-like
jump in accuracy in its training curve and signifi-
cantly outperforms positive-example-only trained
SFT model.

For brevity, the discussion below uses the results
from the Mistral-7B-v0.1 (Jiang et al., 2023) base
model and the ARC (Clark et al., 2018) benchmark
unless otherwise noted. Experiments with other
base models and multiple-choice benchmarks show
similar results and are summarized at the end of
the section.

3.1 Supervised fine-tuning

In this section we start with an example of su-
pervised fine-tuning (training a base model with

correct question-answer pairs) resulting in modest
gains in accuracy on a multiple-choice benchmark.

To construct the training set we used the AI2
Reasoning Challenge (ARC) benchmark, a set of
grade-school level multiple-choice science ques-
tions (Clark et al., 2018) such as:

What can a flower become?
(A) a fruit

(B) a leaf

(C) a stem

(D) a branch

Which substance is a compound?
(A) sodium

(B) chlorine

(C) table salt

(D) salt water

We used the LM-EVALUATION-HARNESS (Gao
et al., 2023) for evaluation, which prepends 25 few-
shot examples (random correct question-answer
pairs) to each test question and compares the per-
character likelihoods of different answer choices.
We excluded the 1172 questions used by LM-
EVALUATION-HARNESS from our training set and
we paired the remaining 6615 questions with their
correct answers for supervised fine-tuning:

Question: What can a flower become?
Answer: a fruit

Question: Which substance is a compound?
Answer: table salt

We used Mistral-7B-v0.1 as a base model (Jiang
et al., 2023) for supervised fine-tuning. The train-
ing was performed with zero-shot examples (no
extra questions in the context) optimizing the like-
lihood of the correct answer conditional on the
question (the question logits were ignored). We
trained a LoRA adapter (Hu et al., 2021) only for
a single epoch (more epochs did not help) using
batch size 8 and the Adam optimizer (Kingma and
Ba, 2014) with learning rate 10~

The SFT learning curve in Figure 1 was obtained
by training the base model on random samples with
0 to 6615 (full dataset) correct question-answer
pairs from the training set. It shows a modest
increase in accuracy (60% to 66%) as expected
using in-domain training examples. Figure 2 com-
pares the average per-character likelihood of the
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Figure 2: Likelihood of the correct answer vs the most
likely incorrect answer during training.

correct answers with the most likely incorrect an-
swer throughout training. Even though the cor-
rect answers seem to increase in likelihood, the
incorrect answers do not seem to be sharply dis-
tinguished. In Section 4.4 we will look at the al-
location of the model’s probability mass in more
detail and show that a model trained with negative
examples can distinguish correct from incorrect
more sharply. In the next section we look at how
the model can learn more from incorrect answers
by using them as negative examples.

3.2 Likra with negative examples

In this section we show that negative examples (in-
correct question-answer pairs) have a significantly
larger effect on final accuracy compared to positive
examples (correct question-answer pairs). We ex-
perimented with a Likra model rather than RLHF
or DPO because this made it easier to isolate and
control the contribution of negative examples. The
results show that doubling the number of positive
examples increases the accuracy of the SFT model
by less than 1%, whereas doubling the number of
negative examples can increase the accuracy of the
Likra model by more than 10% during the critical
phase of training.

To generate a training set of negative examples
we paired each question in the ARC training set
with an incorrect answer chosen randomly from the
multiple-choice options, e.g.:

Question: What can a flower become?
Answer: a leaf

Question: Which substance is a compound?

Answer: salt water

We used Mistral-7B-v0.1 as a base model for
Likra. To train the negative head we followed a
procedure similar to SFT training except for using
negative examples.

Figure 1 compares the SFT model which has
been fine-tuned with only positive examples with
a Likra model that uses the same SFT model as its
positive head in addition to a negative head fine-
tuned with incorrect question-answer pairs. We
observe that starting from a well pre-trained base
model, the contribution of each negative example
to the final accuracy far exceeds the contribution
of each positive example in the critical training
phase at 64-256 examples. Increasing the number
of negative training examples from 64 to 128 (only
8 extra updates with a batch size of 8) adds nearly
15% accuracy, whereas the SFT model averages
less than 1% improvement per doubling of positive
examples.

It is unlikely for the model to learn much new
information from just a few wrong answers, in-
stead the negative examples seem to quite rapidly
unlock latent knowledge that already exists in the
pretrained model.

3.3 Other base models and benchmarks

Table 1: Final accuracy on ARC-Challenge and Hel-
laSwag. No superscript in the model name indicates
the base model, * indicates supervised fine-tuning with
positive examples, ~ indicates the Likra model trained
with both positive and negative examples.

Model ARC HellaSwag
Mistral-7B-v0.1 5998 .8323
Mistral-7B-v0.1" .6630 .8468
Mistral-7B-v0.1~ 8123 .9633
Mistral-7B-Instruct-v0.3 .6365 .8463
Mistral-7B-Instruct-v0.37 .6408 .8360
Mistral-7B-Instruct-v0.3~ .8063 .9569
Llama-3.2-3B-Instruct 5222 7312
Llama-3.2-3B-Instruct™ 5486 7254
Llama-3.2-3B-Instruct™ 7321 9071

In order to test the generality of our results we
experimented with two benchmarks and three mod-
els. Table 1 summarizes the results.

ARC-Challenge benchmark (Clark et al., 2018)
is a set of grade-school level English multiple-
choice science questions with 6615 training and
1172 test instances. The fine-tuning for ARC takes



around 5 minutes on 1xA40 and the evaluation
takes around 15 minutes on 8 x A40. HellaSwag
(Zellers et al., 2019) is a set of multiple-choice En-
glish text completion tasks based on video descrip-
tions and how-to manuals with 39905 training and
10042 test instances. The fine-tuning for Hellaswag
takes around 1 hour on 1xA40 and the evaluation
takes around 30 minutes on 8xA40. Other than
both being multiple-choice tasks, ARC and Hel-
laswag require quite different types of knowledge
demonstrating some domain independence for our
findings. Mistral (Jiang et al., 2023) and Llama
(Grattafiori et al., 2024) are open source founda-
tion models!. In each case we see a large jump in
accuracy with the Likra model.

4 Analysis

In this section we probe the training process more
deeply to understand the role of negative examples
in boosting model accuracy. First we change the
ratio of the positive and negative examples during
training and the weight of the positive and nega-
tive heads during inference. The results ensure us
that negative examples have a significantly stronger
effect compared to positive examples. Then we cat-
egorize negative examples as incorrect, irrelevant,
or unrelated and train different models with each
category. The results show that the more plausi-
ble incorrect answers increase model accuracy the
most. Finally we look at how likelihoods of dif-
ferent answer types (correct, incorrect, irrelevant,
unrelated) evolve during the training process. The
results show that the negative head learns to sharply
distinguish plausible but incorrect answers from
correct ones, whereas the positive head assigns
them closer likelihoods.

4.1 Do we even need positive examples?

The Likra model allows us to vary the number of
positive and negative examples during training in-
dependently. Given the large impact of negative ex-
amples on model accuracy, we asked if Likra would
work without positive examples. In Figure 3 SFT-
Likra uses the likelihood ratio of the SFT model
and the negative model (same as Figure 1), Base-
Likra uses the likelihood ratio of the base model
and the negative model. Effectively Base-Likra

'These resources have the following licenses: ARC-
Challenge: CC BY-SA 4.0; HellaSwag: MIT; Mistral: Apache
2.0; Llama: Llama 3.2 License. All models allow usage and
modification, and none of the datasets contain personal infor-
mation that require anonymization.
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Figure 3: Likra with (SFT) and without (Base) positive
examples.

only uses negative examples for fine-tuning. The
resulting learning curve of the two Likra models
are fairly similar: they both have the step-function
like accuracy increase at a few hundred examples
and they both significantly outperform SFT.

4.2 Varying the weight of the negative head
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Figure 4: Changing the weight of the negative head.

The Likra model allows us to vary the relative
weight of the positive head and the negative head
during inference. Figure 4 plots the result of chang-
ing the weight of the negative head during infer-
ence, i.e. score = L1 — weight x £~ It shows that
the accuracy increases as the weight of the negative
head is increased and peaks around 0.9-1.0.

4.3 Near-miss negative examples teach more

The Likra model works by contrasting the con-
ditional likelihood given to an answer by a pre-
trained (or SFT trained) positive head and a nega-
tive head trained on incorrect question-answer pairs.



The results so far demonstrated the importance of
training on negative examples. In this section we
ask whether the plausibility of these incorrect an-
swers matter during training, i.e. can we construct
negative examples by answering questions with ir-
relevant text, or do the false answers have to be
plausible? We conclude that even though all nega-
tive training can be beneficial, the near-miss nega-
tive examples consisting of plausible sounding but
incorrect question-answer pairs work best.

We generated three different training sets of neg-
ative answers by pairing each question in the ARC
training set with a false answer chosen from (i)
multiple-choice options for that question, (ii) ran-
dom false answer for a different ARC question,
and (iii) random false answer from an unrelated
benchmark (we tried non-science-related tests from
MMLU (Hendrycks et al., 2020) and HellaSwag
(Zellers et al., 2019) with similar results). For ex-
ample:

Question: Which substance is a compound?
Answer: salt water
(incorrect from the same question)

Question: Which substance is a compound?
Answer: reduce the energy requirements
(irrelevant from the same test (ARC))

Question: Which substance is a compound?
Answer: is playing the piano
(unrelated from another test (HellaSwag))
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Figure 5: Training with different negative examples.

Figure 5 compares the performance of train-
ing the negative head with these three types of
false answers (using the SFT model as the posi-
tive head). One surprising observation is that even
when the false answers are completely unrelated

random text (e.g. HellaSwag answers to ARC
science questions) they are beneficial (the Likra
model reaches 70% accuracy outperforming the
SFT model). Maybe less surprising is the finding
that the more plausible false answers are the more
beneficial they seem to be, as suggested by Patrick
Winston’s pioneering observation of the importance
of near-miss negative examples for learning (Win-
ston, 1970).

4.4 Where does the probability mass go?
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Figure 6: Likelihood assigned to answer types.

In this section we analyze how the probability
mass shifts between different types of text during
training to explain the performance of the Likra
model. Our results show that the negative head of
the Likra model becomes very good at identifying
near-miss negative examples (plausible wrong an-
swers) which compensates for the main weakness
of the positive head.

To measure how the probability mass shifts be-
tween different regions of the text space during
training, we paired fest set questions with different



types of answers (as opposed training set ques-
tions, like we did in the last section): the correct
answer, the most likely incorrect answer, irrele-
vant text from the same benchmark (ARC), and
unrelated text from a different benchmark (Hel-
laSwag). We took the positive head (trained with
correct answers), and the negative head (trained
with random incorrect answers) at various points
along their learning curve and evaluated their con-
ditional likelihoods for these different types of text.

Figure 6 shows the absolute change in per-
character log-likelihood for different types of text.
Text unrelated to the subject domain becomes less
likely for both positive and negative heads. The
positive head increases the likelihood of the correct
answers as expected and decreases the likelihood
of irrelevant/incorrect answers, however the like-
lihood of incorrect answers does not seem to de-
crease by much. The negative head increases the
likelihood of incorrect answers significantly, irrele-
vant answers to a lesser extent, and decreases the
likelihood of the correct answers. Even though the
negative head has never seen a correct answer dur-
ing fine-tuning it is able to distinguish them from
plausible incorrect answers.

When we take the difference of log likelihoods
for inference, the biggest impact of the negative
head turns out to be significantly decreasing the
likelihood of incorrect answers. It seems that pre-
trained language models can learn significantly
more from plausible sounding incorrect answers,
i.e. near-miss negative examples, than correct an-
swers whose likelihoods are already relatively high
in the base model.

5 Discussion

We still find it incredible that a few hundred neg-
ative examples improve the answer accuracy of
a pre-trained language model significantly more
than thousands of positive examples albeit in a re-
stricted domain. It seems clear that wrong answers
to a few hundred training questions cannot give
the model much missing information about the test
questions. Thus the knowledge to answer these
test questions correctly must already reside in the
pre-trained model but obfuscated by the probability
mass given to other plausible sounding answers.
Training with negative examples seems to flip a
switch that causes the model to sharply distinguish
factually accurate answers from plausible sound-
ing ones. This supports a version of the “Super-

ficial Alignment Hypothesis” (Zhou et al., 2024):
A model’s knowledge and capabilities are learnt
almost entirely during pretraining, and alignment
teaches it not only format and style, but also prefer-
ence for factual accuracy.

6 Limitations

We presented a method that improves the factual
accuracy of large language models, however it does
not guarantee that the resulting models will always
generate or choose factually correct answers. The
base models we use, as well as their fine-tuned
versions may in some instances produce inaccu-
rate, biased or other objectionable responses to
user prompts. Our fine-tuning and evaluation only
used English benchmarks. The Likra model specif-
ically trains and uses a negative head specialized in
recognizing factually inaccurate answers, however
the two-head model structure makes it challenging
to generate text. We suggest using Likra models
to evaluate potential answers for accuracy, hallu-
cination detection, or in multiple-choice testing
scenarios.
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