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Abstract

Large language models (LLMs) undergo a001
three-phase training process: unsupervised pre-002
training, supervised fine-tuning (SFT), and003
learning from human feedback (RLHF/DPO).004
Notably, it is during the final phase that005
these models are exposed to negative exam-006
ples—incorrect, rejected, or suboptimal re-007
sponses to queries. This paper delves into the008
role of negative examples in the training of009
LLMs, using a likelihood-ratio (Likra) model010
on multiple-choice question answering bench-011
marks to precisely manage the influence and012
the volume of negative examples. Our find-013
ings reveal three key insights: (1) During a014
critical phase in training, Likra with negative015
examples demonstrates a significantly larger016
improvement per training example compared to017
SFT using only positive examples. This leads018
to a sharp jump in the learning curve for Likra019
unlike the smooth and gradual improvement020
of SFT; (2) negative examples that are plausi-021
ble but incorrect (near-misses) exert a greater022
influence; and (3) while training with positive023
examples fails to significantly decrease the like-024
lihood of plausible but incorrect answers, train-025
ing with negative examples more accurately026
identifies them. These results indicate a po-027
tentially significant role for negative examples028
in improving accuracy and reducing hallucina-029
tions for LLMs.030

1 Introduction031

Large language models are typically pre-trained032

on next word prediction over large collections of033

text, then fine-tuned on desired responses to user034

prompts. They only encounter negative examples035

in the final stage of their training in the form of036

false, undesirable, unsafe, or low-quality outputs.037

Techniques like reinforcement learning from hu-038

man feedback (RLHF) (Ouyang et al., 2022) or di-039

rect preference optimization (DPO) (Rafailov et al.,040

2024) are used to train from human preference data041

that includes such negative examples. RLHF learns 042

a reward function that imitates user preferences and 043

uses reinforcement learning to align the generation 044

process with these preferences. DPO bypasses re- 045

ward learning and directly trains the model on pairs 046

of good and bad outputs in the training set. 047

In this paper we focus on the contribution of 048

negative examples for language model training and 049

find that their impact is both qualitatively and quan- 050

titatively different from positive examples. Specif- 051

ically we demonstrate that (1) during a critical 052

phase in training, each additional negative example 053

can improve the accuracy of a model 10× more 054

than each additional positive example resulting in 055

a sharp jump in the learning curve, (2) near-miss 056

negative examples, i.e. plausible sounding but in- 057

correct outputs, are a lot more effective in training, 058

and (3) models exposed to negative examples are 059

a lot better at differentiating correct answers from 060

plausible but incorrect ones at inference time. 061

Negative examples can help guide the learning 062

process by providing explicit information about 063

what the model should avoid generating or clas- 064

sifying as positive. This approach can enhance 065

the model’s discriminative ability or refine its gen- 066

erative output. The use of negative examples in 067

machine learning goes back to Patrick Winston’s pi- 068

oneering work on the importance of “near-miss” ex- 069

amples in concept learning (Winston, 1970). More 070

recently, techniques such as hard negative mining 071

(Felzenszwalb et al., 2008) and adversarial exam- 072

ple generation (Szegedy et al., 2013) have used 073

near-miss negative examples to measure and im- 074

prove the robustness of discriminative models. The 075

incorporation of negative examples can also make 076

generative models more discerning and controlled, 077

reducing the likelihood of generating undesirable 078

outputs. Contrastive divergence (Hinton, 2002), 079

auto-encoders (Hinton and Salakhutdinov, 2006) 080

and generative adversarial networks (Goodfellow 081

et al., 2014) learn by contrasting real examples 082
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Figure 1: Comparison of learning curves for supervised fine-tuning (SFT) and likelihood-ratio (Likra) models for
the ARC-Challenge benchmark (Clark et al., 2018) using Mistral-7B-v0.1 (Jiang et al., 2023) as a base model. The
SFT model is the result of regular supervised fine-tuning using only correct question-answer pairs. The Likra model
uses an equal number of incorrect question-answer pairs to train a negative head, uses the likelihood ratio of the
SFT model and the negative head to decide on its answers.

with model-generated ones, unlikelihood training083

(Welleck et al., 2019) explicitly penalizes mod-084

els for generating certain types of undesirable out-085

puts, and noise-contrastive estimation (Gutmann086

and Hyvärinen, 2010) tackles modeling intractable087

distributions using negative “noise” data.088

We use a likelihood-ratio model to study the im-089

pact of negative examples. Likelihood-ratio models090

have long been used in classification tasks where091

the likelihoods from multiple models are compared092

and used as a decision criterion or to identify out of093

distribution data: Naive Bayes classifiers, Gaussian094

Mixture Models are basic examples. In generative095

modeling, noise-contrastive estimation contrasts096

the target distribution with a “noise” distribution to097

construct a tractable loss function and unlikelihood098

training combines two likelihood terms to prevent099

generation of repetitive and dull text.100

We chose to train two independent models (in101

practice two LoRA adapters on a single founda-102

tion model), one on positive examples the other on103

negative examples, and use their likelihood-ratio104

(hence the name Likra) during inference to isolate105

and quantify the impact of negative examples. This106

allows us to vary the number of positive and neg-107

ative examples independently during training and108

control the relative weights of the two models dur-109

ing inference (unlike e.g. a single DPO model).110

The downside is that the resulting Likra model can-111

not be easily used for generation, so all our testing 112

is done on multiple-choice benchmarks. 113

Figure 1 illustrates a key result of our work: 114

when trained on an equal number of positive and 115

negative examples for a multiple-choice task, Likra 116

exhibits a sharp, step-function-like increase in ac- 117

curacy after a few hundred examples. This behav- 118

ior contrasts sharply with the smooth and gradual 119

learning curve observed in supervised fine-tuning. 120

Details for this result are provided in Section 3. 121

After formally describing Likra in Section 2, and 122

presenting our main results in Section 3, we run a 123

series of ablation experiments to help understand 124

this strange contribution of negative examples in 125

Section 4. Section 5 summarizes our findings. 126

2 Likra: the likelihood-ratio model 127

In our experiments we use a likelihood-ratio lan- 128

guage model (Likra) to isolate and compare the 129

contributions of positive and negative examples 130

during training. The model consists of two heads: 131

the positive head is trained on correct question- 132

answer pairs, and the negative head is trained on 133

incorrect/undesirable question-answer pairs. Each 134

head is trained to maximize the conditional log- 135

likelihood of the corresponding answer given the 136
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question:137

LMLE(pθ,D) =
∑
q,a∈D

|a|∑
t=1

log pθ(at|q, a<t) (1)138

where LMLE is the likelihood, θ represents model139

parameters, D is the training data, q, a are question-140

answer pairs (correct answer for the positive head,141

incorrect answer for the negative head), at is the142

t’th token of the answer.143

Each head is independently trained starting from144

a base pre-trained language model, the positive145

head giving higher likelihood L+ to correct an-146

swers and the negative head giving higher likeli-147

hood L− to incorrect answers. During inference148

time we use the log likelihood ratio L+ − L− to149

score answer candidates.150

3 Experiments151

In this section we lay out the empirical evidence152

for the main thesis of this paper: starting from a153

pre-trained language model, during a critical phase154

of the training, negative examples (questions paired155

with incorrect answers) have a significantly larger156

impact on accuracy than positive examples (ques-157

tions paired with correct answers), which leads to a158

sharp jump in the learning curve unlike the smooth159

and gradual improvement of SFT.160

We start with a fairly standard supervised fine-161

tuning example where a pre-trained base language162

model is fine-tuned with correct question-answer163

pairs from the training set of a standard multiple-164

choice benchmark. We call this the SFT model. We165

then start with the same base model / dataset and166

train a negative model by fine-tuning with incorrect167

question-answer pairs. The Likra model chooses168

answers based on the likelihood ratio of these two169

models and demonstrates the step-function-like170

jump in accuracy in its training curve and signifi-171

cantly outperforms positive-example-only trained172

SFT model.173

For brevity, the discussion below uses the results174

from the Mistral-7B-v0.1 (Jiang et al., 2023) base175

model and the ARC (Clark et al., 2018) benchmark176

unless otherwise noted. Experiments with other177

base models and multiple-choice benchmarks show178

similar results and are summarized at the end of179

the section.180

3.1 Supervised fine-tuning181

In this section we start with an example of su-182

pervised fine-tuning (training a base model with183

correct question-answer pairs) resulting in modest 184

gains in accuracy on a multiple-choice benchmark. 185

To construct the training set we used the AI2 186

Reasoning Challenge (ARC) benchmark, a set of 187

grade-school level multiple-choice science ques- 188

tions (Clark et al., 2018) such as: 189

190

What can a flower become? 191

(A) a fruit 192

(B) a leaf 193

(C) a stem 194

(D) a branch 195

196

Which substance is a compound? 197

(A) sodium 198

(B) chlorine 199

(C) table salt 200

(D) salt water 201

202

We used the LM-EVALUATION-HARNESS (Gao 203

et al., 2023) for evaluation, which prepends 25 few- 204

shot examples (random correct question-answer 205

pairs) to each test question and compares the per- 206

character likelihoods of different answer choices. 207

We excluded the 1172 questions used by LM- 208

EVALUATION-HARNESS from our training set and 209

we paired the remaining 6615 questions with their 210

correct answers for supervised fine-tuning: 211

212

Question: What can a flower become? 213

Answer: a fruit 214

215

Question: Which substance is a compound? 216

Answer: table salt 217

218

We used Mistral-7B-v0.1 as a base model (Jiang 219

et al., 2023) for supervised fine-tuning. The train- 220

ing was performed with zero-shot examples (no 221

extra questions in the context) optimizing the like- 222

lihood of the correct answer conditional on the 223

question (the question logits were ignored). We 224

trained a LoRA adapter (Hu et al., 2021) only for 225

a single epoch (more epochs did not help) using 226

batch size 8 and the Adam optimizer (Kingma and 227

Ba, 2014) with learning rate 10−4. 228

The SFT learning curve in Figure 1 was obtained 229

by training the base model on random samples with 230

0 to 6615 (full dataset) correct question-answer 231

pairs from the training set. It shows a modest 232

increase in accuracy (60% to 66%) as expected 233

using in-domain training examples. Figure 2 com- 234

pares the average per-character likelihood of the 235
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Figure 2: Likelihood of the correct answer vs the most
likely incorrect answer during training.

correct answers with the most likely incorrect an-236

swer throughout training. Even though the cor-237

rect answers seem to increase in likelihood, the238

incorrect answers do not seem to be sharply dis-239

tinguished. In Section 4.4 we will look at the al-240

location of the model’s probability mass in more241

detail and show that a model trained with negative242

examples can distinguish correct from incorrect243

more sharply. In the next section we look at how244

the model can learn more from incorrect answers245

by using them as negative examples.246

3.2 Likra with negative examples247

In this section we show that negative examples (in-248

correct question-answer pairs) have a significantly249

larger effect on final accuracy compared to positive250

examples (correct question-answer pairs). We ex-251

perimented with a Likra model rather than RLHF252

or DPO because this made it easier to isolate and253

control the contribution of negative examples. The254

results show that doubling the number of positive255

examples increases the accuracy of the SFT model256

by less than 1%, whereas doubling the number of257

negative examples can increase the accuracy of the258

Likra model by more than 10% during the critical259

phase of training.260

To generate a training set of negative examples261

we paired each question in the ARC training set262

with an incorrect answer chosen randomly from the263

multiple-choice options, e.g.:264

265

Question: What can a flower become?266

Answer: a leaf267

268

Question: Which substance is a compound?269

Answer: salt water 270

271

We used Mistral-7B-v0.1 as a base model for 272

Likra. To train the negative head we followed a 273

procedure similar to SFT training except for using 274

negative examples. 275

Figure 1 compares the SFT model which has 276

been fine-tuned with only positive examples with 277

a Likra model that uses the same SFT model as its 278

positive head in addition to a negative head fine- 279

tuned with incorrect question-answer pairs. We 280

observe that starting from a well pre-trained base 281

model, the contribution of each negative example 282

to the final accuracy far exceeds the contribution 283

of each positive example in the critical training 284

phase at 64-256 examples. Increasing the number 285

of negative training examples from 64 to 128 (only 286

8 extra updates with a batch size of 8) adds nearly 287

15% accuracy, whereas the SFT model averages 288

less than 1% improvement per doubling of positive 289

examples. 290

It is unlikely for the model to learn much new 291

information from just a few wrong answers, in- 292

stead the negative examples seem to quite rapidly 293

unlock latent knowledge that already exists in the 294

pretrained model. 295

3.3 Other base models and benchmarks 296

Table 1: Final accuracy on ARC-Challenge and Hel-
laSwag. No superscript in the model name indicates
the base model, + indicates supervised fine-tuning with
positive examples, − indicates the Likra model trained
with both positive and negative examples.

Model ARC HellaSwag
Mistral-7B-v0.1 .5998 .8323
Mistral-7B-v0.1+ .6630 .8468
Mistral-7B-v0.1− .8123 .9633
Mistral-7B-Instruct-v0.3 .6365 .8463
Mistral-7B-Instruct-v0.3+ .6408 .8360
Mistral-7B-Instruct-v0.3− .8063 .9569
Llama-3.2-3B-Instruct .5222 .7312
Llama-3.2-3B-Instruct+ .5486 .7254
Llama-3.2-3B-Instruct− .7321 .9071

In order to test the generality of our results we 297

experimented with two benchmarks and three mod- 298

els. Table 1 summarizes the results. 299

ARC-Challenge benchmark (Clark et al., 2018) 300

is a set of grade-school level English multiple- 301

choice science questions with 6615 training and 302

1172 test instances. The fine-tuning for ARC takes 303
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around 5 minutes on 1×A40 and the evaluation304

takes around 15 minutes on 8×A40. HellaSwag305

(Zellers et al., 2019) is a set of multiple-choice En-306

glish text completion tasks based on video descrip-307

tions and how-to manuals with 39905 training and308

10042 test instances. The fine-tuning for Hellaswag309

takes around 1 hour on 1×A40 and the evaluation310

takes around 30 minutes on 8×A40. Other than311

both being multiple-choice tasks, ARC and Hel-312

laswag require quite different types of knowledge313

demonstrating some domain independence for our314

findings. Mistral (Jiang et al., 2023) and Llama315

(Grattafiori et al., 2024) are open source founda-316

tion models1. In each case we see a large jump in317

accuracy with the Likra model.318

4 Analysis319

In this section we probe the training process more320

deeply to understand the role of negative examples321

in boosting model accuracy. First we change the322

ratio of the positive and negative examples during323

training and the weight of the positive and nega-324

tive heads during inference. The results ensure us325

that negative examples have a significantly stronger326

effect compared to positive examples. Then we cat-327

egorize negative examples as incorrect, irrelevant,328

or unrelated and train different models with each329

category. The results show that the more plausi-330

ble incorrect answers increase model accuracy the331

most. Finally we look at how likelihoods of dif-332

ferent answer types (correct, incorrect, irrelevant,333

unrelated) evolve during the training process. The334

results show that the negative head learns to sharply335

distinguish plausible but incorrect answers from336

correct ones, whereas the positive head assigns337

them closer likelihoods.338

4.1 Do we even need positive examples?339

The Likra model allows us to vary the number of340

positive and negative examples during training in-341

dependently. Given the large impact of negative ex-342

amples on model accuracy, we asked if Likra would343

work without positive examples. In Figure 3 SFT-344

Likra uses the likelihood ratio of the SFT model345

and the negative model (same as Figure 1), Base-346

Likra uses the likelihood ratio of the base model347

and the negative model. Effectively Base-Likra348

1These resources have the following licenses: ARC-
Challenge: CC BY-SA 4.0; HellaSwag: MIT; Mistral: Apache
2.0; Llama: Llama 3.2 License. All models allow usage and
modification, and none of the datasets contain personal infor-
mation that require anonymization.
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Figure 3: Likra with (SFT) and without (Base) positive
examples.

only uses negative examples for fine-tuning. The 349

resulting learning curve of the two Likra models 350

are fairly similar: they both have the step-function 351

like accuracy increase at a few hundred examples 352

and they both significantly outperform SFT. 353

4.2 Varying the weight of the negative head 354

0 0.5 1

0.6

0.7

0.8

weight of the negative head

A
R

C
-C

ha
lle

ng
e

ac
c-

no
rm

Figure 4: Changing the weight of the negative head.

The Likra model allows us to vary the relative 355

weight of the positive head and the negative head 356

during inference. Figure 4 plots the result of chang- 357

ing the weight of the negative head during infer- 358

ence, i.e. score = L+−weight×L−. It shows that 359

the accuracy increases as the weight of the negative 360

head is increased and peaks around 0.9-1.0. 361

4.3 Near-miss negative examples teach more 362

The Likra model works by contrasting the con- 363

ditional likelihood given to an answer by a pre- 364

trained (or SFT trained) positive head and a nega- 365

tive head trained on incorrect question-answer pairs. 366
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The results so far demonstrated the importance of367

training on negative examples. In this section we368

ask whether the plausibility of these incorrect an-369

swers matter during training, i.e. can we construct370

negative examples by answering questions with ir-371

relevant text, or do the false answers have to be372

plausible? We conclude that even though all nega-373

tive training can be beneficial, the near-miss nega-374

tive examples consisting of plausible sounding but375

incorrect question-answer pairs work best.376

We generated three different training sets of neg-377

ative answers by pairing each question in the ARC378

training set with a false answer chosen from (i)379

multiple-choice options for that question, (ii) ran-380

dom false answer for a different ARC question,381

and (iii) random false answer from an unrelated382

benchmark (we tried non-science-related tests from383

MMLU (Hendrycks et al., 2020) and HellaSwag384

(Zellers et al., 2019) with similar results). For ex-385

ample:386

Question: Which substance is a compound?387

Answer: salt water388

(incorrect from the same question)389

390

Question: Which substance is a compound?391

Answer: reduce the energy requirements392

(irrelevant from the same test (ARC))393

394

Question: Which substance is a compound?395

Answer: is playing the piano396

(unrelated from another test (HellaSwag))397
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Figure 5: Training with different negative examples.

Figure 5 compares the performance of train-398

ing the negative head with these three types of399

false answers (using the SFT model as the posi-400

tive head). One surprising observation is that even401

when the false answers are completely unrelated402

random text (e.g. HellaSwag answers to ARC 403

science questions) they are beneficial (the Likra 404

model reaches 70% accuracy outperforming the 405

SFT model). Maybe less surprising is the finding 406

that the more plausible false answers are the more 407

beneficial they seem to be, as suggested by Patrick 408

Winston’s pioneering observation of the importance 409

of near-miss negative examples for learning (Win- 410

ston, 1970). 411

4.4 Where does the probability mass go? 412
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Figure 6: Likelihood assigned to answer types.

In this section we analyze how the probability 413

mass shifts between different types of text during 414

training to explain the performance of the Likra 415

model. Our results show that the negative head of 416

the Likra model becomes very good at identifying 417

near-miss negative examples (plausible wrong an- 418

swers) which compensates for the main weakness 419

of the positive head. 420

To measure how the probability mass shifts be- 421

tween different regions of the text space during 422

training, we paired test set questions with different 423
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types of answers (as opposed training set ques-424

tions, like we did in the last section): the correct425

answer, the most likely incorrect answer, irrele-426

vant text from the same benchmark (ARC), and427

unrelated text from a different benchmark (Hel-428

laSwag). We took the positive head (trained with429

correct answers), and the negative head (trained430

with random incorrect answers) at various points431

along their learning curve and evaluated their con-432

ditional likelihoods for these different types of text.433

Figure 6 shows the absolute change in per-434

character log-likelihood for different types of text.435

Text unrelated to the subject domain becomes less436

likely for both positive and negative heads. The437

positive head increases the likelihood of the correct438

answers as expected and decreases the likelihood439

of irrelevant/incorrect answers, however the like-440

lihood of incorrect answers does not seem to de-441

crease by much. The negative head increases the442

likelihood of incorrect answers significantly, irrele-443

vant answers to a lesser extent, and decreases the444

likelihood of the correct answers. Even though the445

negative head has never seen a correct answer dur-446

ing fine-tuning it is able to distinguish them from447

plausible incorrect answers.448

When we take the difference of log likelihoods449

for inference, the biggest impact of the negative450

head turns out to be significantly decreasing the451

likelihood of incorrect answers. It seems that pre-452

trained language models can learn significantly453

more from plausible sounding incorrect answers,454

i.e. near-miss negative examples, than correct an-455

swers whose likelihoods are already relatively high456

in the base model.457

5 Discussion458

We still find it incredible that a few hundred neg-459

ative examples improve the answer accuracy of460

a pre-trained language model significantly more461

than thousands of positive examples albeit in a re-462

stricted domain. It seems clear that wrong answers463

to a few hundred training questions cannot give464

the model much missing information about the test465

questions. Thus the knowledge to answer these466

test questions correctly must already reside in the467

pre-trained model but obfuscated by the probability468

mass given to other plausible sounding answers.469

Training with negative examples seems to flip a470

switch that causes the model to sharply distinguish471

factually accurate answers from plausible sound-472

ing ones. This supports a version of the “Super-473

ficial Alignment Hypothesis” (Zhou et al., 2024): 474

A model’s knowledge and capabilities are learnt 475

almost entirely during pretraining, and alignment 476

teaches it not only format and style, but also prefer- 477

ence for factual accuracy. 478

6 Limitations 479

We presented a method that improves the factual 480

accuracy of large language models, however it does 481

not guarantee that the resulting models will always 482

generate or choose factually correct answers. The 483

base models we use, as well as their fine-tuned 484

versions may in some instances produce inaccu- 485

rate, biased or other objectionable responses to 486

user prompts. Our fine-tuning and evaluation only 487

used English benchmarks. The Likra model specif- 488

ically trains and uses a negative head specialized in 489

recognizing factually inaccurate answers, however 490

the two-head model structure makes it challenging 491

to generate text. We suggest using Likra models 492

to evaluate potential answers for accuracy, hallu- 493

cination detection, or in multiple-choice testing 494

scenarios. 495
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