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Abstract

Large Language Models (LLMs) have demonstrated strong performance across gen-
eral NLP tasks, but their utility in automating numerical experiments of complex
physical system—a critical and labor-intensive component—remains underex-
plored. As the major workhorse of computational science over the past decades,
Computational Fluid Dynamics (CFD) offers a uniquely challenging testbed for
evaluating the scientific capabilities of LLMs. We introduce CFDLLMBench, a
benchmark suite comprising three complementary components—CFDQuery, CFD-
CodeBench, and FoamBench—designed to holistically evaluate LLM performance
across three key competencies: graduate-level CFD knowledge, numerical and
physical reasoning of CFD, and context-dependent implementation of CFD work-
flows. Grounded in real-world CFD practices, our benchmark combines a detailed
task taxonomy with a rigorous evaluation framework to deliver reproducible re-
sults and quantify LLM performance across code executability, solution accuracy,
and numerical convergence behavior. CFDLLMBench establishes a solid founda-
tion for the development and evaluation of LLM-driven automation of numerical
experiments for complex physical systems.

1 Introduction

Recent advances in large language models (LLMs) have shown remarkable performance across
general natural language processing tasks [19] [I]. However, their potential as scientific assis-
tants—specifically, their ability to automate numerical simulation workflows—remains largely un-
derexplored [10} 25]. Computational Fluid Dynamics (CFD) is critical in domains such as urban
physics [[7, 6], aerospace [46], climate [42], and aerial [43] and underwater robotics [28], and has
labor-intensive workflows for computationally expensive numerical simulations of fluid dynamics.
CFD workflows involve multiple steps, such as mesh generation, setup of boundary and initial
conditions, and solver configuration. Such scientific workflows require an understanding of highly
specialized knowledge [51]], numerical and physical reasoning [S0], and have context-dependent
implementations involving domain-specific tool calling [[20].

In this paper, we introduce CFDLLMBench (Figure|T)), the first LLM benchmark for CFD composed of
curated datasets designed to holistically evaluate LLMs’ performance across three key competencies:

Graduate-level CFD knowledge: Understanding of fluid mechanics and concepts of numerical
analysis relevant to CFD.

Numerical and physical reasoning: Applying advanced math and physics knowledge to solve diffi-
cult problems. For example, selecting a suitable numerical method that solves the governing equation,
with the appropriate boundary conditions and initial conditions.
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CFDQuery

CFDCodeBench

FoamBench

Sample Problem : Numerical dissipation
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Figure 1: Overview of CFDLLMBench: As the first ever LLM benchmark designed to holistically evaluate
LLM’s capabilities for CFD, it consists of three different tasks and datasets. (1) CFDQuery: Graduate-level
CFD QA. (2) CFDCodeBench: Coding questions about solving common linear/nonlinear PDEs encountered in
CFD. (3) FoamBench: Configuring OpenFOAM case files for simulating realistic engineering scenarios such as
incompressible flow over obstacles, supersonic flow with shockwaves, Rayleigh-Benard convection, etc.

Create case files (Example: mesh, l

—— Answer : (b)
LLM

OpenFOAM
Execution

Context-dependent implementation of CFD workflows: Selecting and configuring CFD prepro-
cessing and numerical solver settings according to physical context.

The CFDLLMBench benchmark suite evaluates these competencies using three benchmark tasks: 1)
CFDQuery: 90 multiple-choice questions curated from graduate-level CFD lecture notes that assess
LLM’s ability in the conceptual understanding of CFD knowledge. 2) CFDCodeBench: 24 CFD
programming tasks designed to assess an LLM’s ability to generate correct simulation code from
descriptions of physical problems. 3) FoamBench: 110 basic and 16 advanced numerical simulation
tasks, drawn from practical engineering problems, designed to assess the LLM’s ability to implement
OpenFOAM [53] workflows. OpenFOAM projects typically have 6-7 configuration files, totaling
~300-600 lines of code per case.

Although strong performance on CFDQuery indicates excellent recall of relevant CFD knowledge,
success in solving CFDCodeBench and FoamBench would suggest that LLM possesses reasoning
and workflow implementation capabilities near the proficiency of a competent CFD assistant. To
support a holistic evaluation of these diverse benchmark tasks, we equip each benchmark task with
one or more tailored metrics, which are developed in collaboration with CFD experts.

We use CFDLLMBench to evaluate both state-of-the-art proprietary and open-source LLMs. Despite
relatively strong performance on CFDQuery, the results highlight the challenge of the latter two
tasks (see Figure[2): the best performing model achieves only 14% on CFDCodeBench and 34% on
FoamBench. In the more complex FoamBench Advanced split, generally, performance is poor, e.g.,
Gemini 2.5 Flash drops to 0%. In FoamBench, all models show major improvement when deployed
in a multi-agent framework, as opposed to zero-shot prompting (near 0 performance).

The remainder of the paper is organized as follows. Section 2 describes related work. Section 3
presents our holistic CFD benchmark. Section 4 summarizes our experimental setup and results,
which are discussed in Section 5. Section 6 has limitations and Section 7 concludes the paper.

2 Related Work

LLMs for science & engineering LILMs are becoming increasingly proficient at knowledge-
intensive tasks in general science [48| |5, 33| [45]] and engineering [21], aided by dedicated pretraining
on scientific corpora. The development of language agents with tool-use [40} |9, [10} 36] further
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Figure 2: Success Rate comparison of different models across the three tasks. Success Rate is the fraction of
cases in the benchmark that produce physically accurate results (higher is better). The detailed definition of
Success Rate for each benchmark task can be found in section[3.3] The results for FoamBench are produced
using the Foam-Agent framework with RAG, Reviewer, and Sonnet 3.5. There is a steep drop in performance
from graduate-level knowledge (CFDQuery) to practical simulation workflow automation FoamBench.

enhances LLMs’ capabilities, enabling them to integrate with complex scientific and engineering soft-
ware [[15]]. Recent work explores the use of LLMs to generate input files in domain-specific languages
for quantum chemistry [20] and building energy [23] simulators, tasks which demand substantial
time from a researcher to master. LLLMs are also accelerating workflow automation in computa-
tional physics. MyCrunchGPT [25] demonstrates the use of automated scientific machine learning
workflows to optimize airfoils in aerodynamics. MetaOpenFOAM [13], OpenFOAMGPT [39],
and Foam-Agent [54] exemplify this trend by automatically configuring and conducting complex
CFD simulations based on human requests. These examples highlight the critical need for effective
workflow automation benchmarking.

LLM benchmarks for science & engineering Recent interest in the use of LLMs in science and
engineering has led to benchmarks measuring specific advanced LLM capabilities such as graduate-
level scientific problem solving [41} 52, |18} 155 and long-context reasoning [29 [16]. Our benchmark
aims at practicality, providing a holistic evaluation that includes a real-world numerical simulation
workflow automation task. Other related workflow benchmarks focus on paper reproduction [47,
8l 144]) or data analysis workflows [14, 34} 35]]. Paper reproduction, data analysis, and simulation
automation (ours) are all critical workflows in the scientific discovery life cycle. Differently, our
benchmark uniquely evaluates numerical and physical reasoning, an underexplored capability in
LLMs. Thus, these benchmarks assess distinct yet complementary capabilities for scientific workflow
automation. The most closely related benchmark is FEABench [31], which evaluates the ability of
LLMs as agents for solving PDEs using COMSOL, a commercial finite element analysis software
that requires a license of several thousand dollars per year. In contrast, our work is a comprehensive
benchmark that consists of domain-specific knowledge, reasoning, and OpenFOAM [22]workflow
automation, one of the most widely used open-source numerical simulation software.

LLM benchmarks for code generation Code generation benchmarks such as MBPP [3]], Hu-
manEval [12]], DS-1000 [27], and SWE-Bench [24] evaluate general coding yet lack the complexity
of scientific and engineering tasks. These require understanding advanced concepts and implementing
sophisticated algorithms that involve specialized libraries. SciCode [50] is a related scientific coding
benchmark, but their CFD examples-1D heat transfer and 1D Burgers equation-are far from enough
to represent the algorithmic, physical, and geometrical complexity in CFD. There is a clear need for a
comprehensive code generation benchmark that meets the scientific standards for CFD.

3 CFDLLMBench: a benchmark suite for evaluating LLLMs in CFD

We present CFDLLMBench, which holistically assesses three capabilities of LLMs necessary to
perform CFD-related tasks (Figure[I). We begin with CFDQuery which evaluates graduate-level
conceptual understanding, after which the benchmark progresses to the application of this knowledge
through CFDCodeBench, where LLMs must use numerical and physical reasoning over a description
of a physical problem to correctly generate CFD code in Python. Finally, the most practical and
challenging benchmark task is FoamBench, where LLMs write input files for a CFD software suite



100
101

102
103
104
105
106
107
108
109
110

111

112
113
114
115
116

117
118
119
120
121
122
123
124
125
126
127
128
129

130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145

146
147
148
149
150
151
152

that must correctly pre-process, configure, and execute simulations given physical context expressed
in natural language.

OpenFOAM OpenFOAM (53] is an open-source, license-free CFD software suite (a collection of
software for fluid-flow simulation that covers meshing, solving, and post-processing) widely used in
academia and industry. OpenFOAM projects have a precise file organization and various configuration
and source files arranged in a strict folder hierarchy. OpenFOAM’s accessibility, extensibility, and rich
community resources make it an attractive platform for an LLM benchmark. However, automating
OpenFOAM workflows poses significant challenges for language models and agents. Writing code
for OpenFOAM requires long-context understanding to track simulation parameters across multiple
files, domain-specific tool usage, and accurate implementation of complex physical models. The third
benchmark task in our suite, FoamBench, uses OpenFOAM as the underlying CFD software suite.

3.1 Datasets Overview

CFDQuery This dataset consists of 108 multiple-choice questions pertaining to CFD curated by
three domain experts. These questions probe core concepts in fluid mechanics, linear algebra, and
numerical methods, with source materials adapted from both web-scraped content and CFD lecture
notes. The solution to these problems require the LLMs to have deep knowledge about topics in CFD
like linear algebra, numerical methods and fluid dynamics.

CFDCodeBench This dataset consists of 24 CFD problems that require LLMs to generate Python
code for their numerical solution. Each problem is described in natural language and specifies
the governing Partial Differential Equation (PDE), boundary and initial conditions, the spatial and
temporal domain, and the target variable(s) to be computed and saved. The dataset includes both
1D and 2D problems, spanning linear and nonlinear PDEs, representative of those encountered in
the CFD domain. Reference solutions are provided either as closed-form analytical expressions or
as expert-authored Python implementations. Further details can be found in Appendix[A.2] Our 24
coding problems span fluid mechanics, thermal transport, and turbulence, include both 1D and 2D
simulation scenarios, extending beyond prior work in terms of complexity, which only evaluates
the 1D heat transfer and 1D Burgers’ equation [50], in both scope and complexity. Solving these
problems requires not only reasoning about the physics but also integrating numerical methods,
discretization schemes, and data handling into coherent, executable Python scripts containing 70 lines
of code on average per problem.

FoamBench This task requires LLMs to generate all input files for an OpenFOAM simulation using
the proper project folder structure and for the simulation to execute correctly, producing a physically
accurate result with respect to a reference project. It consists of 126 OpenFOAM cases spread over
more than 15 distinct geometric and physics scenarios. This dataset is further divided into two. (1)
FoamBench Basic: This consists of 110 OpenFoam cases obtained from 11 tutorial cases [S3]]. We
create variations within them by altering the boundary conditions and the parametric values on a case-
specific basis (more details can be found in Appendix[A.3.1). (2) FoamBench Advanced: This consists
of 16 challenging OpenFOAM cases, which are not similar to the tutorials and are hand-crafted by
CFD experts. Unlike Basic, the Advanced split tasks LLMs with choosing a proper turbulence model,
creating a new geometry, and creating an appropriate mesh, based on the natural language input,
without potentially relying on a tutorial project for guidance. For example, in the Advanced flow over
double square case, the prompt specifies two square obstacles with details of their location and size.
The LLM must correctly understand this prompt, then use appropriate one or more meshing tools
from the OpenFOAM suite (e.g. blockMesh) to generate a valid computational mesh. Such cases
bring us closer to real-world scenarios, where engineers analyze flow over complex geometries based
on design specifications. Further details of the cases are provided in Appendix

For each case in FoamBench, the prompt (Appendix [A.3.T) is designed to be concise and sufficient.
The prompt contains (1) a clear description of the problem (e.g., flow over a cylinder), physical
scenario (compressible or incompressible), geometry including computational domain and obstacle
locations (with retrieval mechanisms handling complex geometries) and specifies the exact Open-
FOAM solver for consistency; (2) the boundary conditions, relevant parameters (viscosity, Prandtl
number), turbulence models (e.g., £ — €, SA, LES), and specifies the timestep and solution-saving
intervals for comparison against reference solutions.
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3.2 Dataset Creation

In this section, we describe the dataset curation process. Due to the complex and technical nature of
our benchmark, we relied on human experts at several stages during the creation of CFDLLMBench,
involving them in both curation of data from existing sources, as well as authoring new content for
the benchmark. A complete description of our process is presented in Appendix [A]

Expert contributors For all three datasets, human experts curated or authored the initial set of
problems. Our team of experts included six domain experts with advanced degrees and professional
experience in the field of CFD, including two doctoral students, one Master’s student, one undergrad-
uate student, one post-doctoral researcher, and one university professor, with the latter two reviewing
the work of the other four at each step. Despite being experts in CFD, they were still provided an
orientation ahead of the curation process. For CFDQuery, the human experts created the multiple
choice problems, and for CFDCodeBench, the human experts authored descriptions for the advanced
problems by reviewing the source code. For FoamBench, the experts curated the dataset by varying
parameters and boundary conditions for the tutorial problems, designing novel geometries for the
non-tutorial cases, and authoring corresponding prompts based on the case files to guide LLMs in
generating valid simulation setups. While the nature of the human work did not warrant an IRB
review, we nevertheless followed all ethical norms and standards of the host academic institute when
performing the human tasks for this dataset. All human experts involved are individuals involved in
the project and well-compensated for their time.

Data sources For this benchmark, we ensured that we only used highly vetted data sources. The
CFDQuery dataset was created exclusively for this benchmark, but the reference sources include
university-level CFD lecture notes and vetted online sources. The problems in CFDCodeBench
were curated from publicly available GitHub repositories and established numerical solver packages,
including CFD Python: the 12 Steps to Navier-Stokes Equations repository [4] and ENGR 491 -
Computational Fluid Dynamics, while more challenging scenarios were curated from the Dedalus
Project [L1]]. For FoamBench, we curated the dataset based on the 11 OpenFOAM tutorials [53]].

Quality assessment Since the solutions to our problems include objective, scientific answers, we
did not perform traditional measures of human agreement. Rather, we went through an iterative
process of review and revision of human work by independent experts to ensure the quality of the
work. This review included both human-curated and human-authored portions of the benchmark.

3.3 [Evaluation Metrics

Here we define expert-informed metrics used to assess performance on CFDLLMBench.

CFDQuery We evaluate multiple choice accuracy using a single standard accuracy metric, Success
Rate, defined as ratio of the number of correctly answered questions to the total number of questions.

CFDCodeBench We evaluate an LLM’s ability to generate executable and physically accurate
python code for the numerical solution of a given CFD problem using four metrics. The holistic
metric we use has three components: code executability, relative numerical error, and numerical
convergence. We aggregate these three into a single score, which we call the Success Rate. 1)
Executability (Mx.): This is a binary metric which takes on a value of 1 if the LLM generated
python code executes successfully and O is it is a failure. This metric is akin to the common pass@ 1
metric [[12]. 2) Relative Error (Mnysg): We compare the LLM generated solution to the reference
solution at the final time of the prescribed simulation interval. A normalized mean squared error
percentage is calculated and a score is assigned based on the value of the NMSE percentage given by

SN = )2 1, NMSE < 10%,
NMSE% = ==L 0 =Y 5100, Myyse = § 05, 10% < NMSE <30%., (1)
=1 ¥ 0, NMSE > 30%.

An Mnumsk of 0 means the solution is not physically accurate while a score of 0.5 is considered
partial success. A score of 1 means the solution is acceptably accurate. 3) Numerical convergence
(M¢onv): To evaluate the numerical convergence of the solution generated by the LLM, we refine both
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the spatial and temporal discretization and assess the corresponding change in relative error. If the
error decreases with mesh and time-step refinement, the solution is deemed convergent and awarded a
score of 1; otherwise, it receives a score of 0. Unlike conventional LLM code generation benchmarks,
we cannot rely on code similarity with respect to a reference solution, as numerical simulation code
can vary significantly in implementation while yielding identical or equivalent solutions. 4) Success
Rate: We also define a stringent criterion to assess successful runs by looking at the fraction of
problems where all three metrics achieve a score of 1. Specifically, defined for each problem i:

M(z) _ {la Méj(zsc =1A Mlsflli/ISE =1A Mc(ézlv =1

1
) R _ § ’ M@
success O7 Other ise, SuCCCSS ate P( p success’

(@)
where K is the total number of problems. This provides us with a stringent measure of the percentage
of problems within the benchmark where the model was able to produce an executable, physically
accurate, and convergent solution.

FoamBench This task requires an LLM to create the required OpenFOAM input files, save them in
appropriate directories, and call different solvers and tools within OpenFOAM to run a physically
accurate simulation, all based on a natural language prompt. Prior work [13] focuses only on the
ability of LLMs to generate files that produces a successful execution of OpenFOAM. Though
executability is important, it does not capture the physical accuracy of the generated solution and
thus fails to provide insights into whether the solution satisfies the user requirements. Text similarity
metrics are widely used in comparing LLM-generated text to human text. For code generation, this is
a useful metric for giving us an idea of how complete the files generated by LLMs are in comparison
to the reference files, but again fails to provide the complete picture.

To tackle these challenges, we use four metrics to evaluate the LLM generated code, capturing code
quality and physical accuracy of the solution, plus a holistic statistic, Success Rate. The details
are as follows. 1) Executability (Mqxec): Similar to CFDCodeBench, we assign a value of 1 for
successful execution of OpenFOAM using LLM generated case files and 0 otherwise. 2) Folder and
File Structure (M,uct): Generating the correct files and placing them in their respective folders
is critical to the successful and accurate execution of the simulation workflow. The absence or
misplacement of files can lead to failed execution of the case and/or inaccuracy of the generated
output. Here, we use the ROUGE similarity metric [32] to compare the reference folder structure of
the OpenFOAM cases with the LLM generated folder structure and provide a score between 0 and 1.
3) File Similarity ()Mg)): This metric compares the content of the generated files with the reference
OpenFOAM files using the ROUGE metric. 4) Relative Error (Mnyse): We use the same approach
as CFDCodeBench Equation (IJ), comparing the LLM generated solution to a reference solution at
the final time of the prescribed simulation window. 5) Success Rate: We define Success Rate as the
fraction of cases where just Meye. and MnnmsE achieves a score of 1.

3.4 Licensing, Accessibility, and Usability

All problems in our benchmark were collected from open, publicly available sources or were authored
specifically for this benchmark. Accordingly, CFDLLMBench is released under the terms of the
BSD 3-Clause License, making it free to use, modify, and redistribute, including for commercial
purposes, provided that the license conditions are met. Our benchmark pipeline relies exclusively on
free and open-source software, ensuring that it is accessible to all users without the need for paid
subscriptions. Furthermore, we release not only the dataset (prompts), but also the complete codebase,
fully containerized with Docker, to enable reproducibility. This comprehensive release allows future
researchers to easily utilize, reproduce, or extend our benchmark with minimal overhead.

4 Experiments

In this section, we present results across a wide range of LLMs and agent frameworks that demonstrate
the difficulty and realism of our benchmark.
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4.1 Experimental Setup

For benchmark tasks, we compare the performance of five closed-weight models including Claude
Sonnet 3.5 [2]], 03-mini [38]], Gemini 2.5 Flash [17]], Claude Haiku 3.5 [2]], and GPT-40 [37], and
one open-source model Gemma-2-9B-IT [49]]. The temperature parameter is set to 0.0 for the
models in evaluation in all experiments, except for 03-mini, which does not allow us to change the
default temperature parameters and the value of this parameter is undisclosed. On CFDQuery and
CFDCodeBench, LLMs use a standard zero-shot prompt template that describes the task and the
output format. For FoamBench, we evaluate LLMs zero-shot, as well as with agentic frameworks
(described next). We use OpenFOAM v10 for all experiments.

Agentic frameworks for FoamBench Automating OpenFOAM using LLM is a complicated task,
which we find benefits from agentic frameworks. Hence, for FoamBench, we not only compare
various LLMs, but we also compare two agentic frameworks: MetaOpenFoam and Foam-
Agent [54]. Both of them assign agent roles for Retrieval-Augmented Generation (RAG) , file
generation, running, and reviewing (Reviewer). These components enable the system to retrieve files
from similar simulations to use as exemplars and to get intermediate feedback for re-attempting file
generation if necessary. To assess the individual contributions of these components, we benchmark
three configurations: (1) with RAG, with Reviewer; (2) with RAG, without Reviewer (3) without
RAG, with Reviewer. The absence of RAG and Reviewer indicates zero-shot LLM prompting-based
generation, which is used as a baseline to compare the improvements due to these agent roles.

4.2 Results

The Success Rate of different models for the three benchmark tasks is shown in Figure 2] The
FoamBench results are from the Foam-Agent framework, consisting of RAG and Reviewer, and using
Sonnet 3.5, as this configuration yielded the strongest performance in our evaluations. Detailed
FoamBench results are shown in Table[d] All closed-weight models perform well on CFDQuery,
while the open sourced model could only answer 60% of the questions correctly. O3-mini performs
the best in this task, which is not unexpected as it excels at logical reasoning and structured responses,
producing 92% correct answers. On CFDCodebench and FoamBench, we see a drastic fall in Success
Rate dropping to 14% in CFDCodeBench and 34% FoamBench Basic and 25% in FoamBench
Advanced for the best performing models. It is interesting to note that Sonnet 3.5 performs the best
among other models by some margin in FoamBench, which is not seen in the other tasks. However, it
costs higher per run on average ($6.56) than, e.g., GPT-40 ($0.42)-see Table

CFDCodeBench Figure [Jillustrates the breakdown of metric scores and Success Rate as defined
in Section [3.3] for different models. The accuracy and convergence metrics highlight the importance
of holistic evaluation beyond syntactic correctness, which is often lacking in studies.
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Figure 3: Average metric score and Success Rate for CFDCodeBench. The Success Rate for even the best
performing models are around 14%, suggesting the challenging nature of the problems in this benchmark.

FoamBench Average metric scores and Success Rate of different models using the Foam-Agent
framework with RAG and Reviewer is shown in Figure[d] Sonnet 3.5 was found to the best performing
model for FoamBench tasks. The results of non-agentic zero-shot prompting with Sonnet 3.5
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is provided in Table [T] to serve as a baseline for improvements due to the RAG and Reviewer
roles (Table[2). This table also shows a comprehensive comparison between the two frameworks,
MetaOpenFOAM and Foam-Agent, on FoamBench Basic and Advanced datasets. Detailed results on
the impact of different models, framework and variations are provided in Appendix B}

Table 1: Zero-shot prompt LLM performance with Sonnet 3.5 (best performing model) on FoamBench Basic
and Advanced.

Dataset Mexec Mgtruct Meie MnxMSE Success Rate
FoamBench Basic 0.064 0.670 0.506 0.050 0.045
FoamBench Advanced 0.017 0.773 0.573 0.009 0.007
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Figure 4: Average metric score and Success Rate for different models on FoamBench using Foam-Agent
framework with RAG and reviewer. The Success Rate for even the best performing model (Sonnet 3.5) is 34%
in basic dataset and 25% in the advanced dataset.

5 Discussion

Importance of physical and numerical accuracy metrics While all models demonstrate strong
performance on CFDQuery—with Success Rate ranging from 60% (Gemma-2-9B-IT) to 92% (03-
mini), performance significantly declines on tasks requiring physical and numerical accuracy. To
provide a holistic evaluation of model performance in CFDCodeBench and FoamBench, we reported
multiple metrics and the stricter Success Rate. The latter aggregates success across code executability
Mexec, numerical convergence My, and physical accuracy Mnwse, offering a practical view of
model capabilities. From Figure[3] it is evident that most closed-weights models produce executable
Python code in over 60% of cases, but these numbers are significantly worse for physical and
numerical accuracy. For instance, in FoamBench Basic, the best Foam-Agent (Table|z|) achieves good
coding metrics Moyee = 0.836, Mytruct = 0.879, Mg = 0.778, but the Success Rate is only 34%
because of low physical accuracy. We see that the LLMs often fail to fully understand the prompts and
lack domain-specific reasoning required to correctly apply fundamental CFD concepts—such as flux
discretization schemes, appropriate time integration strategies, and consistent boundary treatments.
This highlights a critical gap in current models’ capabilities when it comes to generating reliable and
physically consistent CFD code.

Zero-shot prompting for OpenFOAM Zero-shot prompting produces close to 0% Success Rate
even for the best performing model (Sonnet 3.5) as shown in Table[T] highlighting the need for agentic
frameworks when it comes to running OpenFOAM. For example, it is difficult for current LLMs to
produce all of the required input files in a zero-shot manner. We observe that Sonnet 3.5 and 03-mini
(Appendix [B.T) have the most successful zero-shot runs.

Role of RAG and Reviewer RAG provides the framework with similar simulation files and the
Reviewer allows for a trial and error approach to running OpenFOAM cases, mimicking human
troubleshooting. The absence of either decreases the Success Rate by approximately 10% (Table[2),
underscoring their critical roles in achieving optimal performance within the proposed framework.
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Table 2: Component-wise mean scores and Success Rate for Claude Sonnet 3.5 on FoamBench Basic and
Advanced, comparing MetaOpenFOAM vs. Foam-Agent.

Dataset  Variation MetaOpenFOAM Foam-Agent

Success Success
Mexec Mstruct Mfile MNMsE  Rate Mexee Mstruct Meile MNmse — Rate

RAG + Reviewer 0.555 0.883 0.763 0.173 0.136 0836 0879 0.778 0.427 0.336
RAG + No Reviewer 0.064  0.810 0.728  0.023 0.009 0373 0.668 0599 0232  0.200
No RAG + Reviewer 0.400  0.747  0.522  0.195 0.145 0473  0.862 0.647 0.291 0.245

RAG + Reviewer 0.125  0.775 0599  0.125 0.125 0.625 0.792 0.621 0406 = 0.250
RAG + No Reviewer 0.000  0.743  0.594 0.000  0.000 0.188 0.771 0.609 0.156  0.125
No RAG + Reviewer 0.375  0.655 0451 0344  0.187 0250 0.806 0.592 0.188 0.125

FoamBench
Basic

FoamBench
Advanced

Geometry/Mesh
. . o  Creation
Perform an incompressible turbulent flow simulation over two square fm
obstacle using the SpalartAllmaras turbulence model and pimpleFoam
solver. The computational domain spans 0 to 5 in x direction and 0 to 2.5
in y direction and -0.5 to 0.5 in z direction. One of the square obstacle is of Human OpenFOAM
size 1 unitx 1 unit x 1 unit centered at 1.5, 1.25, 0.0 and the other square EXPEI‘t
obstacle is of size 1 unit x 1 unit x 1 unit centered at 3.5, 1.25, 0.0. The left
boundary is the inlet which uses a uniform velocity of (1,0,0) m/s. The
right boundary is the outlet using zero gradient pressure condition. The Geometry/Mesh
rectangular obstacle also has no-slip boundary condition on its surface. y
The kinematic viscosity is 2e-6 m2/s. Use a deltaT of 0.5 s and run till a tgl Creation
final time of 5 s. Write the results at every 0.5 s. aD
Foam-Agent with RAG
Prompt and Reviewer using
Sonnet 3.5

Figure 5: Comparison of the geometry and mesh generated by the Foam-Agent [54] (RAG and Reviewer) with
Sonnet 3.5 for the doubleSquare case against human expert.

Spatial reasoning The CFD simulation workflows in FoamBench have preprocessing steps where
a correct geometry and mesh file must be generated by the LLM. To handle real-world workflows,
LLMs should be able to extrapolate to novel geometries. We highlight a particular case from
FoamBench Advanced, doubleSquare, which is an incompressible flow over two square obstacles.
The geometry produced by the Foam-Agent, in comparison to the reference geometry, is visualized in
Figure[5] The prompt clearly defines the location of the obstacles, but the lack of spatial reasoning
capabilities in LLMs appears to produce an incorrect geometry and mesh. We highlight that the
ability of LLMs to understand geometry is a major area in need of improvement.

6 Limitations

First, one limitation of our work is that we currently do not provide human baselines for benchmark
tasks. This is primarily due to the difficulty in determining appropriate human baselines, since the
ability of a human to solve these problems depends on their domain knowledge, which is hard to
quantify. For example, in a future iteration of the benchmark, we may explore adding a human
baseline measuring the time taken for experts to solve these problems. Second, we did not perform
an extensive automated prompt tuning for the baselines. Additional prompt engineering for the tasks,
as well as automatic design of an agentic framework, may lead to stronger baseline performance.

7 Conclusion

In this work, we introduced CFDLLMBench, the first benchmark to holistically evaluate graduate-
level knowledge, numerical and physical reasoning, and practical simulation capabilities of LLMs
for CFD. We accomplish this by structuring the benchmark into three progressively challenging
tiers, namely, CFDQuery, CFDCodeBench, and FoamBench. Our results highlight both the promise
and the current limitations of LLMs in solving advanced scientific workflow automation problems,
which require software expertise such as tool-calling and long-context understanding, as well as
accurate physical modeling. We expect that CFDLLMBench will serve as a valuable testbed for
advancing LLM capabilities in scientific computing, and encourage future work on domain-grounded,
execution-based benchmarks across other areas of science and engineering.
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: The abstract and introduction clearly state the creation of a benchmark suite
(CFDLLMBench) targeting three core CFD-related competencies, which is consistently
supported by the rest of the paper’s experiments and scope.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

. Limitations

Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: Section 6 of the paper explicitly acknowledges limitations, including the lack
of human baselines and minimal prompt tuning, and discusses how these could impact
results and future directions in overcoming them.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: The paper does not present formal theoretical results or proofs; it is an empirical
benchmark study.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

» The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The benchmark datasets, evaluation metrics, and experimental setups are
thoroughly described, with mention of Docker-based reproducibility and code/data release
(Section 3.4). The code is provided to the reviewers and will be fully public by camera ready
deadline. The datasets are also shared using private link in Harvard Dataverse. The data
too will be made public by the camera ready deadline. The code and dataset are awaiting
internal review before public release.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The authors state that the dataset and containerized codebase will be released
under a permissive open-source license (e.g., BSD 3-Clause) (Section 3.4). The code and
dataset will be made available to reviewers and will be made public by the corresponding
deadline for the same. The code and data are undergoing internal review before public
release. The codebase is compressed into a zip file and uploaded to the Supplementary
Material.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

 Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Section 4.1 describes the models used, prompting formats, agent configurations,
and evaluation frameworks; additional dataset details are included in the Appendix.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
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Answer:

Justification: While detailed metric breakdowns are provided, there are no error bars or
statistical variability reported for performance metrics across runs. Error bars would require
multiple experimental runs, which would be costly considering the experiments are done
using closed-weight LLMs.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

* For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [NA]

Justification: The study does not involve usage of GPU time for training. All models are
called using closed weights model API. Hence it did not account for any compute time
of the authors. Further, the token usage for the models including API cost and number of
reviewer runs are given in the appendix (Table[3).

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The authors mention adherence to institutional ethical standards, and no ethical
violations are apparent in data usage or methodology (Section 3.2).

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

17


https://neurips.cc/public/EthicsGuidelines

702
703
704
705

706

710
71

712

713

714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729

731
732
733
734

735

736
737
738

739

740
741
742
743

744

745
746
747
748
749
750
751
752
753
754

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

¢ The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer:

Justification: The paper focuses on technical aspects and does not include a broader impact
section analyzing societal implications of automating CFD workflows.

Guidelines:

» The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

* Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

 The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: The paper does not release any pretrained language models or scraped datasets
and poses no high risk for misuse. It provides only a benchmark suite (CFDLLMBench)
based on curated or openly available scientific problems, with no sensitive or dual-use
content.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.
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12.

13.

14.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The paper uses only open-source and publicly available datasets, such as
OpenFOAM tutorials [53]], CFD Python, and Dedalus. These sources are properly cited

(see Section 3.2), and the authors affirm that all assets are used under appropriate licenses
without restrictions. The license and accessibility are addressed in Section 3.4.

Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: The paper introduces CFDLLMBench, a new benchmark suite consisting of
three datasets (CFDQuery, CFDCodeBench, and FoamBench). The datasets are described
in detail in Sections 3.1-3.4, and the paper states that the full codebase and assets will be
released with a Docker container and documentation to support reproducibility.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes]

Justification: The paper does not involve crowdsourcing but does involve expert human
contributors for dataset creation. Section 3.2 confirms that all contributors were part of the
project team and were “well-compensated” in accordance with ethical norms of the host
academic institution.

Guidelines:
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15.

16.

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: No IRB approval was required because the human work (curation by expert
collaborators) did not involve traditional human-subjects research. The paper explicitly
notes that IRB review was not warranted but that ethical norms were followed (Section 3.2).

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]

Justification: The entire benchmark is explicitly designed to evaluate LLMs, and their use is
central to all experiments. Multiple models and agentic frameworks involving LLMs are
described and compared in detail (Sections 1, 3, and 4).

Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

* Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for
what should or should not be described.
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