
Learning from Implicit User Feedback, Demographic Information and
User Emotions in Task-Oriented Document-Grounded Dialogues

Anonymous ACL submission

Abstract
Trustworthiness, interaction quality and empa-001
thy have a great influence on whether users002
accept a dialogue system. To address this, re-003
cent works on open-domain dialogues suggest004
to learn from implicit user feedback or to con-005
sider demographic information and user emo-006
tions in response generation to improve genera-007
tion accuracy and user engagement. However,008
for task-oriented and document-grounded di-009
alogue systems, task completion and factual010
consistency of the generated responses are al-011
most more important. The impact of such data012
on these quality criteria is not yet known. To013
address this gap, we (1) introduce FEDI, the014
first English task-oriented document-grounded015
dialogue dataset annotated with implicit user016
feedback, demographic information and user017
emotions, and (2) investigate the impact of in-018
cluding such data on task completion, and the019
factual consistency of responses generated by020
Flan-T5, GPT-2, and Llama 2. Our results show021
a particularly positive impact on task comple-022
tion and factual consistency, and that responses023
generated by models trained with implicit user024
feedback are preferred by human users.1025

1 Introduction026

Trustworthiness, interaction quality and empathy027

have a great influence on whether users accept a028

dialogue system (Pelau et al., 2021). In this respect,029

the ability to recover from generation errors, us-030

ing culturally familiar communication styles and031

being empathetic with users are key characteris-032

tics (Minjin Rheu and Huh-Yoo, 2021; Chaves and033

Gerosa, 2021). For example, in the second utter-034

ance of Figure 1, the system misinterprets Clau-035

dia’s question resulting in an incorrect response036

that affects her emotional state and she now asks037

the system for clarification. After the system has038

generated a more suitable response, she is satis-039

fied, her emotional state changes again and she040

1 Code and data are available in [placeholder].

That's great to hear! [Does your insurance cover flood
damage that may occur in my home?]question

[If the illness causes disability lower than the deductible, the
insured person does not receive compensation.]evidence

Ehm. What? That's not what I asked for. My question was
about heritage insurance.

Intent: Question Answering, Emotion: Confusion,  
User Reaction Type: Ask for Clarification

Intent: Question Answering, Emotion: Curiosity

Intent: Question Answering,  
Generation Error Type: Topic Transition Error

Oh, I'm sorry for the confusion. [Yes. Flood damage is cov-
ered by our heritage insurance.]evidence Does this answer
your question?
Intent: Question Answering

Yes. This answers my question. Thank you so much! [How is
the amount of damage determined?]question
Intent: Question Answering, Emotion: Happiness

... replying ...

Language Style: Informal 
Demographics:  
    Name: Claudia    Gender: Female 
    Age: Between 30 and 45 Occupation: Lawyer  

...

Figure 1: A feedback dialogue from FEDI. User emo-
tion and implicit user feedback annotations (generation
error and user reaction types) are beneath the utterances.

asks the system another question. To address this 041

in response generation, learning from implicit user 042

feedback (Hancock et al., 2019; Veron et al., 2021; 043

Xu et al., 2023b), such as a correction or ques- 044

tion in response to a generation error in the pre- 045

ceding system utterance, considering demographic 046

information (Lee et al., 2022; Zhang et al., 2018), 047

such as age, occupation or language style, and user 048

emotions (Rashkin et al., 2019; Hsu et al., 2018; 049

Hwang et al., 2023) are promising approaches for 050

improving the generation accuracy and user engage- 051

ment in open-domain dialogue systems. However, 052

for task-oriented and document-grounded dialogue 053

systems, task completion and factual consistency 054

of the generated responses, are almost more im- 055

portant (Budzianowski et al., 2018; Nekvinda and 056

Dušek, 2021; Honovich et al., 2021). Although 057

some work is available for learning from implicit 058
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Dataset Source Type Demographic
Information

User
Emotions

Implicit User
Feedback #Dialogues Avg. Num.

of Turns
Avg. Utt.
Length

Lexical
Diversity

EmoWOZ
(Feng et al., 2022)

Crowdsourced

Task-Oriented ✓ 12k 9.5 8.2 55.7

FITS
(Xu et al., 2023b)

Document-
Grounded

✓ 22k 7.1 15.0 52.8

Blenderbot 3x
(Xu et al., 2023a)

Open-Domain

✓ 261k 11.3 14.2 47.3

SaferDialogues
(Ung et al., 2022)

✓ 8k 2.5 14.8 53.3

EmotionLines
(Hsu et al., 2018)

✓ 1k 7.3 7.8 68.5

EmpatheticDialogues
(Rashkin et al., 2019)

✓ 25k 4.3 13.7 64.2

SODA
(Kim et al., 2023)

LLM-
Generated

Open-Domain
✓ 1.5M 7.6 16.1 68.0

PersonaChatGen
(Lee et al., 2022)

✓ 1.6k 16.0 9.5 56.7

FEDI LLM-
Generated

Task-Oriented
Document-
Grounded

✓ ✓ ✓ 8.8k 7.6 16.8 62.1

Table 1: Comparison of FEDI to other datasets that provide related annotations. FEDI is comparable with other
LLM-generated datasets in terms of avg. turn and utterance length, and has a higher lexical diversity than many of
the crowdsourced datasets2.

user feedback in such systems (Wang et al., 2019;059

Veron et al., 2021; Mazumder et al., 2020), the im-060

pact of such data on these quality criteria is not yet061

known.062

In this work, we address this gap by (1) introduc-063

ing FEDI, the first English task-oriented document-064

grounded dialogue dataset annotated with im-065

plicit user Feedback, Emotions and Demographic066

Information, and (2) investigating the impact of067

including such data on task completion and fac-068

tual consistency of the generated responses using069

three state-of-the-art language generation models,070

i.e., Flan-T5 (Chung et al., 2022), GPT-2 (Radford071

et al., 2019) and Llama 2 (Touvron et al., 2023b).072

We use GPT-3.5-Turbo3 to generate and annotate073

the training and validation data of FEDI, and recruit074

humans to assess its quality and to collect a separate075

set of test dialogues. In summary, we provide these076

contributions:077

1. FEDI, the first task-oriented document-078

grounded dialogue dataset for learning from079

implicit user feedback, demographic informa-080

tion and user emotions.081

2. New experimental insights showing that in-082

cluding such data has a positive impact on083

task completion and factual consistency of the084

generated responses.085

2We used the Python package lexical-diversity v0.1.1 for
calculation (last accessed 04 January 2024), which implements
the approach proposed by McCarthy and Jarvis (2010).

3OpenAI GPT-3.5 Model Page (last accessed on 02 January
2024). The model is based on Ouyang et al. (2022). The data
was generated between March and June 2023.

3. A framework for generating and annotating 086

task-oriented document-grounded feedback- 087

annotated dialogue data. 088

FEDI is comparable to other related datasets in 089

terms of size, lexical diversity and dialogue length 090

(see Table 1). In our analysis, we provide insights 091

into the quality of the generated annotations. 092

2 Related Work 093

Methodically Recent work on open-domain dia- 094

logue systems shows that considering demographic 095

information has a positive impact on generation 096

accuracy and user engagement in open-domain dia- 097

logue systems (Hwang et al., 2023; Lee et al., 2022; 098

Zhang et al., 2018; Siddique et al., 2022; Luo et al., 099

2019). This is similar for user emotions (Firdaus 100

et al., 2020; Rashkin et al., 2019; Hsu et al., 2018). 101

Using implicit user feedback for this purpose usu- 102

ally requires to train the model with the feedback 103

data (Ung et al., 2022; Xu et al., 2023a; Veron et al., 104

2021). In this respect, continual learning has shown 105

to be very promising (Xu et al., 2023b; Hancock 106

et al., 2019). This also applies to task-oriented di- 107

alogue systems (Wang et al., 2019; Veron et al., 108

2021; Mazumder et al., 2020). However, as for 109

open-domain dialogue systems, these approaches 110

focus only on the impact on generation accuracy 111

and ignore task completion, which is important 112

to task-oriented dialogue systems (Budzianowski 113

et al., 2018; Nekvinda and Dušek, 2021). 114

Datasets Table 1 gives a comparison of the 115

datasets resulting from the aforementioned works. 116
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For task-oriented dialogues, EmoWOZ (Feng et al.,117

2022) provides annotations for user emotions, but118

focuses only on the task of emotion recognition in119

its experiments. FITS (Xu et al., 2023b) is actually120

an open-domain dialogue dataset, but provides an-121

notations for knowledge documents (which is why122

we classify it as document-grounded). However,123

regarding implicit user feedback, it does not dis-124

tinguish between different types, e.g., whether the125

user responds with a correction or asks for clarifi-126

cation, and is limited to generation errors specific127

to its tasks. This also applies to the other datasets128

annotated with implicit user feedback (Xu et al.,129

2023a; Ung et al., 2022). The table also shows130

that most of the available datasets are the result of131

crowdsourcing efforts, often leading to datasets of132

varying quality due to, e.g., methodical artifacts or133

annotator biases (Yang et al., 2023; Parmar et al.,134

2023; Thorn Jakobsen et al., 2022; Prabhakaran135

et al., 2021). As an alternative, recent works sug-136

gest synthetic data generation using large language137

models as a more efficient approach to generate138

high-quality dialogue data (Kim et al., 2023; Li139

et al., 2023; Lee et al., 2022), despite their tendency140

to generate hallucinated or harmful output (Ji et al.,141

2023; Zhang et al., 2023; Malaviya et al., 2023).142

In this work, we generate a dataset to investigate143

the impact of including implicit user feedback, de-144

mographic information and user emotions on task145

completion and factual consistency of the generated146

responses in task-oriented document-grounded dia-147

logues. We use the taxonomies provided by Petrak148

et al. (2023) to cover a variety of generation errors149

and implicit user feedback types. To address the150

potential limitations of synthetic data, we recruit151

human annotators for quality assessment, curation,152

and to collect a separate set of test dialogues.153

3 FEDI154

FEDI covers four use cases for task-oriented155

document-grounded dialogue systems from three156

domains, including post office services, reception-157

ist services and customer services in the insurance158

domain. For post office services, we include (1)159

customer support for parcel shipping, i.e., guiding160

them through the process of parcel shipping from161

choosing the right shipping box to informing them162

about the approximate delivery time, and (2) top-163

ping up a prepaid SIM card. For receptionist and164

customer services in the insurance domain, we in-165

clude one use case each, i.e., access control (the166

reception and registration of new visitors in office 167

buildings) and question answering (in the context 168

of financial topics and pet, health and heritage in- 169

surance). The question answering dialogues are 170

additionally annotated with the documents that pro- 171

vide the knowledge required for response genera- 172

tion. Appendix A describes the tasks in more detail, 173

including slots, intents, examples, and document 174

sources. 175

Implicit User Feedback For the generation and 176

annotation of implicit user feedback, we use the 177

user reaction type taxonomy proposed by Petrak 178

et al. (2023), which distinguishes five user reaction 179

types in response to generation errors in preceding 180

system utterances, including Ignore and Continue, 181

Repeat or Rephrase, Make Aware With Correc- 182

tion, Make Aware Without Correction, and Ask for 183

Clarification. For generation errors in system utter- 184

ances, they also propose an error taxonomy of ten 185

types, nine of which are relevant for task-oriented 186

document-grounded dialogues, such as Ignore Re- 187

quest, Attribute Error, Factually Incorrect, or Lack 188

of Sociality. Definitions, further details and exam- 189

ples can be found in Appendix B. 190

Demographic Information We consider gender, 191

age, occupation, name, and language style as de- 192

mographic information in this work. Overall, we 193

distinguish 12 different language styles, such as for- 194

mal, dialect and jargon, five demographic cohorts, 195

ranging from Boomers (born between 1952 and 196

1962) to Generation Alpha (born between 2007 and 197

2016), a variety of 1, 155 occupations, and 2, 000 198

names. We provide more details, including data 199

sources in Appendix B. 200

User Emotions We use the taxonomy from Emo- 201

tionLines (Hsu et al., 2018), which covers seven 202

different emotions, including Neutral, Joy (which 203

we refer to as Happiness), Sadness, Surprise, Fear, 204

Anger, and Disgust. We extend this list with four 205

emotion types we found to be relevant in related 206

work (Kim et al., 2023; Rashkin et al., 2019), 207

including Confusion, Curiosity, Frustration, and 208

Stress. We consider Confusion, Frustration, Fear, 209

Sadness, Disgust, Stress, and Anger as negative 210

emotions. 211

Problem Formulation We define a dialogue as 212

a set of multiple turns T . Each turn consists of 213

two utterances, a user utterance Ut and a system 214

utterance St. Given the dialogue context C = 215
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Task Description

Language: Informal
Age: 15 - 30 years
Occupation: Musician

At the post office, the system helps the human to
choose the right shipping box (if needed).
Therefore, the system first needs to clarify whether
the human needs a new shipping box or ...

! Feedback Scenario
During parcel choice ..., the system fails to tell
... . The human responds by making the system
aware of the error and correcting it by saying, 
"You forgot to tell me how long delivery ...". 

Demographic Information

Destination: Germany 
Weight: 3kg
Deliv. Option: Express

1.  Neutral 
3.  Stress 
5.  Frustration
...

Package required: 
I need a box.
...

Emotion Annotations

Slot Annotations

Gender: Male
Name: Angelo

Task Description
At the post office, the system helps the human to
choose the right shipping box (if needed).
Therefore, the system first needs to clarify whether
the human needs a new shipping box or ...

! Error and User Reaction Type
... The Ignore Expectation error refers to a situation
in which ... . For example, ... . Users commonly
react to such errors by drawing the system's
attention to them and providing a correction, ....

Feedback Scenarios
Dialogue Generation

5
 User: Haven't you forgotten something?  
 How long will the delivery take? It  must   
 arrive quickly. 

2
 System: Well, can you tell me how much 
 your items weigh and how fast you need   
 them to get there? 

3
 User: I need express delivery and the   
 merch weighs about 3kg. Hurry up, I don't
 have all day! 

4
 System: I recommend a small-sized box.
 You can find in on the shelf to your right.   
 Please pack everything carefully and drop  
 the parcel at the counter. 

Annotation Generation

 User: Hey, I need to ship some stuff to 
 Germany. What's the best way to do it?

<

1

Background Story
Angelo is a musician from Italy and
needs to ship some merch to his fans in
Germany. He needs it to arrive no later
than next week, so express delivery is a
must.

Figure 2: Overview of our framework for generating and annotating dialogues. We distinguish feedback-free and
feedback dialogues. The generation of feedback dialogues requires feedback scenarios as additional input.

[T0, ..., Tt−1], and additional information K, the216

task is to predict the user intent It, generate belief217

state Bt and system utterance St:218

(It, Bt, St) = generate(K,C,Ut) (1)219

Depending on whether knowledge from a docu-220

ment Dt is required to generate St or the user emo-221

tion Et, demographic information DI , generation222

error GEt, or implicit user feedback Ft should be223

considered, K = {Dt, DI,Et, GEt, Ft}. DI in-224

cludes the user’s gender, age range, occupation,225

name, and language style. Belief state Bt includes226

the slot values inferred from the dialogue context227

C, which may be used to query knowledge from an228

external information retrieval system (Chen et al.,229

2022; Hosseini-Asl et al., 2020), such as the docu-230

ment Dt in the case of customer service or registra-231

tion information in the case of access control.232

4 Framework for Generating and233

Annotating Dialogues234

Figure 2 gives an overview of our framework for235

generating and annotating dialogues. We distin-236

guish feedback-free and feedback dialogues, i.e.,237

dialogues that provide annotations for implicit user238

feedback. However, the procedure for dialogue and239

annotation generation is in general the same for240

both. For each step that involves GPT-3.5-Turbo,241

we require the model to return the results in a pre-242

defined JSON scheme. If in one step the genera-243

tion does not match this requirement, the whole244

dialogue is discarded. We provide more details,245

including the instructions used in this procedure, in246

Appendix C.247

4.1 General Approach to Dialogue Generation 248

For dialogue generation, we provide GPT-3.5- 249

Turbo with randomly sampled demographic infor- 250

mation for the user, a task description, and the role 251

of the starting actor, i.e., user or system. As indi- 252

cated by the boxes on the left side of Figure 2, a 253

task description describes the flow of events and in- 254

formation which needs to be conveyed by each role 255

to fulfill the task. In the case of question answering, 256

it also includes a randomly sampled list of docu- 257

ments from the respective topic. Similar to Lee 258

et al. (2022), we instruct the model to use the task 259

description and the demographic information to 260

generate a background story to guide the conversa- 261

tion, such as depicted in the center of Figure 2. We 262

also instruct the model to return the utterance-level 263

annotations for intents (not included in Figure 2) 264

and limit the dialogue to 13 turns, since we found 265

that longer dialogues tend to deviate from the task 266

description. For background stories, we limit the 267

length to five sentences to avoid them becoming a 268

distraction. 269

Annotation Generation For slot annotations, we 270

provide GPT-3.5-Turbo with the generated dia- 271

logue and a list of all slots defined in the task de- 272

scription, possible values and examples4. We also 273

instruct the model to only assign and copy values 274

from the dialogue (to prevent hallucinations) and to 275

return the annotations on utterance-level. For emo- 276

tion annotations, we instruct the model to predict 277

the emotion for each user utterance in the dialogue, 278

given the dialogue and our emotion taxonomy. 279

4We also tried to reduce API calls by combining dialogue
and annotation generation, but found that this does not produce
reliable results.
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4.2 Feedback Dialogues280

Feedback Scenarios A feedback scenario de-281

scribes a generation error and the following implicit282

user feedback. For generation, we provide GPT-283

3.5-Turbo with the task description and a list of ran-284

domly sampled generation error and user reaction285

types. To ensure coherence, feedback scenarios286

must not be mutually exclusive and together form a287

story in the context of the task description. For each288

feedback dialogue, we generate three feedback sce-289

narios that are then used as an additional source for290

dialogue generation (left side of Figure 2)5.291

Feedback Dialogue Generation For feedback292

dialogue generation, we instruct GPT-3.5-Turbo to293

consider each feedback scenario in three utterances294

in the generated dialogue: The system utterance295

with the generation error, a subsequent user utter-296

ance that reflects the user reaction, and a following297

system utterance that addresses the user reaction.298

We consider the generated dialogue as Version 1299

and generate three additional versions of the same300

dialogue, each resolving one of the feedback sce-301

narios (Figure 3).

 Correction

 Correction

 Correction

 Correction

 Correction

 Correction

Version 1 Version 2

Version 3

Feedback Scenario!

Version 4

Feedback Scenario!
Feedback Scenario!

Feedback Scenario!

Feedback Scenario!

Feedback Scenario!

Figure 3: Feedback dialogue generation. Each version
resolves one of the feedback scenarios from Version 1.

302

For each version, we first mask the affected sys-303

tem utterance and generate a replacement using the304

task description and the preceding dialogue con-305

text. Next, we drop the following two utterances,306

since they are directly related to the generation er-307

ror. This way, the conversation continues with the308

next regular user utterance. We continue the pro-309

cess until all feedback turns have been resolved as310

in Version 4. For slot values, we only regenerate311

the annotations for the replaced system utterances312

in Version 2 to 4 and retain the other annotations313

from Version 1.314

5We generate all feedback scenarios for a dialogue at once,
using the same API call.

5 FEDI Analysis 315

FEDI consists of 8,852 dialogues, divided into 316

1,988 feedback-free dialogues, including 326 test 317

dialogues, and 6,864 feedback dialogues (1,716 in 318

four versions, each with one feedback scenario less 319

per dialogue). The test dialogues were collected 320

human-human by eight computer science students 321

in overall 136 paid working hours (see Appendix D 322

for the procedure and details on the hiring process 323

and salary). In the following, we focus on the com- 324

pleteness of generated slot and intent annotations, 325

the distribution of user emotions and the feedback 326

scenarios represented in the dialogues. We pro- 327

vide additional statistical analysis in Appendix E, 328

including split sizes and the distribution of demo- 329

graphic information. In Appendix F, we share our 330

experiences and insights on collecting and annotat- 331

ing dialogue data with humans vs. LLMs. 332

Slot and Intent Annotations Table 2 shows the 333

ratio of dialogues for which intent and slot annota- 334

tions were successful, i.e., dialogues that provide 335

all annotations for intent and required slot values. 336

Task Feedback-Free
Dialogues Feedback Dialogues

Gen. Test Version 1 Version 2 Version 3 Version 4
Parcel
Shipping

0.87 0.51 0.74 0.72 0.70 0.70

Top Up
SIM Card

0.87 0.51 0.74 0.72 0.71 0.69

Access
Control

0.86 0.68 0.82 0.83 0.84 0.84

Question
Answering

0.99 0.87 0.73 0.99 0.99 0.99

Table 2: The table shows the ratio of dialogues that are
complete in the sense that they are annotated with all
intent and slot values6. For the feedback-free dialogues,
we distinguish between generated dialogues (Gen.) and
test dialogues.

We observe large differences between (1) ques- 337

tion answering and the other tasks and (2) gen- 338

erated dialogues and the test dialogues collected 339

by humans. We found that this is mostly due to 340

variations in the slot annotations. While the slot 341

annotation scheme for question answering is rather 342

simple (see Appendix A), this is different for the 343

other tasks where slots often depend on the back- 344

ground story. For example, in the case of parcel 345

shipping, if the user already has a shipping box 346

and just requires information on the shipping pro- 347

cedure, details about available shipping box types 348

are negligible. While human annotators take this 349

6Hallucinated slot values, i.e. slot annotations that do not
occur in the respective utterance, are counted as missing.
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into account and occasionally omit slots that are350

not required based on dialogue motivation, GPT-351

3.5-Turbo just follows our instructions, which in-352

clude all slots as part of the task description. For353

feedback dialogues, we observe that the generated354

corrections not always address the missing informa-355

tion required by the task description. We provide356

more analysis as part of our human curation study357

in Section 6.358

Emotion Annotations Figure 4 shows the distri-359

bution of the five most common emotions observed360

in user utterances from both the feedback-free and361

feedback dialogues7.362

60%

U
se

r U
tte

ra
nc

es

57%

36%

9%

23%
16%14%

9%
13%

2%
6%

Feedback-Free Dialogues
Feedback Dialogues

0%

20%

40%

HappinessConfusion AngerFrustration Curiosity

Negative Emotions

Figure 4: Ratio of the most commonly observed user
emotions in FEDI (excluding the Neutral emotion).

As expected, negative emotions are more com-363

mon in feedback dialogues. For Curiosity, we364

found that the polarity depends on the dialogue365

context, e.g. whether the previous system utter-366

ance successfully addressed the user’s request. It367

is an emotion that can be either positive or nega-368

tive, thus it is frequently observed in both dialogues369

types. Happiness in feedback dialogues is mostly370

observed in response to system utterances that ad-371

dress user reactions.372

Feedback Scenarios Figure 5 shows the distri-373

bution of user reactions in relation to error types374

represented in the feedback scenarios of the feed-375

back dialogues.376

The figure shows that our approach for gener-377

ating feedback scenarios mostly resulted in mean-378

ingful combinations of generation error and user379

reaction types. For example, Factually Incorrect380

7We do not distinguish between generated and test dia-
logues here. We also leave out the neutral emotion as it is in
general the most frequently observed emotion (40.5% of all
annotated emotions).

Unclear Intention

Ignore Expectation

Ignore Request

Ignore Question

Topic Transition ErrorLack of Sociality

Factually Incorrect

Conversationality

Attribute Error

0 50 100 150 200 250

Make Aware With Correction
Repeat or Rephrase Ask for Clarification

Make Aware Without Correction

Ignore and Continue

Factually Incorrect

Lack of Sociality Topic Transition Error

Ignore Question

Ignore RequestConversationality

Attribute Error

Unclear Intention

Ignore Expectation

Figure 5: Distribution of user reactions in relation to
generation error types represented in feedback scenar-
ios.

is mostly addressed by Make Aware with Correc- 381

tion. Unclear Intention and Attribute Error are 382

frequently addressed by Ask for Clarification and 383

Repeat or Rephrase. The latter one is also fre- 384

quently observed in combination with Ignore Ques- 385

tion and Ignore Expectation errors, although Ignore 386

and Continue is the most frequent user reaction to 387

these generation error types. 388

6 Human Curation Study 389

We asked two participants from our test data collec- 390

tion to assess and curate the intent, slot and emo- 391

tion annotations in 480 feedback-free dialogues 392

and the generation error and user reaction type 393

annotations in 380 feedback dialogues. We used 394

INCEpTION (Klie et al., 2018) as a platform for 395

this study. We calculate the agreement between 396

the annotators using Krippendorff’s Alpha (Krip- 397

pendorff, 2006) as provided in the INCEpTION 398

platform. Table 3 shows the results8. 399

Annotation Type Missing Changed IAA

Feedback-Free
Dialogues

Intent 0.06 0.35 0.90
Slot Values 0.56 0.19 0.83
User Emotions 0.02 0.81 0.91

Feedback
Dialogues

Generation Error Type 0.16 0.36 0.97
User Reaction Type 0.16 0.34 0.89

Table 3: The ratio of dialogues with at least one missing
or changed annotation in our human curation study.

Overall, the ratio of dialogues with at least one 400

missing annotation is rather low, except for slot 401

8Overall, 26 dialogues were reported as off-topic (13 feed-
back and 13 feedback-free). They are not considered in these
results.
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annotations. We found that most of them are par-402

cel shipping dialogues, which has a comparatively403

complex annotation scheme (see Appendix A). We404

attribute this to our observation on slot and intent405

annotations from Section 5, i.e., the (occassional)406

dependence on the background story. A detailed407

analysis revealed that an average of 1.8 annotations408

were added to these dialogues. For the dialogues409

with at least one changed annotation, we found410

that in many of these cases placeholders, e.g., the411

slot name put in brackets ([shipping_box_name]),412

were used instead of the slot values from the dia-413

logues (reported by the students). Emotion is the414

most frequently changed annotation type (on av-415

erage 2.09 times per affected dialogue), with the416

originally-annotated emotion often being Neutral.417

7 Experiments and Results418

We conduct experiments using three models of419

different architecture and pretraining approaches,420

including Flan-T5 (Chung et al., 2022) (780M),421

GPT-2 (Radford et al., 2019) (780M) and Llama422

2 (Touvron et al., 2023b) (7B)9. We first finetune423

the pretrained models to the FEDI scenarios using424

the feedback-free dialogues and include the demo-425

graphic information and user emotions as part of426

the input sequences. For Llama 2, we only finetune427

the LoRA (Hu et al., 2022) weights in our experi-428

ments. We then use the best performing feedback-429

free models for experiments with the feedback dia-430

logues. Table 4 shows the results achieved in the431

human-human test dialogues (averaged over three432

runs). We provide more details, including hyperpa-433

rameters and input sequences, in Appendix G.434

Evaluation Metrics We use F1-Score, BLEU(-435

n) (Papineni et al., 2002) and BertScore (Zhang436

et al., 2020) to measure the accuracy of the gener-437

ated system utterances (generation accuracy). For438

task completion, we use Inform and Success as439

proposed by Budzianowski et al. (2018) and mea-440

sure the correctness of the predicted intents (intent441

accuracy) and slot values (slot accuracy). To mea-442

sure the toxicity in the generated responses, we443

use Perspective API. To measure the factual con-444

sistency in the case of question answering, we use445

Q2 (Honovich et al., 2021)10.446

9The model weights for Flan-T5 and GPT-2 are available in
the Huggingface Model Hub (last accessed 04 January 2024).
Access to the weights for Llama 2 must be requested from
Meta AI (last acessed 04 January 2024).

10We measure the F1-Score based on the overlapping tokens
in target and prediction. For BLEU and BertScore, we use

Results In general, we find that including demo- 447

graphic information, user emotions and implicit 448

user feedback has a positive impact on task com- 449

pletion and factual consistency of the generated 450

responses, which is particularly important in task- 451

oriented document-grounded dialogues. However, 452

we observe the most significant improvements in 453

the feedback experiments, in which the slot accu- 454

racy of Llama 2 (Touvron et al., 2023b) increases 455

by up to 30.9 points, the factual consistency of GPT- 456

2 (Radford et al., 2019) by up to 7.4 points and the 457

intent accuracy of Flan-T5 by up to 28.7 (Chung 458

et al., 2022) points. We attribute these improve- 459

ments to the additional context provided by the 460

generation error and the user reaction, which can 461

be interpreted as a negative example for a response 462

in the specific dialogue context, but also notice the 463

negative impact on generation accuracy (especially 464

in the case of GPT-2 and Llama 2). We do not ob- 465

serve this in the results on the feedback validation 466

data (Appendix G) and the results of our human 467

evaluation also show that it has no negative impact 468

on user interaction. 469

Since our feedback dialogues include multiple 470

versions of increasing quality of the same dia- 471

logues, it is also possible to use them for continual 472

learning from implicit user feedback. We provide 473

the results in Appendix G. 474

Human Evaluation We use the two best 475

feedback-trained models from Table 4 (Flan- 476

T5 (Chung et al., 2022) and GPT-2 (Radford et al., 477

2019) with generation error and user reaction) and 478

their feedback-free counterparts to generate re- 479

sponses for 50 randomly chosen samples from the 480

human-human test dialogues. We then asked two 481

participants from our lab11 to rate the generated 482

responses for human-likeness (naturalness), rele- 483

vancy in the dialogue context (coherence), social 484

acceptability (safety), factual consistency (with the 485

target document in the case of question answer- 486

ing), and engagement (whether they would use this 487

model in practice). We use a likert scale from 1 488

the implementation from the HuggingFace evaluation library
v0.4.1 (last accessed 04 January 2024) and with n = 4 for
BLEU. For Inform and Success, we use the implementation
from Nekvinda and Dušek (2021) as a reference (last accessed
04 January 2024). For Q2, we use the reference implementa-
tion which is available in GitHub (last accessed 04 January
2024). Perspective API is a free-to-use service provided by
Google and Jigsaw. Model and training details can be found
here (last accessed 04 January 2024).

11One of the authors and an intern of our research group
who participated during their working hours.
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Experiment Generation Accuracy Task Completion Quality
F1 BLEU BertScore Inform Success Intent Acc. Slot Acc. Toxicity Q²

Flan-T5
Feedback-Free

Flan-T5 45.0 20.0 88.3 86.7 85.9 54.8 60.9 0.02 52.7
+Emotions 46.7 (+1.7) 21.0 (+1.0) 88.9 (+0.6) 83.9 (–2.8) 83.2 (–2.7) 61.2 (+6.4) 58.3 (–2.6) 0.02 57.5 (+4.8)
+Demographics 43.2 (–1.8) 18.4 (–1.6) 87.7 (–0.6) 87.0 (+0.3) 86.0 (+0.1) 33.5 (–21.3) 29.3 (–31.6) 0.03 (+0.01) 54.5 (+1.8)
+Emotions
+Demographics

44.2 (–0.8) 19.1 (–0.9) 88.1 (–0.2) 85.3 (–1.4) 85.1 (–0.8) 43.9 (–10.9) 36.7 (–24.2) 0.02 56.4 (+3.7)

Feedback
+Generation Error 41.4 (–3.6) 19.8 (–0.2) 87.8 (–0.5) 96.8 (+10.1) 92.7 (+6.8) 72.5 (+17.7) 76.7 (+15.8) 0.02 56.9 (+4.2)
+User Reaction 41.3 (–3.7) 19.3 (–0.7) 87.6 (–0.7) 96.6 (+9.9) 94.1 (+8.2) 69.0 (+14.2) 76.2 (+15.3) 0.02 56.3 (+3.6)
+Generation Error
+User Reaction 44.4 (–0.6) 22.1 (+2.1) 88.2 (–0.1) 96.9 (+10.2) 95.3 (+9.4) 83.5 (+28.7) 77.2 (+16.3) 0.02 60.2 (+7.5)

GPT-2
Feedback-Free

GPT-2 34.9 10.4 87.1 88.3 81.6 78.7 69.6 0.02 28.1
+Emotions 35.1 (+0.2) 10.4 87.1 84.1 (–4.2) 83.8 (+2.2) 75.4 (–3.3) 67.3 (–2.3) 0.02 26.7 (–1.4)
+Demographics 34.6 (–0.3) 10.4 87.1 80.2 (–8.1) 80.2 (–1.4) 69.3 (–9.4) 57.5 (–12.1) 0.02 26.3 (–1.8)
+Emotions
+Demographics 36.0 (+1.1) 11.4 (+1.0) 87.3 (+0.2) 85.1 (–3.2) 84.8 (+3.2) 71.6 (–7.1) 66.7 (– 2.9) 0.02 29.2 (+1.1)

Feedback
+Generation Error 29.2 (–5.7) 8.0 (–2.4) 86.2 (–0.9) 92.4 (+4.1) 91.7 (+10.1) 84.3 (+5.6) 79.3 (–9.7) 0.02 30.9 (+2.8)
+User Reaction 30.0 (–4.9) 8.3 (–2.1) 86.3 (–0.8) 98.9 (+10.6) 96.5 (+14.9) 83.0 (+4.3) 80.3 (+10.7) 0.02 32.3 (+4.2)
+Generation Error
+User Reaction 30.3 (–4.6) 9.7 (–0.7) 86.4 (–0.7) 94.7 (+6.4) 93.3 (+11.7) 88.0 (+9.3) 80.8 (+11.2) 0.01 (–0.01) 35.5 (+7.4)

Llama 2
Feedback-Free

Llama 2 29.3 7.1 86.1 85.9 81.2 37.6 39.2 0.02 28.3
+Emotions 36.3 (+7.0) 14.9 (+7.8) 85.4 (–0.7) 89.3 (+3.4) 85.3 (+4.1) 40.2 (+2.6) 41.3 (+2.1) 0.01 (–0.01) 18.7 (–9.6)
+Demographics 33.8 (+4.5) 4.5 (–2.6) 86.5 (+0.4) 85.6 (–0.3) 82.5 (+1.3) 37.1 (–0.5) 40.1 (+0.9) 0.02 21.3 (–7.0)
+Emotions
+Demographics

28.8 (–0.5) 5.6 (–1.5) 81.3 (–4.8) 86.7 (+0.8) 87.9 (+6.7) 41.4 (+3.8) 39.6 (+0.4) 0.03 (+0.01) 20.6 (–7.7)

Feedback
+Generation Error 24.1 (–5.2) 7.9 (+0.8) 77.4 (–8.7) 93.1 (+7.2) 95.7 (+14.5) 54.8 (+17.2) 59.6 (+20.4) 0.01 (–0.01) 29.1 (+0.8)
+User Reaction 24.5 (–4.8) 6.9 (–0.2) 78.8 (–7.3) 94.9 (+9.0) 93.2 (+12.0) 63.5 (+25.9) 70.1 (+30.9) 0.02 27.1 (–1.2)
+Generation Error
+User Reaction

25.0 (–4.3) 9.2 (+2.1) 80.1 (–6.0) 82.4 (–3.5) 83.6 (+2.4) 46.3 (+8.7) 47.2 (+8.0) 0.03 (+0.01) 33.5 (+5.2)

Table 4: Results of our experiments. We use the pretrained models finetuned on the feedback-free dialogues
(Feedback-Free) as deltas. The best performing models are highlighted and, in the case of feedback-free experiments,
are used for the experiments with feedback dialogues (Feedback). Learning from user emotions (+Emotions) has a
positive impact on the generation accuracy. The demographic information (+Demographics) is of minor importance.
Learning from implicit user feedback (+User Reaction) and the preceding generation error (+Generation Error)
leads to improvements in terms of task completion and factual consistency of the generated responses (Q2).

(lowest rating) to 5 (highest rating) for each at-489

tribute and provide the annotators with the knowl-490

edge document, dialogue context, and generated491

response for this evaluation. The order of the dia-492

logues was randomized to prevent the annotators493

from drawing conclusions about the generating494

model. Table 5 shows the results.495

Experiment Naturalness Coherence Safety Engagement Factual
Consistency

Flan-T5
Feedback-Free 4.14 4.15 4.55 3.75 2.20
Feedback 4.30 (+0.16) 4.25 (+0.10) 4.59 (+0.04) 3.89 (+0.14) 2.24 (+0.04)

GPT-2
Feedback-Free 4.24 3.82 4.45 3.44 1.55
Feedback 4.42 (+0.18) 4.05 (+0.23) 4.46 (+0.01) 3.76 (+0.32) 1.58 (+0.03)

Table 5: Results of our human evaluation.

In general, the responses generated by the496

feedback-trained models are rated higher, although497

the differences are rather marginal. The partici-498

pants also reported that these responses encourage499

for more user interaction, e.g., by requesting addi-500

tional information or paying more attention to the501

user and their situation, and are in general more fac-502

tual consistent. In the case of question answering,503

the generated responses are mostly summaries of504

the respective documents. According to the annota-505

tors, the GPT-2 model trained only with emotions 506

already produced very engaging answers, although 507

they were not as coherent as the responses gener- 508

ated by Flan-T5. This also affects factual consis- 509

tency in the case of question answering. 510

8 Conclusion 511

In this work, we investigated the impact of learning 512

from implicit user feedback, demographic infor- 513

mation and user emotions on task completion and 514

factual consistency of the generated responses in 515

task-oriented document-grounded dialogues. We 516

also introduced FEDI, the first English dialogue 517

dataset that provides annotations for such data. Our 518

analysis shows the effectiveness of our generation 519

framework and that FEDI is comparable to other 520

related datasets. Our experiments with Flan-T5, 521

GPT-2 and Llama 2 show that including implicit 522

user feedback, demographic information and user 523

emotions has a positive impact on task completion 524

and factual consistency. For future work, we are 525

planning to improve the quality of annotations in 526

FEDI and to generalize our generation framework 527

to other tasks. 528

8



9 Limitations529

The training and validation dialogues in FEDI530

were synthetically generated using GPT-3.5-Turbo.531

Thus, there is a probability that some data is unfaith-532

ful, hallucinated, or even harmful (Kumar et al.,533

2023; Zhang et al., 2023; Malaviya et al., 2023).534

In addition, some of these dialogues may seem535

artificial and unnatural due to potentially conflict-536

ing demographic information, e.g., language style537

contradicting with age or occupation. The same538

applies to the feedback scenarios represented in the539

feedback dialogues. It is possible that some user540

reactions appear to be unnatural, counterintuitive,541

and maybe not even addressing the underlying gen-542

eration error. However, we did not observe any of543

these issues in our analysis.544

In our experiments, we analyzed the toxicity545

of generated responses using the Perspective API.546

We acknowledge that the detector may not cap-547

ture all the potentially harmful content. The gen-548

erated data may also contain positive stereotypes,549

i.e., seemingly-harmless words or patterns that are550

offensive to specific demographic groups, which551

are not marked by the detector (Cheng et al., 2023).552

The final human evaluation was conducted with553

only two people from our research group due to554

a lack of resources. One of them was one of555

the authors. Although we have tried to preclude556

the possibility that the annotators can draw con-557

clusions about the generating model, this limits558

the significance of the results. However, the fact559

that the results between the feedback-annotated560

and feedback-free models are close (although the561

feedback-annotated models are slightly better) sug-562

gests that the evaluation was carried out fairly.563
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A Task Descriptions907

In the following, we provide details on the tasks908

included in FEDI and their slot values. Follow-909

ing (Budzianowski et al., 2018), we distinguish910

requestable and informable slots, since this is nec-911

essary to calculate the task completion metrics in912

Section 7.913

Post Office Services FEDI includes dialogues914

from two basic services provided in post offices,915

customer support for parcel shipping and topping916

up a prepaid SIM card. In customer support for917

parcel shipping, the task is to help the user choose918

the right shipping box and delivery option for their919

needs (given the weight of the goods to be sent and 920

the destination). Topping up a prepaid SIM card is 921

less of an advisory service since customers usually 922

know how much they want to recharge, their tele- 923

phone number, and which telephone provider they 924

are with. Table 6 lists the slots for each task. 925

Slot Name Informable Requestable Description
Parcel Shipping

Destination ✓

The city and country of
destination; national or
international.

Weight ✓

The weight of the item to be
shipped, lightweight (up to
5kg), average (up to 20kg),
heavy (up to 30kg).

Package Required ✓
Whether or not a new
shipping box is required.

Delivery Option ✓ Express or standard delivery.
Country of Destination ✓ The destination country.

Shipping Box Name ✓

Name of the best suitable
shipping box (small-sized,
medium-sized, large-sized),
based on the weight of the
item to be sent.

Shipping Box Description ✓

Brief description on why
the suggested shipping box
is a good choice.

Shipping Procedure ✓

Description of the shipping
procedure (e.g., take the box
to the counter...)

Shipping Time ✓

Expected delivery time, one
to three days for national,
four to six days for european,
and 3-4 weeks for international
deliveries.

Top Up SIM Card

Phone Number ✓

Table or mobile phone
number with country code,
e.g., +39 XXX XXXXXXX.

Phone Provider ✓
The phone provider, e.g.
Vodafone, POSTE Mobile, ... .

Import Payment ✓
The recharge amount, e.g.,
10 euro, 20 euro, 30 euro.

Outcome Operation ✓

If all required information
were provided, the system
asks the user to insert the
card for payment.

Request Ticket

Type of Service ✓

The type of service for
which the user wants to
request support, i.e., parcel
shipping or top up prepaid
SIM card.

Ticket Number ✓
The ticket number generated
for the request.

Table 6: Slot values for parcel shipping and topping up
a prepaid SIM card.

In modern post offices, service robots or other 926

virtual agents are more commonly used to provide 927

such services in a self-service manner. However, if 928

something goes wrong, e.g., the shipping boxes are 929

empty or the credit card was rejected, customers 930

must have the option of requesting assistance from 931

a human employee. In this case, the customer is 932

asked to tell the agent the type of service they need 933

assistance with. In turn, the agent creates a ticket 934

for a human employee and returns the ticket num- 935

ber. We consider this as a kind of subtask to the 936

other tasks (Request Ticket in Table 6) and do not 937

evaluate it separately. 938
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Receptionist Services For receptionist services,939

FEDI only includes one task: access control. Ta-940

ble 7 shows the slots for this task.941

Slot Name Informable Requestable Description
Access Control

Guest Name ✓

The name of the person
who wants to access the
building.

Host Name ✓
The name of the person
the guest wants to visit.

Host E-Mail ✓
The E-Mail address of
the host.

Alternative
Host Name

✓

An alternative host, e.g.,
in case the host is not
available.

Alternative
Host E-Mail

✓
E-Mail address of the
alternative host.

Meeting Date
and Time

✓
Date and time of the
appointment.

Meeting Room
Identifier

✓

Unique identifier of the
room where the meeting
will take place.

Verification
Call

✓

The system can set up a
verification call to let the
host visually inspect the
guest and authorize
access.

Confirmation
to Open Turn-
stile

✓

This is a signal to the
system that controls the
turnstile to let the guest
enter.

Add. Safety
Information

✓

Any additional safety
information, e.g., related
to COVID-19.

Table 7: Slot values for access control.

It is an essential task in hotels, office buildings,942

or other facilities with restricted access. Visitors943

usually need to register at the reception desk before944

being allowed to enter. As of today, electronic ac-945

cess controls (EAC) are more common than recep-946

tion desks, especially in the case of office buildings,947

and they are becoming increasingly intelligent. In948

our case, we focus on a scenario in which a visitor949

has an appointment with an employee in an office950

building. To access the building, the visitor needs951

to provide the EAC with information about the ap-952

pointment, e.g., the name of the host, date and time,953

and the room number. The EAC can then decide to954

grant access or to call the host for confirming the955

visitor’s identity. If necessary, the EAC can also956

provide additional safety information, e.g., hygiene957

guidelines.958

Customer Service in the Insurance Domain959

For customer service in the insurance domain, we960

focus on question answering in the context of pet,961

health or heritage insurance, as well as bank trans-962

actions and account conditions. As a source, we use963

the insurance policies from POSTE Italiane, which964

are also available in English language12. Table 8 965

lists the slots. 966

Slot Name Informable Requestable Description
Question Answering

Question ✓
A question related to
one of the topics.

Type of Bills ✓

If the user asks a question
regarding a specific pay-
ment slip, they need to
provide the type.

Evidence ✓
The answer to the user’s
question.

Bill Form
Description

✓

Description of the
specific payment form
(if the question was about
a payment form).

Bill Form
Name

✓

Name of the payment
form (if the question was
about a payment form).

Bill Form
Payment
Procedure

✓

Information on how to fill
the payment form (if the
question was about a pay-
ment form).

Table 8: Slot values for question answering.

In the past, customers called their insurance 967

agent or visited their local bank branch for all ques- 968

tions related such topics. Today, it is more com- 969

mon to talk to chatbots or other service agents first 970

and only in exceptional cases to human employees. 971

Overall, we extracted 313 question-document pairs, 972

i.e., questions paired with a paragraph that contains 973

the answer, 19 for bank transactions, 93 for account 974

conditions, 78 for health, 84 for heritage, and 39 975

for pet insurance, from the POSTE documents. 976

Greeting In the prompts for dialogue generation 977

(see Appendix C), we instruct GPT-3.5-Turbo to 978

have a separate turn at the beginning and ending of 979

a dialogue in which both roles greet each other by 980

also considering the generated background story. 981

However, we do not consider this as a separate task 982

in the sense of this work and do not evaluate it 983

separately. 984

B Dataset Features 985

In this section, we provide additional details on the 986

demographic information and the error and user 987

reaction types used to create FEDI. 988

Demographic Information We distinguish 12 989

different language styles, including Their Age and 990

Job, Standard, Colloquial, Formal, Gutter, Polite, 991

Informal, Regional Dialect, Social Dialect, Jargon, 992

Slang, and Age. For age ranges, we consider five 993

12POSTE Italiane Insurance Policies, last accessed 13 Jan-
uary 2024.
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demographic cohorts, including Boomers (born be-994

tween 1952 and 1962), Generation X (born be-995

tween 1962 and 1977), Millenials (born between996

1977 and 1992), Generation Z (born between 1992997

and 2007), and Generation Alpha (born between998

2007 and 2016). For occupations, we use a list of999

1,155 job titles sampled from The Gazette13, includ-1000

ing among others jobs from the fields of science1001

and technology, education, arts and entertainment,1002

healthcare, or manufacturing. As a source for the1003

names, we use the list of the 2,000 most popular1004

American baby names in 201014. For each dia-1005

logue, we randomly sample a new value for each1006

characteristic and apply simple plausibility checks,1007

e.g., a person from Generation Alpha can only be a1008

pupil.1009

Error and User Reaction Types To generate1010

implicit user feedback, we use the generation er-1011

ror and user reaction type taxonomy proposed by1012

Petrak et al. (2023). For generation errors in sys-1013

tem utterances they define the following nine er-1014

ror types as relevant for task-oriented document-1015

grounded dialogues:1016

• Ignore Question — This error occurs when1017

the system fails to address a user’s question.1018

Instead of providing a relevant response or1019

clarification, the system disregards their input.1020

• Ignore Request — A situation in which the1021

system fails to take action on a user’s request.1022

It can occur due to various reasons, such as1023

misinterpretation of the request, technical lim-1024

itations, or system glitches.1025

• Ignore Expectation — This error happens1026

when the system fails to fulfill the user’s ex-1027

pectation in terms of understanding and ad-1028

dressing their needs within the context of the1029

task.1030

• Attribute Error — If the system fails to cor-1031

rectly extract or understand the necessary slots1032

or attributes from a user’s utterance, this is1033

called an attribute error.1034

• Factually Incorrect — System responses that1035

are factually wrong or inaccurate.1036

• Topic Transition Error — A situation in1037

which the system’s response abruptly shifts to1038

13Available in GitHub (last accessed on 16 January 2024).
14Published by babymed.com (last accessed 12 February

2024).

a different or previously discussed topic with- 1039

out a logical connection or adequate context. 1040

• Conversationality — Bad conversationality 1041

occurs when the system fails to maintain a 1042

coherent and natural conversation flow, e.g., 1043

it repeats previous responses or contradicts 1044

itself without recognizing or asking for new 1045

or missing information. 1046

• Unclear Intention — This error is charac- 1047

terized by the system’s failure to accurately 1048

address a user’s intended objective. 1049

• Lack of Sociality — If a system’s response 1050

doesn’t adhere to social conventions, fails to 1051

include basic greetings, or exhibit toxic and 1052

disrespectful behavior or language, this is re- 1053

ferred to as a lack of sociality. 1054

They also define an error type for common sense 1055

errors, but found them to be rare in task-oriented 1056

document-grounded dialogues. For this reason, we 1057

do not consider this error type in our work. 1058

For user reactions in response to generation er- 1059

rors, they propose the following taxonomy: 1060

• Ignore and Continue — The user ignores 1061

the error and continues the conversation, e.g., 1062

"Okay. Let’s leave it like that.". 1063

• Repeat or Rephrase — Instead of ignoring 1064

the error in the system utterance, the user re- 1065

peats or rephrases their original concern, e.g., 1066

"Actually, I wanted you to ...". 1067

• Make Aware With Correction — The user 1068

makes the system aware of its error and pro- 1069

vides a correction or response alternative, e.g., 1070

"Partly. This doesn’t take into account that 1071

...". 1072

• Make Aware Without Correction — Instead 1073

of providing a correction or response alterna- 1074

tive, the user just makes the system aware of 1075

its error, e.g., "You’re wrong.". 1076

• Ask for Clarification — In case of error, the 1077

user asks the system for clarification, e.g., 1078

"I’m not sure what you mean. Is it about ...". 1079

C Prompts for Dialogue Generation and 1080

Annotation 1081

In this section, we provide more details on the steps 1082

and prompts used for generating FEDI. Addition- 1083

14

https://github.com/TheGazette/Transformations/blob/master/EnrichmentService/gazetteer/des_occupation.lst
https://www.babymed.com/baby-names/popular-1000-baby-names-year-2010


ally added source data is highlighted in blue in the1084

figures below.1085

JSON Schemes As described in Section 4, we re-1086

quire GPT-3.5-Turbo to return all results in a prede-1087

fined JSON scheme, which depends on the prompt,1088

i.e., dialogue generation or annotation, and ensures1089

that the returned values contain all required fields1090

and is processable without human intervention. If1091

the values returned do not adhere to the required1092

scheme, we drop the whole dialogue. Figure 61093

shows an example for the annotation of emotions.1094

Provide your results in machine-
readable json format (escape " and
avoid non utf-8 characters). Here
is an example:

{ 
    "result": [  
        "happiness", 
    ] 
}

Figure 6: Instruction to return the results in json for
emotion annotation.

We append these json schemes at the end of1095

the prompts. We basically provide the required1096

fields and example values, and instruct the model1097

to return only utf-8 encoded characters and escape1098

quotation marks (so that we can treat it as a string1099

in Python). Please refer to our GitHub repository1100

for all prompts and their json schemes1.1101

Feedback-Free Dialogues For dialogue gener-1102

ation, we distinguish feedback-free and feedback1103

dialogues. Figure 7 shows the instruction used to1104

generate feedback-free dialogues.1105

Generate a dialogue (max. 13 turns) between a human and a
dialogue system in the following task: {name of the task}. For the
human, imagine a person ({occupation}, between {age} years
old) called {name} that uses {language} language style with a
short emotional and task-related background story of max. 5
sentences (including the human's country of residence). Generate
the dialogue in a role-play manner. The dialogue system is
empathetic and replies and interacts with the human according to
their persona and background story. Do not include personal
information (e.g., the person's name) in the dialogue. The {role of
the starting actor} starts. The conversation begins and ends with a
greeting. 
{task description}
For each utterance, include the intent (the task addressed) in the
json output. 

Figure 7: Instruction for generating feedback-free dia-
logues.

We provide GPT-3.5-Turbo with the demo-1106

graphic information, the role of the starting actor, 1107

and the task description. We require the model to 1108

use this information to generate a background story 1109

and to use this as an additional source for dialogue 1110

generation. We also instruct the model to return the 1111

utterance-level annotations for intents in this step. 1112

{names of error types} are common generation errors in dialogues. 
{list of error type definitions}
Users commonly react to such errors by {user reaction types}.
Combine each of these user reaction types with an error type. Then
generate a feedback scenario (up to 4 sentences, including why and
how it reflects the respective error type) for 3 of these combinations
in the following task: 
{task description}  
It is important that the feedback scenarios are different but not
mutually exclusive and together make a story. For each feedback
scenario, provide a precise description as continuous text (no
dialogues), including the user's reaction and why and how
the scenario reflects the respective generation error.

Figure 8: Instruction for generating the feedback sce-
narios.

Feedback Dialogues Figure 8 shows the instruc- 1113

tion for the generation of feedback scenarios, which 1114

are required as an additional source for feedback di- 1115

alogues. We generate them in a separate step before 1116

dialogue generation. We generate three feedback 1117

scenarios using the same prompt in a separate step 1118

before dialogue generation. Figure 9 shows the in- 1119

struction for the generation of feedback dialogues. 1120

The instruction is longer and more detailed than 1121

the one used for generating the feedback-free dia- 1122

logues (Figure 7). For example, it explicitely de- 1123

scribes how to process feedback scenarios. Another 1124

difference is the length limitation. While feedback- 1125

free dialogues are restricted to 13 turns, we require 1126

feedback dialogues to have at least 13 turns. In 1127

practice, the length of the feedback dialogues is 1128

similar to the length of the feedback-free dialogues, 1129

but we observed that feedback dialogues are likely 1130

to be cut off without this requirement. We consider 1131

the generated dialogue as Version 1 and generate 1132

three additional versions of the same dialogue, each 1133

resolving one of the feedback scenarios. For this, 1134

we regenerate the system utterance with the gener- 1135

ation error. Figure 10 shows the instruction. 1136

The instruction includes the dialogue up to the 1137

next generation, the name of the task and the respec- 1138

tive document (in the case of question answering). 1139

We mask the system utterance with generation er- 1140

ror using <mask>, since we found this to produce 1141

replacements more coherent to the dialogue history. 1142
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Generate an erroneous long and in-depth dialogue (at least 13
utterances) between a human and a dialogue system. For the
human, imagine a person ({occupation}, between {age} years
old) called {name} that uses {language} language style with a
short emotional and task-related background story of max. 5
sentences (including the human's country of residence). Generate
the dialogue in a role-play manner. Play the dialogue system as
not helpful and inattentive. Do not include personal information
(e.g., the person's name) in the dialogue. The {role of the starting
actor} starts. The conversation begins and ends with a greeting. 
{task description}
A feedback scenario consists of a system utterance, in which the
dialogue system makes an erroneous statement, and a subsequent
human utterance, in which the human reacts to the error in the
system utterance in the predefined way. Next, the system
responds considering the reaction of the person. Then the
situation is done. Generate the dialogue using the following
{number} feedback scenarios (all must be included):  
{feedback scenarios}
Highlight the erroneous system utterance by adding the respective
scenario identifier to the error field of the utterance and to the
error field of the following person utterance. Errors always
originate from system utterances. Each scenario can only occur
twice, once in a system utterance and once in the subsequent
human utterance. 

Figure 9: Instruction for generating feedback dialogues.

Given is the following turn-based {name of the task}
dialogue between a human and a dialogue system. One
system utterance is masked using the <mask> token. 
{dialogue} 
Predict the next system response (max. 4 sentences),
using the following information: 
{document}
The dialogue system is an empathetic and friendly virtual
assistant.

Figure 10: Instruction to regenerate the system utterance
to replace the one with the generation error. The docu-
ment is only included in case of question answering.

After replacing the affected system utterance, we1143

regenerate its slot values. We remove the following1144

two utterances to ensure that the dialogue flow is1145

not corrupted (since they directly refer to the gener-1146

ation error). The conversation then continues with1147

the next regular user utterance. This solution is1148

the result of multiple experiments with different1149

approaches:1150

• Using the implicit user feedback and the task1151

description and instruct GPT-3.5-Turbo to1152

rewrite the whole dialogue.1153

• Providing GPT-3.5-Turbo with the whole di-1154

alogue and only instruct it to rewrite the af-1155

fected turn.1156

• Using the respective feedback scenario as ad- 1157

ditional input to regenerate the affected sys- 1158

tem utterance. 1159

All of them resulted in inconsistent dialogues 1160

and off-topic, unnatural or incorrect system utter- 1161

ances. During prompt engineering, we found that 1162

the feedback itself is negligible for resolving feed- 1163

back scenarios using our prompt from Figure 10, 1164

since it includes the dialogue context and requires 1165

the new system utterance to be generated in a 1166

friendly and polite manner. 1167

Slot Annotations Figure 11 shows our instruc- 1168

tion for generating slot values. 1169

Given is the following dialogue between a dialogue system and a person:
{dialogue}
Identify and copy the corresponding sequences for each of the following
slots in the person utterances: {list of slots in person utterances with
examples}. Identify and copy the corresponding sequences for each of the
following slots in the system utterances: {list of slots in system utterances
with examples}.

Figure 11: Instruction for slot annotation in a generated
dialogue.

For this, we provide GPT-3.5-Turbo with the 1170

complete dialogue and distinguish between slots 1171

for each role (person and system). The slots to be 1172

annotated are provided in lists (including example 1173

values). We also instruct the model to just use 1174

sequences from the dialogue as slot values (to avoid 1175

hallucinated slot values). 1176

Emotion Annotations Figure 12 shows the in- 1177

struction for emotion generation. We generate emo- 1178

tions just based on the dialogue context. We do not 1179

provide additional information, such as examples. 1180

However, we additionally provide the number of 1181

utterances in the dialogue and those related to the 1182

user. 1183

Given is the following dialogue between a dialogue system and a 
person (user):  
{dialog}
The dialog consists of {number of utterances} utterances, 
{number of person utterances} of which are person utterances. 
For each of the person utterances, predict the underlying 
emotion. This is the list of possible emotions: anger, confusion, 
curious, disgust, fear, frustration, happiness, neutral, sadness, 
stressed, surprise. 

Figure 12: Instruction for generating emotions.
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D Studies With Human Annotators1184

In this work, we conducted several studies that1185

required human annotators: (1) the test data col-1186

lection for FEDI, (2) the curation and assessment1187

of the generated annotations and (3) the human1188

evaluation of our trained models. While the human1189

evaluation was conducted by one of the authors and1190

an intern from our research group (who participated1191

during their working hours), the test data collection1192

and curation study was conducted with external1193

participants who were hired for this purpose.1194

Application Criteria and Hiring Procedure1195

For participation, we required a formal application.1196

Our criteria were as follows:1197

• Enrollment in computational linguistics, lin-1198

guistics, data and discourse studies, computer1199

science, business informatics or comparable.1200

• Fluent in reading, speaking and writing En-1201

glish.1202

• Good communication and organization skills.1203

We considered a background in NLP, interest in1204

conversational AI and experience in data annota-1205

tion as a plus. We did not restrict the job adver-1206

tisment to our university. Also, we did not take1207

gender into consideration. We asked all applicants1208

that fulfilled those criteria to take part in a recruit-1209

ment test, in which we asked them to collect and1210

annotate dialogues in a self-chat manner, given a1211

task description from our work. We then assessed1212

and ranked their results based on (1) time needed1213

for one dialogue, (2) annotation completness, (3)1214

number of turns per dialogue, (4) avg. utterance1215

length.1216

Overall, we received 11 applications that ful-1217

filled our criteria. Eight of them passed the recruit-1218

ment test and were hired for an hourly salary of1219

12,95$. While all participants took part in the test1220

data collection only two were involved in the data1221

curation study.1222

Test Data Collection For test data collection, we1223

randomly assigned participants to groups of two to1224

collect the dialogues in one hour sessions dedicated1225

to one task. For each task, we provided the task1226

description, including slots with examples and four1227

persona profiles (combinations of demographic in-1228

formation) and background stories as inspiration.1229

However, we encouraged them to think about own1230

persona profiles and background stories. For user 1231

emotions, we provided them with a list of available 1232

options. For question answering, we provided them 1233

with the question-document pairs extracted from 1234

the POSTE Italiane data (Section A). 1235

For data collection, we use a self-developed web- 1236

based platform that allows to collect dialogues be- 1237

tween two humans or between a human and a lan- 1238

guage generation model. Figure 13 shows the user 1239

interface. 1240

Figure 13: The user interface of the data collection
platform used to collect the test data.

Each message is annotated with the respective in- 1241

tent (orange or green, depending on the role). Slot 1242

annotations are highlighted in yellow, with the slot 1243

type as superscript. Although we did not use it in 1244

this study, the chat pane provides the possibility to 1245

annotate errors and implicit user feedback by click- 1246

ing on (the speech bubble button between the 1247

messages and the intent annotations). For Question 1248

Answering, the chatpane also offers the possibility 1249

to attach a document to a message (a text file). 1250

E FEDI– Additional Analysis 1251

In this section, we provide additional analysis about 1252

the composition of FEDI. Overall, FEDI consists 1253

of 8,852 dialogues, 1,988 feedback-free and 6,864 1254

feedback dialogues. Table 9 shows the distribution 1255

of dialogues in the dataset. Test for the feedback- 1256

free dialogues refers to the human-human collected 1257

test data. 1258

Demographic Information Figure 14 shows the 1259

distribution of language styles, age ranges and oc- 1260

cupations randomly sampled for background story 1261

generation. 1262
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Task Feedback-Free
Dialogues Feedback Dialogues

Train Dev Test Version 1 Version 2 Version 3 Version 4 Dev
Parcel
Shipping

186 20 38 193 193 193 193 84

Top Up
SIM Card

187 20 39 193 193 193 193 84

Access
Control

183 20 42 215 215 215 215 92

Question
Answering

943 103 207 945 945 945 945 420

Per Split 1,499 163 326 1,546 1,546 1,546 1,546 680
Total 1,988 6,864

Table 9: Data splits included in FEDI and their sizes.

OccupationsAge Ranges

60-70

45-60

30-45

15-30

6-15

21.1%

19.3% 21.4%

19.1%

19.2%
Education

Science and Technology Industrial and  
Manufacturing

Law Enforcement

Pupil

Healthcare
Arts and Entertainment

Business Administration

Service
21.3%

7.9%

8.0%
15.2%

21.3%

3.9%
4.4% 14.6%

3.4%

Language Styles

Slang

Gutter

Age

Polite

Age and Job

StandardFormal

Colloquial

Informal

Regional Dialect

Social Dialect

Jargon

9.9%

8.7%

8.1%

8.1

8.7%

8.5%7.1%
8.2%

7.9%

9.1%

8.2%
7.6%

Figure 14: The distribution of persona attributes rep-
resented in the background stories (excluding human-
human test dialogues).

Language styles are almost equally weighted.1263

For occupations, the figure shows that jobs from1264

the categories of business administration, service,1265

industrial and manufacturing, and pupil largely out-1266

weigh the other categories, which makes sense in1267

the context of the tasks and topics represented in1268

FEDI15. Overall, we observe 693 unique job ti-1269

tles in FEDI. The figures do not show the distri-1270

bution of names. We found 1,496 different names1271

in the dialogues. 638 (42%) are unique, and 7121272

(47.59%) occur two to three times. The remaining1273

146 names occur four or more times throughout the1274

entire dataset.1275

Emotions The chart in Figure 15 shows the dis-1276

tribution of emotions in the dialogues of FEDI.1277

With 40.5%, Neutral is the most common emo-1278

tion, followed by Curiosity (27.5%). Frustration1279

and Confusion are relatively rare. We observe them1280

mostly in the feedback dialogues. Others refers to1281

emotions that are represented ≤ 5%, including1282

15The original list did not provide categories. We generated
them using GPT-3.5-Turbo.

Curiosity

Frustration

Happiness

Neutral

Other

Confusion

Emotions

40.5%

10.8%

4.2%

10.4%
27.5%

6.6%

Figure 15: Illustration of the distribution of emotions in
FEDI.

Anger, Disgust, Fear, Surprise, and Stress. 1283

Feedback Scenarios Overall, we generated 1284

4,714 feedback scenarios that are included in the 1285

1,716 feedback dialogues of Version 1. Figure 16 1286

shows the distribution of generation error and user 1287

reaction types. 1288

Generation Error Types

506

604

535

608

512

464

416

496

573

User Reaction Types
984 997

907
891

945

1000

950

900

850

800

650

550

500

450

400

600

Unclear Intention Ignore Expectation Ignore Request Ignore Question
Topic Transition Error Lack of Sociality Factually Incorrect

Conversationality Attribute Error

Ignore an Continue Repeat or Rephrase Make Aware With Correction

Make Aware Without Correction Ask for Clarification

Figure 16: Distribution of generation error and user
reaction types in the feedback dialogues of FEDI.

Given that most of the dialogues are about ques- 1289

tion answering (Table 9), it is not surprising that 1290

Ignore Question is the most frequent error type. 1291

Table 10 shows the ten most commonly observed 1292

error and user reaction type combinations. 1293

Ignore Question and Ignore Request are two of 1294
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Error Type Feedback Type Frequency
1 Ignore Question Ignore and Continue 273
2 Ignore Request Ignore and Continue 208
3 Ignore Expectation Ignore and Continue 199
4 Unclear Intention Ask for Clarification 191
5 Ignore Question Repeat or Rephrase 187

6 Factually Incorrect
Make Aware With
Correction

166

7 Topic Transition
Error

Ask for Clarification 158

8 Attribute Error Repeat or Rephrase 156
9 Ignore Expectation Repeat or Rephrase 151

10 Lack of Sociality
Make Aware Without
Correction

141

Table 10: The table shows the most common error and
user reaction type combinations included in FEDI.

the most frequent error types. While we observe1295

the first one more common in question answering1296

dialogues, the second one is more common in the1297

other tasks. For both we observe that Ignore and1298

Continue is the most frequent user reaction type,1299

followed by Repeat or Rephrase. Unclear Intention1300

is an error type mostly observed in parcel shipping,1301

topping up a prepaid SIM card, and access control.1302

The most frequently observed user reaction to this1303

is Ask for Clarification. Based on absolute num-1304

bers, Factually Incorrect is the rarest error type. It1305

is mostly observed in question answering and in1306

combination with Make Aware With Correction.1307

F Dialogue Collection: Human vs. LLM1308

In our human data collection, eight students col-1309

lected 326 test dialogues in 136 paid working hours.1310

With an hourly salary of 12.95$, this adds up to a1311

cost of 1,761.20$ (not including additional costs,1312

such as for supervision). Generating and annotating1313

8,526 dialogues using GPT-3.5-Turbo cost 75.73$,1314

including API calls for prompt engineering and de-1315

bugging. On average, collecting and annotating a1316

human-human dialogue cost 5.40$. Using GPT-3.5-1317

Turbo, it is 0.009$. Based on this, collecting and1318

annotating dialogues with human participants is1319

rather uneconomic and inefficient. However, with1320

175B parameters, GPT-3.5-Turbo is an extremely1321

large model. Without access to such a model, this1322

might be different. In a preliminary study, we used1323

Llama-30B (Touvron et al., 2023a) for dialogue1324

generation and annotation. We asked a student1325

assistant from our lab to assess the results. They1326

constantly rated the Llama-30B dialogues lower1327

in terms of naturalness, coherence, engagement,1328

task coverage, i.e., how close is the generated dia-1329

logue to the task description, and (turn) length (see 1330

Table 11). 1331

Model Naturalness Coherence Engagement Task Coverage Length
GPT-3.5-Turbo 4.40 4.92 1.0 4.68 7,12
LLaMA-30B 3.12 3.52 0.8 3.52 3,24

Table 11: Result of our analysis comparing dialogues
generated by GPT-3.5-Turbo and Llama-30B. Except
for Engagement and Length, all measurments are based
on a Likert scale from 1 (lowest rating) to 5 (highest
rating).

We suspect that this is rather due to the differ- 1332

ences in model size and context window. While 1333

GPT-3.5-Turbo has a context window of 4k to- 1334

kens, Llama-30B has a context window of only 1335

2k tokens. However, regardless of the model used, 1336

LLM-generated data oftentimes suffers from var- 1337

ious kinds of hallucinations (Zhang et al., 2023; 1338

Ji et al., 2023), which makes data curation with 1339

humans inevitable. In our data curation study (Sec- 1340

tion 6), we learned that this is not only much easier 1341

for humans, they are also much more efficient in 1342

curating annotated dialogues than collecting and 1343

annotating them from scratch. For example, collect- 1344

ing and annotating one dialogue takes on average 1345

ten minutes and requires two humans. For GPT-3.5- 1346

Turbo it is only 90 seconds. Curating an annotated 1347

dialogue took on average four minutes and did not 1348

require a partner. 1349

G Additional Details and Experiments 1350

In this section, we provide additional information 1351

on our experiments, including hyperparameters, 1352

input sequences and the results for our continual 1353

learning experiments. 1354

Hyperparameters For the experiments with 1355

feedback-free dialogues, we trained all models for 1356

five epochs, except for Llama 2 (Touvron et al., 1357

2023b), which was trained for ten epochs, since 1358

it took already five epochs to adapt the pretrained 1359

model to our prompting mechanism. For the exper- 1360

iments with feedback dialogues, we subsequently 1361

trained the best performing feedback-free models 1362

for ten epochs using the feedback data (ten epochs, 1363

since we have seen further improvements after the 1364

fifth epoch). 1365

For all experiments, we used a batch size of 1366

32 and a learning rate of 5e − 5 with no warmup 1367

steps. As optimizer, we used the implementation 1368

of AdamW (Loshchilov and Hutter, 2019) in Py- 1369
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Experiment Generation Accuracy Task Completion Quality
F1 BLEU BertScore Inform Success Intent Acc. Slot Acc. Toxicity Q²

Flan-T5
Feedback-Free

Flan-T5 41.9 16.2 87.4 84.6 81.2 93.8 64.0 0.02 51.2

Feedback
+Generation Error 41.2 (–0.7) 15.4 (–0.8) 87.6 (+0.2) 89.2 (+4.6) 84.1 (+2.9) 95.0 (+1.2) 86.7 (+22.7) 0.02 54.6 (+3.4)
+User Reaction 42.7 (+0.8) 16.0 (–0.2) 88.9 (+2.5) 83.2 (–1.2) 81.7 (+0.5) 91.8 (–2.0) 87.0 (+23.0) 0.02 53.9 (+2.7)
+Generation Error
+User Reaction

42.9 (+1.0) 16.3 (+0.1) 87.8 (+0.4) 89.5 (+4.9) 86.2 (+5.0) 97.0 (+3.2) 88.5 (+24.5) 0.02 58.2 (+7.0)

GPT-2
Feedback-Free

GPT-2 50.1 27.1 90.5 83.2 82.1 96.5 93.3 0.02 22.1

Feedback
+Generation Error 53.1 (+3.0) 30.2 (+3.1) 90.6 (+0.1) 89.2 (+6.0) 90.1 (+8.0) 98.0 (+1.5) 92.9 (–0.4) 0.02 25.6 (+3.5)
+User Reaction 50.8 (–0.3) 26.8 (–0.3) 89.8 (–0.7) 88.5 (+2.3) 86.1 (+4.0) 94.6 (–1.9) 93.9 (+0.6) 0.02 29.4 (+7.3)
+Generation Error
+User Reaction

51.5 (+1.4) 26.2 (–0.9) 90.2 (–0.3) 90.2 (+7.0) 87.9 (+5.8) 98.0 (+1.5) 94.9 (+1.6) 0.02 28.1 (+6.0)

Llama 2
Feedback-Free

Llama 2 31.6 7.5 87.1 80.1 84.5 52.3 56.7 0.01 35.1

Feedback
+Generation Error 31.4 (–0.2) 8.3 (+0.8) 87.7 (+0.6) 87.6 (+7.5) 85.4 (+0.9) 59.3 (+7.0) 61.2 (+4.5) 0.01 36.7 (+1.6)
+User Reaction 32.2 (+0.6) 8.5 (+1.0) 84.6 (–2.5) 86.9 (+6.8) 84.2 (–0.3) 60.1 (+7.8) 62.4 (+5.7) 0.02 (–0.01) 35.9 (+0.8)
+Generation Error
+User Reaction

32.5 (+0.9) 8.5 (+1.0) 84.1 (+3.0) 83.5 (+3.4) 84.1 (–0.4) 60.7 (+8.4) 59.6 (+2.9) 0.02 (–0.01) 36.2 (+1.1)

Table 12: Results on the feedback validation data (averaged over three runs). We use the feedback-free models as
deltas for calculating the differences.

torch16. Except for Llama 2, we fully-finetuned1370

all models. For Llama 2, we only finetuned the1371

LoRA (Hu et al., 2022) weights, using a rank of 8,1372

an alpha of 16, and a dropout rate of 0.05.1373

Input Sequences Each model used in this work1374

requires a different input sequence. In general,1375

the components of the input sequence depend on1376

the features used (e.g., user emotions or demo-1377

graphic information). Figure 17 shows the input1378

sequence used for training and inference using Flan-1379

T5 (Chung et al., 2022). Additionally added source1380

data is highlighted in blue in the figures below.1381

<knowledge> {document} <user_persona> {demographic
information} <user_emotion> {emotion} <error_text>
{error text} <user_reaction> {user reaction} <dialogue>
{context} </s>

Figure 17: Input sequence for Flan-T5.

The target sequence includes the intent, slot val-1382

ues, and system response. It is basically the same as1383

the last part of the input sequence for GPT-2 (Rad-1384

ford et al., 2019), which is shown in Figure 181385

(starting from <intent>, but without the special to-1386

ken).1387

For inference with GPT-2, we use the same input1388

sequence as for Flan-T5 (Figure 17). For Llama-1389

2 (Touvron et al., 2023b), Figure 19 shows the input1390

sequence.1391

In contrast to Flan-T5 and GPT-2, we use an1392

instruction for training and inference with Llama 2.1393

16AdamW in the Pytorch documentation (last accessed 30
January 2024).

<knowledge> {document} <user_persona> {demographic
information} <user_emotion> {emotion} <error_text>
{error text} <user_reaction> {user reaction} <dialogue>
{context} <intent> {intent} <slots> {slots} <system>
{target} <|endoftext|>

Figure 18: Input sequence for GPT-2.

Given is the following task-oriented document-grounded dialogue
(<dialogue>) between a human user (<user>) and a virtual agent
(<system>). Previously, this conversation went wrong because the virtual
agent made a statement that was contextually incorrect ({error text}). The
human user reacted accordingly ({user reaction}). Generate the user's
intent (<intent>), extract the slot values (<slots>) and generate the next
system utterance by considering the user's emotion ({emotion}), persona
({demographic information}) and the following document: {document}
<dialogue> {context} <intent> {intent} <slots> {slots} <system> {target}

Figure 19: Input sequence for Llama 2.

For inference, we only use the sequence up to the 1394

dialogue context (similar to GPT-2). 1395

Validation Results Table 12 shows the results of 1396

the feedback-trained models on the feedback vali- 1397

dation data. We use the models from Table 4, but 1398

apply them to the validation data of the feedback 1399

dialogues. In contrast to the results achieved on the 1400

human-human test dialogues, the feedback-trained 1401

models outperform the baseline models in terms of 1402

generation accuracy in most cases. 1403

Continual Learning Experiments Table 13 1404

shows the results of our continual learning exper- 1405

iments using the most promising configurations 1406

from Section 7 and the human-human test dia- 1407

logues. For each model, we use the best performing 1408

feedback-free model from Section 7 (Table 4) as 1409
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a starting point. We train the models sequentially1410

with each version of the dialogues, starting with1411

Version 2 and once with annotations for implicit1412

user feedback (Feedback) and once without (No1413

Feedback). The rest of the training procedure and1414

hyperparameter configuration corresponds to what1415

is described above. Due to the large number of ex-1416

periments, we only present single run results here1417

(the results in Section 7 were averaged over three1418

runs).1419

Interestingly, the results are rather mixed. We1420

observe a tendency for the task completion metrics1421

to improve with each version of the dialogues, espe-1422

cially when using the annotations for implicit user1423

feedback. The same applies to factual consistency1424

(Q2 (Honovich et al., 2021)). Overall, the positive1425

impact is not as large as in our experiments in Ta-1426

ble 4 (Section 7), but from our perspective this does1427

not mean that continual learning from such data1428

is not beneficial. As discussed in Section 2, there1429

are works available that show the opposite. We1430

rather attribute this to the varying annotation qual-1431

ity between the different versions of the dialogues1432

in FEDI (see Section 5), which we are planning to1433

address in future work.1434
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Model Experiment Generation Accuracy Task Completion Quality
F1 BLEU BertScore Inform Success Intent Acc. Slot Acc. Toxicity Q²

Version 2

No Feedback

Flan-T5
+Emotions

52.8 29.4 89.4 86.5 83.2 86.8 85.0 0.02 55.6

GPT-2
+Emotions
+Demographics

35.4 9.9 85.0 86.4 83.9 89.0 81.6 0.02 31.7

Llama 2
+Emotions

45.7 25.1 85.4 88.4 86.1 40.6 39.8 0.02 29.5

Feedback

Flan-T5
+Emotions
+Generation Error
+User Reaction

54.9 33.0 89.7 95.6 93.2 87.5 85.3 0.02 59.8

GPT-2
+Emotions
+Demographics
+Generation Error
+User Reaction

35.4 10.3 85.3 84.7 83.3 93.0 85.0 0.02 28.9

Llama 2
+Emotions
+Generation Error

40.8 19.6 84.9 91.1 94.9 51.2 52.6 0.01 30.3

Version 3

No Feedback

Flan-T5
+Emotions

52.5 (–0.3) 31.5 (+2.1) 88.8 (–0.6) 86.9 (+0.4) 85.4 (+2.2) 80.8 (–6.0) 85.0 0.02 55.3 (–0.3)

GPT-2
+Emotions
+Demographics

33.7 (–1.7) 9.6 (–0.3) 84.3 (–0.7) 86.5 (+0.1) 83.3 (–0.6) 89.0 83.4 (+1.8) 0.02 29.2 (–2.5)

Llama 2
+Emotions

30.0 (–15.7) 15.3 (–9.8) 83.0 (–2.4) 87.4 (–1.0) 85.2 (–0.9) 38.5 (–2.1) 37.6 (–2.2) 0.02 30.4 (+0.9)

Feedback

Flan-T5
+Emotions
+Generation Error
+User Reaction

49.2 (–5.7) 29.8 (–3.2) 88.3 (–1.4) 96.1 (+0.5) 95.1 (+1.9) 82.3 (–5.2) 84.6 (–0.7) 0.02 58.8 (–1.0)

GPT-2
+Emotions
+Demographics
+Generation Error
+User Reaction

36.1 (+0.7) 12.0 (+1.7) 85.1 (–0.2) 94.7 (+10.0) 89.1 (+5.8) 93.0 85.0 0.02 33.2 (+4.3)

Llama 2
+Emotions
+Generation Error

39.4 (–1.4) 21.2 (+1.6) 74.9 (–10.0) 92.0 (+0.9) 90.6 (–4.3) 55.1 (+3.9) 58.6 (+6.0) 0.01 32.4 (+2.1)

Version 4

No Feedback

Flan-T5
+Emotions

49.6 (–3.2) 28.7 (–0.7) 88.3 (–1.1) 85.9 (–0.6) 83.2 81.0 (–5.8) 82.9 (–2.1) 0.02 57.3 (+1.6)

GPT-2
+Emotions
+Demographics

33.4 (–2.0) 10.2 (+0.3) 84.8 (–0.1) 87.1 (+0.7) 83.6 (–0.3) 86.0 (–3.0) 84.6 (+3.0) 0.02 31.4 (–0.3)

Llama 2
+Emotions

28.7 (–17.0) 14.5 (–10.6) 85.4 90.1 (+1.7) 86.7 (+0.6) 41.0 (+0.4) 42.3 (+2.5) 0.02 31.6 (–2.1)

Feedback

Flan-T5
+Emotions
+Generation Error
+User Reaction

50.6 (–4.3) 32.7 (–0.3) 88.6 (–2.1) 98.1 (+2.5) 96.2 (–3.0) 81.3 (–6.2) 85.0 (–0.3) 0.02 60.5 (+0.7)

GPT-2
+Emotions
+Demographics
+Generation Error
+User Reaction

34.9 (–0.5) 11.7 (+1.4) 87.5 (+2.2) 99.3 (+14.6) 97.5 (+14.2) 91.0 (–2.0) 85.5 (+0.5) 0.02 34.9 (+6.0)

Llama 2
+Emotions
+Generation Error

40.1 (–0.7) 15.4 (–4.2) 82.1 (–2.8) 94.5 (+3.4) 96.1 (+1.2) 54.4 (+3.2) 60.2 (+7.6) 0.01 33.9 (+3.6)

Table 13: Results achieved on the test data for each stage. We use the respective models from Version 2 as deltas for
calculating the difference in Version 3 and 4.
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