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ABSTRACT

Recently, there have been rising concerns about the heterogeneity among local
clients in federated learning, which could lead to inefficient utilization of the
data from other clients. To mitigate the adverse effects of heterogeneity, FL
research has mostly focused on learning a globally shared initialization under the
assumption that the shared information is consistent among all clients. In this
paper, we consider a more general scenario, Selective Partial Sharing (SPS), where
each pair of clients may share different patterns or distribution components. We
propose a novel FL framework named Fed-SPS to exploit the shared knowledge
by a partial and pairwise collaboration. Meanwhile, to reduce data traffic and
improve computing efficiency, we realize a decentralized learning paradigm for our
framework. Due to privacy concerns, one cannot obtain the overlapped distribution
components with direct access to the raw data. While the learned personalized
model is an approximation of local distribution, we propose to identify the selective
sharing structure by exploring the vulnerability overlap between local models.
With the detected sharing structure, we propose an overlapping data augmentation,
which efficiently boosts the leveraging of the overlapped data between clients.
Comprehensive experiments on a suite of benchmark data sets and a real-world
clinical data set show that our approach can achieve better generalization compared
with existing methods.

1 INTRODUCTION

Federated learning (FL) is an effective paradigm that enables the decentralization of learning from
fragmented data without sacrificing privacy (McMahan et al., 2017). Recently, FL has gained growing
interest for its capability to facilitate real-world applications, including recommendation (Muhammad
et al., 2020), finance (Yang et al., 2019) and healthcare (Xu et al., 2021), etc. Classical FL, usually
denoted as FedAvg (McMahan et al., 2017) is designed to learn an aggregated global model using
i.i.d. data from local clients. However, non-i.i.d. data typically emerge in federated learning scenarios
because data could be gathered from a heterogeneous group of users in reality. A global model learned
by averaging local gradients can suffer severe performance degradation when the local distributions
drift dramatically (Deng et al., 2020a; Cui et al., 2021). This limits the deployment of FL techniques
and stimulates lots of research on addressing statistical heterogeneity.

A variety of efforts have been made to tackle this challenge with a prior hypothesis that the shared
information is consistent across all clients as shown in Figure 1(b). A recent line of research proposes
to achieve a trade-off between local and global training by regulating the deviation of local models
from a global model (Li et al., 2020a; Dinh et al., 2020; Karimireddy et al., 2020). These approaches
may not fully leverage the knowledge from other clients, whose diversity suggests informative
structural differences in their local data (Zhu et al., 2021). Other research aims to facilitate local
training by learning a common representation (Liang et al., 2020; Collins et al., 2021). In this method,
it is usually assumed that all clients share a common representation and the aim of federated training
is to approach such a global representation.

However, the aforementioned hypothesis may not always be true in reality. One example is the
clinical research network (CRN) involving multiple hospitals (Fleurence et al., 2014), where each
hospital has its own patient population and protected patient data. Assuming the private data from all
clients share a common representation, if we learn a risk prediction model within the CRN by taking
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Figure 1: Illustrations of the three assumptions of information sharing (a) i.i.d. data; all clients share
the same implying distribution. (b) consistent partial sharing; there is a global shared part across all
clients. (c) selective partial sharing; the overlaps between each pair of clients are not consistent.

advantage of the common representation, the expectation from each hospital is that a better model can
be obtained in the CRN compared to one learned from its own data. In this scenario, there has been a
prior study showing that the model performance can even decrease due to negative transfer (Pan &
Yang, 2009) induced by severe distribution discrepancies (Deng et al., 2020a).

With these considerations, we study a more general scenario where we do not presume a global shared
pattern but inconsistently shared overlaps among local clients. As shown in Figure 1(c), different
clients may share different overlaps with others and the overlaps cannot be identified by accessing the
raw data directly. These issues raise a noticeable question: How can we fully exploit the distribution
overlaps to improve the local model performance in a federated network?

To address this question, we provide a novel framework Fed—-SP S, which aims to learn a personalized
model for each client through a pairwise collaboration. Specifically, we argue that local limited data
may not fully reflect the underlying true local distribution and the key challenge is the leveraging of
overlaps between clients. While it is not allowed to have direct access to the raw data, we propose to
determine the selective sharing structure by detecting the vulnerability overlap of the learned local
models. To maximize the benefit from other clients, we propose to learn models with overlapping
data augmentation of each pair of clients for efficient utilization of the informative overlaps.

It is worthwhile to summarize our key contributions as follows:

1. we question the practicality of common information sharing by suggesting a more general
scenario that there are distributional overlaps among local clients. Meanwhile, the shared overlaps
are inconsistent across all clients;

2. we explore a new direction that the distribution shift between local models could be mitigated by
strengthening the shared components. We propose to fully take advantage of the informative overlaps
by overlapping data augmentation without privacy compromise;

3. we realize a pairwise collaboration by proposing a decentralized framework Fed-SPS. Experi-
ments on benchmark data sets and a real-world clinical data set show that our framework achieves a
better generalization performance.

2 RELATED WORK

2.1 FEDERATED LEARNING WITH STATISTICAL HETEROGENEITY

Federated learning (McMahan et al., 2017) has gained significant attention in machine learning
community because of its extensive practical values. In the meantime, federated learning has also
raised several concerns, including communication efficiency (Konecny et al., 2016), privacy (Agarwal
et al., 2018), and statistical heterogeneity (Karimireddy et al., 2020; Cui et al., 2022), and they
have been the topic of multiple research efforts (Mobhri et al., 2019). Recently, to handle statistical
heterogeneity, there are researchers focusing on learning distributionally robust models. For example,
Mohri et al. (2019) pursue a consistent performance in federated learning, and propose to optimize a
global model for any possible mixed distribution. Deng et al. (2020b) inherit this idea and introduce
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a more communication-efficient framework. Reisizadeh et al. (2020) put forward a Gradient Descent
Ascent (GDA) method to defend against affine distribution shifts. Instead of focusing on defending
against a specific shift as in previous research, which may harm the generalization during learning, we
show that distributional robustness could benefit the generalization, because boosting the robustness
on the overlapped distribution encourages a more precise collaboration during model training.

2.2 PERSONALIZED FEDERATED LEARNING

A global model (e.g., FedAvg) could harm certain clients when there are severe distribution dis-
crepancies (Deng et al., 2020a), and this stimulates the study of personalized federated learning. A
wealth of work focused on a better balance between global and local training. For example, there
are research (Dinh et al., 2020; Li et al., 2020a; Karimireddy et al., 2020) proposing to stabilize
local training by regulating the deviation from the global model over the parameter space. A few
works (Wang et al., 2019; Yu et al., 2020) point out that fine-tuning the learned global model could
benefit local adaptation. Some studies (Khodak et al., 2019; Fallah et al., 2020) focus on obtaining
a personalized variant from an initial shared model across all clients in a meta-learning manner. In
these methods, when learning for a local client, the global model could lose some applicable message
implied in other clients.

Another line of research aims to learn a global feature extractor with specific classifiers for all
clients (Collins et al., 2021; Liang et al., 2020). For example, Collins et al. (2021) propose to use a
multi-head network to model a common feature embedding and provide a theoretical justification for
the algorithm convergence in a linear setting. However, we are afraid that the shared representation
may not always be consistent across all clients. A shared overlap between two clients may not overlap
with others. Hence, we suggest a refined leveraging of the informative overlaps for all clients during
learning.

3 PROBLEM DEFINITION

3.1 NOTATIONS

Suppose there are K local clients in a federated network. Each client is associated with a specific
data distribution D* := {(X*,Y*)}, k € {1,2,..., K}, where the input space X* and the output
space Y'* are shared across all K clients. In the following, we will also use D* to denote the k-th
client without causing further confusion.

Note that we use D¥ to denote the data points sampled from D, which is the private dataset with n*

P
predict the label § by maximizing its utility (i.e., the prediction accuracy). The classical federated
learning algorithm assumes that the data of all clients are i.i.d. as shown in Figure 1(a). It learns a
global model h for all clients by minimizing the empirical risk over the samples from all clients,

1 K nk
min ———— > Y 1(h(z}),yh), (1)

K
heH k
e S

where H denotes the model space and [ is the loss function.

~ nk . . .
samples in the k-th client D* := {(z%,y%)}" . Each client tries to learn a model with others to
p/Jp=1

3.2 STATISTICAL HETEROGENEITY AMONG ALL CLIENTS

In reality, the underlying data distribution D* of local clients is mostly agnostic and may be substan-
tially different from each other.

Consistently Partial Sharing. A straightforward assumption is that there is a common shared part
across all clients as shown in Figure 1(b). Under this assumption, the goal of federated learning is
that local clients collaboratively learn such a global initialization/representation.

Selective Partial Sharing. In contrast to global sharing, we consider a scenario where the shared
parts are not consistent among all clients as illustrated in Figure 1(c). For example, suppose the
distributions D? and D’ have a common component Pyp,qpe(D?, D7), Pypare(D?, D) may not
overlap to other clients. For the example in Figure 2(b), ) = Psha,.e(Dl, DT) is not overlapped
with other clients. To collaborate to improve the utility of the learned models, D' and D7 expect to
make full use of the data sampled from (I) in each other. Due to data confidentiality, it is not allowed
to determine the shared parts between clients by accessing the local data directly.
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In this paper, we consider the scenario of selective partial sharing. Due to data confidentiality, it is
not allowed to determine the shared parts between clients by accessing the local data directly. Our
goal is to exploit the sharing structure among clients to learn a personalized model h* for each client
D* in a privacy-preserving manner.

4 METHODOLOGY

In this section, we recall the concept of Wasserstein distance and distributional robustness. Then,
we will introduce the significance of data augmentation in a single client. For the utilization of the
data from other clients, we propose to identify the shared distributions by exploring the vulnerability
overlap of the learned models between clients. The identified vulnerability overlap encourages an
overlapping data augmentation. We enhance the model utility by learning from the data augmented
selectively and give a decentralized learning framework for the realization.

4.1 PRELIMINARIES: WASSERSTEIN DISTANCE AND DISTRIBUTIONAL ROBUSTNESS

Wasserstein Distance. Suppose Z £ X x Y is the sample space where X and Y are the spaces of
input and output. For simplicity, we assume that the learning task is a classification task and Y is
discrete. Before introducing the Wasserstein distance, we firstly define the distance between two
samples 2, := (z,, Yp) on sample space Z, i.e.,

dz(zp, Zq) £ dy (xpa wq) + 1yp;£yqa )

where d, denotes the distance between the two inputs (e.g., Euclidean distance) and d, measures the
dissimilarity of two samples. Moreover, d. denotes the transport cost function on the sample space Z.
Wasserstein distance measures the dissimilarity of two distributions D* and D’,

i iy — s
W(D", D) = HEC%%g,DJ)/ZXz d. (2p, 2q) dII (2p, 24) , 3)

where C(D?, D7) is the set of couplings between D* and D7.

Distributional Robustness. Most real-world machine learning problems have uncertain factors
in the data, which may be due to limited observability, noisy measurements, and implementation
errors (Rahimian & Mehrotra, 2019). For a learned model h, to deal with the distribution shift
between the true distribution D* and the empirical DF, distributionally robust risk is introduced to
measure the maximal loss of  over the data distributions around D¥:

Di(e,h) = arg  max E.cp U(z, h), “4)
D:W(D,Dk)<e

where DJ (¢, h) is called adversarial distribution and ¢ is a pre-defined tolerance parameter, which
controls the scale of the uncertainty about the data distribution.
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Figure 2: (a) the true distribution D* may be around the empirical distribution DF because of the
possible shift. (b) Illustration of the overlapping distributions between the target client and other
clients. DT denotes the target distribution. (®) is the overlapping component of D and D*. (c)
Illustration of our decentralized collaboration; there is no main server and all local clients collaborate
with others in a pairwise manner.
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4.2 DATA AUGMENTATION ON LOCAL CLIENTS

In federated learning, the true distribution D* on each client is usually agnostic. Local training for
each client is hard to obtain a satisfactory model, as insufficient data with potential shift can cause a

significant difference between the true distribution D* and the empirical data DF.

Data augmentation may be an effective method for addressing the problem above. Suppose the true
distribution D* is around the empirical data D* as shown in Figure 2(a), one alternative is enhancing
the distributional robustness by augmenting data. In particular, we minimize a weighted sum of the
empirical risk and the distributionally robust risk as follows:

mgn E.cow l(z,h) +a- sup E.cpl(z,h), (5)

D:W(D,Dk)<e
where o > 0 is the pre-defined regularization parameter, which controls the trade-off between the
empirical risk and the robust risk. In the following, we will give an upper bound of the objective of
Eq.(5) compared with the single empirical risk. While the distributionally robust risk for a model A
could be infinite, if & satisfies Lipschitz continuity, we have the following proposition.
Proposition 1. Suppose h is L-Lipschitz, i.e., |h(zp) — h(2q)| < L-d.(2p, 24), V2p, 24 € Z, then
the objective in Eq.(5) satisfies:
E.cor €(z,h) +a- sup E.cpl(z,h) < (1+a)- sup E.cpl(z,h)
D:W(D,D¥)<e D:W(D,D¥)<e (6)
< (T+a)-(E,cpr bz, h) +2Le).

Blanchet & Murthy (2019) prove that Eq.(5) could be solved by appealing to duality and the second
term in Eq.(5) satisfies:

su E.cpll(z, h)] = inf {Ne+E_ _n, [0%(2,, R ;
bz 2 M) f A+ E, e |6 ()] | @

é‘iz (zp, h) = sg;z)ﬁ (z,h) — M, (2, 2p) - 8)
From the above derivation, the original infinite-dimensional optimization problem needs first maxi-
mizing the objective ¢ (z, h) — Ad. (z, z,) in the sample space Z shown in Eq.(8).

Since the empirical distribution DF is discrete, we build a projection T for each sample z, € DF to
achieve a local data augmentation:

Ej('fv h) = {T)\(Zpa hj)‘zp € Dj}, T (Zpa h) = argmea; C(z,h) = A-d; (2, Zp) . 9
Then we minimize the objective {)\e +E. cpr [ij (z, h)} } using an optimal A > 0 shown in Eq.(7).

Augmenting data for local clients. From Eq.(9), the projection 7" augments adversarial data which
could fool the learned model. While learning from limited local data could cause overfitting, data
augmentation by 7' mitigates this issue by encouraging a more smooth model. A detailed data
augmentation realization about optimizing 7" and A are summarized in Algorithm 1 in Appendix.

4.3 OVERLAPPING DATA AUGMENTATION BETWEEN CLIENTS

To improve the model performance, a better choice is fully using the shared knowledge while isolating
the excluded components to avoid the possible negative transfer. For example, suppose we use D’ to
denote the target client, (since we learn a personalized model for each client, all clients will be target
clients during learning), one needs to learn from the data in (I), @ and 3) shown in Figure 2(b), as
they share the same distributional components with D7". Meanwhile, this avoids potential negative
transfer by neglecting the data not in the overlaps.

However, due to data confidentiality and privacy concerns, it’s hard to determine where the two
clients overlap directly. To motivate our intuition, we propose to capture the shared parts of the
learned model, which is an approximation of the local distribution. In particular, we propose the
concept overlapping data augmentation, and the formal definition is as follows:

Definition 1 (Overlapping Data Augmentation (ODA)). Suppose h' and h’ denote the learned
models for the i-th and the j-th local clients, overlapping data augmentation (ODA) is the data
distribution that satisfies:

ODA((R*, D), (W, D7)) = arg max E.cp(l(z,h") + £(z, h7)). (10)
D:W(D,D%*)<e and W (D,Di)<e
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Augmenting overlapping data between clients. From Definition 1, ODA refers to the distribution
around D and D7 that could worsen the performance of the two models simultaneously. Considering
that ODA associates with a common decision boundary of k¢ and h7, it captures the transferable and
shared distributions of the learned models. Therefore, we propose to augment the overlapping data
from ODA to boost the model learning.

4.4 AN EFFICIENT REALIZATION OF FED—-SPS

We propose to learn from the augmented data of all clients from the two perspectives. For the
augmented local data shown in Sec. 4.2, our framework advances the generalization by learning
a smooth model to alleviate overfitting; for the data augmented from other clients in Sec. 4.3, our
framework achieves a selective and efficient utilization of shared components.

Combining the Eq.(5) and the Definition 1, we firstly provide a straightforward way that incorporates
the ODA into the training objective. The formulation is as follows:

K
minE.p (2 h) + @ Bopoppyl(5h) +B D Eecopaqn,pi ooz h), (1)
Jj=1,j#i

where « and 3 are pre-defined parameters.

Improving optimization efficiency. For the third term in Eq.(11), in every iteration, each client h?
needs to determine ODA between itself and every other client, which has the time complexity O(K?)
with a significant communication cost. Moreover, it’s hard to obtain a precise adversarial distribution
around two distributions simultaneously. To reduce the computation cost, we propose to approximate

the ODA by reusing the obtained adversarial distribution Diin Eq.(9):
()/D\*A((hl7 Di)? (hj7 DJ)) = {T)\(va hj)w(T)\(ZP> hj)> hl) - E(ZIN hl) > 07 Zp € ‘bJ} (12)
where T} (zp, h7) is the data generated by the projection 7' from Eq.(9).

Since the sample T (zp, h7) in {T)\(Zp, hi)|z, € ﬁj} could fool the model h’, we identify the
subgroup that increases the loss of h¢. This means that the identified subgroup in Eq.(12) fools the
model h? and k7 simultaneously. So ODA((h?, D?), (hi, D7)) is an approximation of ODA defined
in Eq.(10).

From Eq.(12), it is worth noting that the approximated ODA ((h?, D), (h7, D7)) is different from
ODA((h3, D7), (hi, D)). We revise the training objective as follows:

K
II}lLlLIl E.cpi l(z,h) +a Ezef)(s,hi,/f)'i)é(z’ )+ p Z Ezeﬁ((hi,Di),(hJ,DJ‘))Z(Z’ '), (13)
=1y

Reducing communication overhead. To exploit the inconsistently shared knowledge between
clients, we develop a decentralized FL framework to realize our analysis shown in Figure 2(c).
While a standard decentralized FL could impose great traffic overhead, we propose a “exploration-
exploitation” strategy to reduce communication overhead. In particular, in each iteration, we assign a
higher sampling probability to the clients which provides more performance gain. In this way, we
reduce unnecessary communication cost while maintaining the model performance. Algorithm 2 in
Appendix summarizes the whole pipeline of Fed—-SPS.

4.5 THEORETICAL ANALYSIS ABOUT THE METRIC OF STATISTICAL HETEROGENEITY

From the analysis above, we propose to mitigate the distribution discrepancies by augmenting the
shared data between clients. However, we usually have no information about the uncertainty in the
data. The true shift among clients is mostly agnostic. Therefore, the true sample distance which
characterizes the shift may not be Euclidean distance as defined in Eq.(2).

While there may exist deviations when measuring the agnostic shifts, we are interested in a theoretical
analysis of the effect of the deviations on the distributionally robust risk. We study the upper bound
of the uniform convergence error §,, formulated as follows:

sup sup E.cpll(z,h)] — sup E.cpll(z,h)]| ¢, (14)
heH | |D:W=*(D,D*)<e D:W(D,D)<e
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where D* and D denote the true data distribution and the empirical data set. W* is the Wasserstein
distance with the optimal transportation cost function d;. d; may be different from d, defined through
human intuition. We begin by imposing the following assumptions.

Assumption 1. the sample space is bounded: sup,, ¢z d.(z,2") < 00;

Assumption 2. the model h is upper semicontinuous and uniformly bounded 0 < h(z) < M <
00, Yz € Z and L-Lipschitz with respect to d,:

sup sup |l(z,h) —1(z',h)| < L-d.(z,2). (15)
hEH z,2'€Z
Assumption 3. the deviation of the sample distance is uniformly bounded:
sup |di(z,2') —d.(z,2")| < B. (16)
z,2'e€Z

The above Assumption 1 and 2 are standard regularity assumptions (Lee & Raginsky, 2017). From
Assumption 3, the metric d, has a limited deviation from the optimal metric d.

For the model space H, we use entropy integral (Talagrand, 2014) to measure its complexity:

C(H) = / " Jlog N (L, w)du, (17)
0

where NV, (H,u) denotes the covering number of H in the uniform metric.
Theorem 1. Suppose H, d, satisfy Assumption 1, 2 and 3, for any t > 0, we have

48¢(H) LB log 2 5
< R
5, < et e tM ( ot (18)

with probability at least 1 — t.

Theorem 1 cares the uniform convergence of d,, when the metric of distribution shift d, is agnostic.
From Theorem 1, if d, has a limited deviation from d7, the convergence of §,,, which characterizes
the maximum of the deviation of the distributionally robust risk defined in Eq.(14), is bounded.

4.6 MORE DISCUSSION

As our framework achieves a selective data augmentation, it could be used in other SOTA methods in
a pluggable way. We summarize the properties of Fed-SPS in the following, and more details could
be found in Appendix.

Decentralization. Centralized model learning may cause data traffic and the waste of local computing
resources. To mitigate these challenges, we realize a pairwise collaboration among clients, which
reduces data congestion and makes full use of local computing power.

Optimization. The original objective has a O(K?) time complexity during each iteration. In our

approach, we approximate the ODA using Eq.(12), which reuses generated data E(e, hi, Di ) and
has a O(K') complexity.

Communication overhead. While decentralized FL methods could bring additional communication
compared with centralized FL. methods, we propose an efficient sampling scheme that reduces
meaningless communication burdens. Experiments in Appendix verify that our method has a
comparable time consumption with others.

Privacy. Decentralized FL methods send models among clients to update models, which is more
likely to leak privacy than centralized methods, Fed—SPS is no exception. Our framework is
compatible with the techniques aiming to alleviate this issue, such block-chain (Li et al., 2020b),
differential privacy (Chen et al., 2022), etc. More details could be found in Appendix.

5 EXPERIMENTS

In this section, we validate the effectiveness of Fed-SPS from the three aspects: 1) we first
demonstrate that our method can learn a more robust feature on synthetic data; 2) we further verify
its superiority by conducting experiments on three benchmark image datasets; 3) we show its
practicability on a real-world clinical dataset eICU (Pollard et al., 2018) in federated setting. More
implementation details can be found in Appendix.’

"The source codes are made publicly available in https://github.com/fedips/Fed-SPS.
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5.1 SYNTHETIC EXPERIMENT

We start by conducting experiments on Adult (Kohavi et al., 1996). Adult contains more than 40000
adult records, including age, gender, income, etc. The task is to predict whether an individual earns
more than 50K/year. We follow the setting in (Mohri et al., 2019). In particular, we split the data into
two clients with significant statistical heterogeneity. One is PhD client in which all individuals are
PhDs and the other is non-PhD client. In this experiment, we use linear models following the setting
in (Mohri et al., 2019) and compare the performance with FedAvg, local training and AFL (Mohri
et al., 2019). From Table 1, since non-PhD client has plenty of samples(> 30000), non-PhD achieves

Table 1: synthetic experiments on Adult
Methods average(%) non-PhD(%) PhD(%)

local training 823410 82.540 66.9 119
FedAvg 82.3:|:,1 82.4:|:.1 72.8:‘:.3
AFL 82.54 5 82.64 5 73.0425
Fed-SPS 829, 3 83.041 3 73.84+ 3

similar performances (82.3) in local training and FedAvg. However, since the two clients have
different data distributions (e.g., 23% positive samples in non-PhD client and 74% positive samples
in PhD client), weighted averaging the model gradients to obtain a global model cannot satisfy the
two clients simultaneously as FedAvg and AFL do. Our method collaboratively learns personalized
models by focusing on the overlaps and achieves better performance for both clients.

5.2 BENCHMARK EXPERIMENTS

Datasets. We use three real-world image datasets: CIFAR10, CIFAR100 (Krizhevsky et al., 2009)
and FEMNIST (Caldas et al., 2018; Cohen et al., 2017) in our experiments. We simulate non-i.i.d.
environment for CIFAR10 and CIFAR100 following the work in (McMahan et al., 2017). In particular,
we control the heterogeneity by randomly assigning several classes to each client. Note that S denotes
the number of classes per client and K denotes the number of clients. For example, 50000 samples
in CIFARI0 belong to ten classes. {S = 2, K = 100} means that we randomly assign two classes of
images for 100 clients, so each client will have 50000/ K samples. For FEMNIST, we follow the
setting in (Collins et al., 2021) and restrict the dataset to 10 handwritten letters. The samples to local
clients are assigned according to a log-normal distribution (Li et al., 2019).

Baselines. We compare our method with various recent personalized FL. methods. In particular, the
baselines are: 1) FedPer (Arivazhagan et al., 2019), which learns a global representation with local
heads simultaneously; 2) Fed-MTL (Smith et al., 2017), which models the relationship among local
tasks using a regularized method; 3) LG-FedAvg (Liang et al., 2020), which learns a global classifier
with multiple feature extractors; 4) FedRep (Collins et al., 2021), which learns a global representation
for all clients.

Ablation Studies. Note that local training and FedAvg are two special cases of our method. For
the ablation study, we compare our method with the following three methods: 1) local training; 2)
FedAvg (McMahan et al., 2017); 3) local + «, local training with distributionally robust training as
formulated in Eq.(5) (with a proper «). More discussions about ablation studies could be found in
Appendix.

Table 2: CIFAR10 (S = 2) Table 3: CIFARI10 (S = 5)
Methods K =100 K = 1000 Methods K =100 K =1000
local training 87.28+ 6 721743 local training 67.76+ 5 47.564 4
local training + @~ 85.274 2 71264 1 local training + o« 69.544 3 48.634+ 3
FedAvg 44294 4 4111416 FedAvg 5814115 50.404 9
FedPer 83.521 5 73.07+ 5 FedPer 7226110 5227+
Fed-MTL 7044 o 56.90+ .1 Fed-MTL 542143 3458+ 5
LG-FedAvg 7812111 6832414 LG-FedAvg 5783112 41.05113
FedRep 86.08+ 2 76414+ 5 FedRep 72194+ 9 534147
Fed-SPS 87.824 - 7775+ 3 Fed-SPS 71.02+ .3 54114 5

We show the accuracy of methods on CIFAR10 in Table 2 and Table 3. Our method achieves
comparable or better results on the two settings. From the results in Table 2 and Table 3, since there
is a severe distribution discrepancy, FedAvg is hard to learn a satisfying global model compared with
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other personalized federated methods. When the heterogeneity decreases (S = 5), FedAvg achieves
better performance (58.14%). Compared with a lower heterogeneity setting (S = 5 in Table 3), our
method outperforms all baselines when S = 2 in Table 2, which illustrates that our method effectively
models the overlapped information during training.

To further demonstrate the superiority of our method, we also compare our method with baselines on
CIFAR100 dataset, which has 100 classes with 50000 samples. In particular, we use a more complex
model following the setting in (Collins et al., 2021). We conduct experiments under the two setting
S =20, K =100 and S = 20, K = 500, and the results are shown in Table 4.

Table 4: CIFAR100 (S = 20) Table 5: performance on FEMNIST and on eICU
Methods K =100 K =500 Methods FEMNIST (accuracy) eIUC (AUC)
local training 320417  21.06+56 local training 29.124+ 9 8293412
local training + o« 34.254+3  21.444 local training + « 31.26+ 3 83.124 7
FedAvg 15.744 5 19.434 7 FedAvg 60.7141.8 84.421 o
FedPer 374145 219216 FedPer 3921+ 83.221 5
Fed-MTL 233843 10.56+ 3 Fed-MTL 32344 7 77454 1
LG-FedAvg 31.06+ 5 14.831 4 LG-FedAvg 29078+ 5 81.30+.7
FedRep 381718 2188156 FedRep 65.521 5 82.26+.3
Fed-SPS 395215 241144 Fed-SPS 67.19+ 3 86.551 4

From Table 4, Fed-SPS surpasses the baselines in the two settings. Compared with the setting
S =20, K = 100, the performances of all personalized methods degrade as the number of clients
increases. When K = 500, all clients own fewer samples and our method achieves a more significant
utility gain.

For the experiment on FEMNIST, we show the results of all methods in Table 5. In this experiment,
we set K = 150 in which each client has about 100 < n < 300 samples. Local training has relatively
poor performance (29.12%) compared with other methods learning from the data of other clients.
Compared with baselines, our method learns a robust representation with higher transferability and
achieves better performance (67.19%).

5.3 REAL-WORLD CLINICAL EXPERIMENTS

We also evaluate the strength of our method on a real-world clinical dataset eICU (Pollard et al.,
2018), which collects data about their admissions to ICUs with hospital information. Each instance
is a specific ICU stay. We follow the data pre-processing procedure in (Sheikhalishahi et al., 2019)
and naturally treat different hospitals as local clients. The hospitals located in different places can
have different patient populations, which induces statistical heterogeneity in the federated hospital
network. We conduct the task of predicting in-hospital mortality, which is defined as the patient’s
outcome at the hospital discharge. The in-hospital mortality prediction is a binary classification task,
where each data sample spans a 1-hour window.

In this experiment, we select 14 hospitals and each hospital has more than 500 samples. For all
methods, we use a Bi-LSTM as the learning model. Due to label imbalance (more than 90% data are
negative samples), we use AUC to measure the performance of all methods.

The results of all methods are in Table 5. Because of the existence of noise in the data eICU (e.g.,
missing value, error in measurement and mistaken recording, etc.), a learned model with higher
robustness contributes to the mortality prediction. From Table 5, our method learns more robust and
shared features and achieves a higher AUC compared with baselines.

6 CONCLUSION

In this paper, we investigate the scenario of selective partial sharing in federated learning. We propose
to explore the shared components and utilize the informative data from the overlaps by a scalable
data augmentation method. Comprehensive empirical evaluation results measured by quantitative
metrics demonstrate the effectiveness and reliability of our method. Our study suggests several inter-
esting topics for future explorations, including applying our framework to defend against Byzantine
attacks (Lamport et al., 2019), a secure sample selection scheme, and the precise identification of
information sharing in a federated network.
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A THEORETICAL PROOFS

A.1 PROOF OF PROPOSITION 1

Firstly, we will prove the following lemma,

Lemma 1. Suppose h is L-Lipschitz, i.e. [|h., — h. || < Lxd.(2p,2q), V 2p, 24 € Z, then, for any
Q:eW(Q D) <e

E.cqf(z,h) < sup E.col(z,h) <E,cql(z,h)+ 2Le. (19)
Q:eW(Q',D)<e

From Kantorovich dual representation of W in (Villani, 2021), suppose F' = h/L we have

) = F—Eqo F —| <1;.
W(Q,Q") =supy |[Eg Eg F| SBEZ ) S (20)
P

And W (Q, Q') < 2e by triangle inequality. So Lemma 1 holds.

From Lemma 1, we select () as D and prove Proposition 1.

A.2 PROOF OF THEOREM |

Suppose A, € argminy>oAe + E__p {ff\lz (2, h)}, we will firstly give the bound of

|05 (2o ) = €5 (2, ).

Suppose ’Eii (z,h) < K‘i;(z, h)|, and zg = argmax,/cz £ (2, h) — ApdE (2, 2"). We have

12



Under review as a conference paper at ICLR 2023

|65 (2 h) = €5 (=)

sup (€ (2',h) — A\pd? (2,2")) — (sup £ (2", h) — A\nd, (2,2))
z'eZ z'eZ

21

< (€(20, h) — AndZ (20,2)) — (€ (20, h) — And: (20, 2))
< sup A\, |dE (2, 2) —d, (2, 2)]
z'eZ
<\, -B.
So we have
E,cp(0% (2,h) — 03 (2,h)) < A, - B. (22)
Recall that we have
sup E.cp+[l(z,h)] — sup E.cpll(z h)]
D:W=(D,D*)<e D:W(D,D)<e
. d; _ | pd= 2
= )l\gf(') {AE + EZED* |:€)\ (Z, h‘):| } ()\n‘f + EZED |:£)\71 (Zv h):| ( 3)
&
< Eecp- [ 0)] —ELep [ (2 )]
Combining Eq.(22) and Eq.(24), we have
sup E.ep-[l(z,h)] = sup  E_p[l(z,h)]
D:W*(D,D*)<e D:W(D,D)<e 24)

<E.cp- [éii(z,h)} ~E..p [éii(z, h)} + M\, B.

Then, we introduce the following lemma which bounds the optimal X in Eq.(7) in the maintext.

Lemma 2. (Lee & Raginsky, 2017) Suppose X,, € arg miny>o Ae + E.ep [ﬂiz (z, h)} in Eq.(7)in
the maintext. If the model h € H satisfies Assumption 2 in the maintext, then \,, is bounded:

L
Ap < —. 25
— \/g ( )
From Lemma 2, combining Eq.(24), we have
. . LB
sup E.cp-[¢(z,h)] — sup E.cpll(z h)] < E.ep- [Eizn (z7h)] -E.ch [ﬁiz (ZJL)] +—,
D:W*(D,D*)<e D:W(D,D)<e Ve
(26)
as well as
- . LB
sip  E.cpll(sh)]—  sup  E.epll(sh)] <E,.p [l’ii (z,h)] ~E.ep- [@ii(z,h)} + 22
D:W(D,D)<e D:W+*(D,D*)<e Ve
(27)
Combining Eq.(26) and Eq.(27), we have the following bound
" « LB
sup E.cp-[l(z,h)] — sup Ezef)[ﬁ(z, R < E.ch [(ii(z,h)} — E.ep- [Zii (z,h)} ‘—&——.
D:W. (D, D*)<e D:w(D.D)<e Ve
(28)
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Algorithm 1 obtain the projection T by gradient descent

Input: initial )\, learning rate oy,
while in the ¢ iteration;
for each data z, € D¥ do
T (zp) = argmax,cz £(2,h) — A - d; (2, 2p);
end for
update Ay =

k
max {0, Ae —ay - (e— nik Z?Zl dz(sz,\(zp)))};
6: until converged.

Dhwn e

From Assumption 2, Eiz is also bounded because
0 < l(z1,h) — Adi(21,21) < supf(z,h) — A\edi(z,21) < supl(z,h) < M. (29)
z2€Z

z€Z

Suppose L% = {fi;(~,h) tAE [O, %] ,h e H},

EzeD VE (2, h)} — Ezep- [Ei%(% h)} ‘ < max{ sup Ezef)f(z) —E.ep-f(2), sup E.ep~f(2) — Ezebf(z)} .

feLd: fecdz
(30)
From the Theorem 1 in (Lee & Raginsky, 2017), we have
1
48 log 2 2
max  sup E,.pf(2) —E.ep-f(2), sup E.ep-f(2) —E,.pf(2) p < —=C(H)+M 5 2 ,
fecdz ferd: vn n
(3D

with probability at least 1 — ¢, where €(H) denotes the entropy integral complexity of the model
space H.

Combining Eq.(28) and Eq.(31), we have

1
log 2\ 2
48¢(£)+LB+ (ogt) 7

sup E.ep<[l(2,h)] = sup  E__pll(z,h)]| < —
DW.(D.D)ze pw(pb)<e NN 2n
(32)

with probability at least 1 — ¢.

B MORE DISCUSSION ABOUT OUR DECENTRALIZED FRAMEWORK FED—-SPS

We articulate the whole pipeline of our framework in Algorithm 2. Firstly, we parallelly generate the
adversarial distribution D? for all clients. This process corresponds to Lines 1-7. Then we optimize
the models collaboratively according to Eq.(13) in the maintext. In particular, each client sends
its model to other clients to obtain the overlapped adversarial data, which are used to approximate
the ODR defined in Eq.(12) in the maintext. Then all clients update their models using local data
(including the original and the generated adversarial data) and the approximated ODR. This process
corresponds to Lines 9-13.

B.1 OPTIMIZATION EFFICIENCY

Compared with a centralized method, our proposed decentralized framework makes full use of local
computing ability, which could learn personalized models in a parallel way. Moreover, we optimize
the computation of ODR, which achieves a O(K) time complexity.

The original objective has a O(K?) time complexity for an entire pairwise collaboration. In our
approach, we approximate the ODR using Eq.(12) in the maintext, which reuses the adversarial
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Algorithm 2 Decentralized framework Fed-SPS

Input: epoch T, batch size Bs, initial Ao, initial models {h', ..., A }, weights o and 3, learning
rate vy, o, for updating the model, tolerance ;
1: fort =0,...,7T —1do

2:  randomly select a subset of clients S;
3. obtain the perturbed samples for each client
4:  for client D' € S, in parallel do
5: draw mini-batch (2} , v ), ... (¢}, yi,) ~ D"
6: obtain the projected sample 7' (zib, h%),b € [Bs] according to Algorighm 1
7:  end for
8:  optimize each model by minimizing the objective in Eq.(13) in the maintext
9:  for client D' € S; in parallel do
10: send the model A? of the client D’ to every other client D7 € S;
11: identify the perturbed samples 7'(z7, h7) that fool the model A’ and A’/ simultaneously to
calculate the approximated ODR according to Eq.(12) in the maintext;
12: update every personalized model h? by minimizing the objective in Eq.(13) in the maintext;
13:  end for
14:  fine-tune the local models h* € S; on their own data.
15: end for

16: Output: the learned personalized models {hl, . hE }

o)
O —>—0)
©) @

(a) centralized collaboration (b) decentralized collaboration

Figure 3: (a). Illustration of centralized collaboration, where each client sends its model (or gradient)
to the server for information aggregation; (b). Illustration of decentralized collaboration. Since there
is no main server, each client collaborates in a peer-to-peer way.

distribution D(e, b7, D7) in Eq.(4) in the maintext and has a O(K) time complexity as stated in
Algorithm 2.

We also provide the comparisons of run-time consumption with baselines in Table 6. The experiments
are on eICU dataset with 100 rounds. All methods are evaluated on the same device NVIDIA GeForce
RTX 3090.

From Table 6, as all methods share a O(K) time complexity, our method has a comparable time
consumption as baselines. FedAvg averages the weights of all local models which costs less time.
FedPer and LG-FedAve have a global-local structure, and they have a similar time consumption.
Compared with other methods, Fed-MTL requires computing the correlation coefficient of the
parameters of all local models, which could cause much time when the model structure is complex
with many parameters.
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Table 6: Run-time consumption comparisons

Methods Run-time consumption
local training 1 min 30 s
local training + « 5 min 20 s
FedAvg 7 min 40 s
FedPer 10 min 32 s
Fed-MTL 251 min 41 s
LG-FedAvg 12 min 20 s
FedRep 10 min 20 s
Fed-SPS 18 min 45 s

B.2 DATA CONFIDENTIALITY AND PRIVACY PRESERVING

Data confidentiality refers to the protection of transmitted data from passive attacks, such as eaves-
dropping (Lou et al., 2004). Privacy-Preserving means that there is no leakage of sensitive information
(e.g., gender, age, income, etc.) in the data when learning models (McMahan et al., 2017).

Federated learning maintains data confidentiality when learning models. For centralized collaboration
shown in Figure 3(a), the models are updated locally and then returned to the main server for
aggregation. For decentralized collaboration shown in Figure 3(b), as there is no main server,
the collaborative model learning relies on the model transfer between local clients. Recently, to
further keep data confidentiality, there are researchers proposing to use blockchain techniques when
broadcasting models between clients (Warnat-Herresthal et al., 2021).

Federated learning may need further exploration to maintain data privacy. Some researchers claim
that there is no compromise of privacy when sharing models with other clients (Roy et al., 2019).
Meanwhile, recent studies reveal that there is information leakage when sharing models or gradi-
ents (Zhu et al., 2019). For the centralized federated method shown in Figure 3(a), it requires the
model (or gradient) sharing between local clients and the main server, which could cause privacy
leakage on the server during the transmission process. For our decentralized federated method shown
in Figure 3(b), the learning of personalized models needs model sharing between local clients, which
could also cause privacy leakage on other clients.

C ABLATION STUDIES

C.1 DISCUSSIONS ABOUT EXISTING DISTRIBUTIONAL ROBUSTNESS METHODS

Our method proposes to boost the utilization of the overlaps between local clients in a pairwise
way. There is research aiming to defend against adversarial shifts by strengthening the distributional
robustness of the learned global model (Deng et al., 2020b; Reisizadeh et al., 2020). We also conduct
experiments to compare our method with these methods. The results on the synthetic data (Adult),
the benchmark data (FEMNIST) and the real data (eICU) are in Table 7. Our method achieves better
performance, because

Table 7: comparisons with the methods proposed by Deng et al. and Diamandis et al.
Dataset Deng(%) Diamandis(%) FedAvg ours(%)

Adult 81.14 4 823414 82.4L 1 8293
FEMNIST 61.6:|:.5 60-4:|:1_2 60.7;‘;1.8 67.2:‘:.3
eICU 83.14 5 83. 7411 844,L9 86.61 4

1). different goals: the referred algorithms mainly learn robust models to defend against adversarial
shifts, which could even lead to performance degradation. For example, FedAvg achieves a compa-
rable or better performance compared with baselines. We explore the shared underlying structures
and provide a partial and pairwise collaboration among clients to avoid potential negative transfer to
improve the performance.

2). different learning paradigms: the above two algorithms learn a global model. Our method
learns a personalized model for each client by pairwise colla boration, which provides more inherent
benefits to fit local distributions.

16



Under review as a conference paper at ICLR 2023

C.2 DISCUSSIONS ABOUT THE OBJECTIVE OF FED—-SPS

From Eq.(13) in the main text, the objective of our method consists of three terms. 1). local training
(a=0,8=0),2). FedAvg (o« = 0, 8 = 1, ¢ — 0) 3). local training with distributional robustness
(a # 0,8 = 0) are the three special cases of our method. We compare our method with the
three methods on several datasets, including the synthetic dataset Adult, benchmark image datasets
CIFARI10 (S = 2) and CIFAR100 (S = 20) and FEMNIST, and real-world dataset eICU. The results
are shown in Table 8.

Table 8: Comparisons with local training, FedAvg and local training with distributional robustness.

Dataset Local training FedAvg Local training + o ours
Adult 823419 82311 82311 829, 3
CIFAR10(K = 100) 87316 4434 4 8531 87.842
CIFAR10(KX = 1000) 7224 3 41116 71341 77843
CIFAR100(X = 100) 32.04 7 157+ 8 3434 3 39.51 5
CIFAR100(K = 500) 21116 1944 7 2144 4 2414 4
FEMNIST 29.149 60.711.8 31313 67.24 3
elCU 829412 84.4, 9 83.1. 7 86.64 4

For the dataset Adult, we use a linear model following baselines, which has relatively few parameters.
Since there are more than 40000 samples, learning a local or global model achieves a similar
performance (82.3%). For CIFARI10, there are total 10 classes with 50000 samples. When K = 100,
each client has 500 samples and local training achieves 87.3 accuracy. In this case, learning local
models with distributional robustness cause performance degradation (85.3) because of the trade-
off between performance and robustness. This corresponds to the analysis in Section C.1. For
CIFAR100 dataset, there are total 100 classes with 50000 samples. The prediction task on CIFAR100
is more difficult than on CIFAR10. In this case, when K = 100, local training achieves a relatively
low accuracy 32.0. As we stated in the maintext, local limited data is hard to describe the true
implied distribution and distributional robustness may improve the generalization. Distributional
robust training generates other samples and improves the model learning (34.3 accuracy). A similar
phenomenon could also be found in the experiments on FEMNIST and eICU dataset.

C.3 DISCUSSIONS ABOUT HYPERPARAMETERS

As we stated in above, we propose Fed—SPS which has three terms. To explore the effect of distri-
butional robustness on the generalization, we did experiments on the benchmark dataset (CIFAR10)
and real-world dataset (eICU).

Since e controls the scale of the uncertainty about the data distribution, we experimentally evaluate
the effect of € when learning models on CIFAR10 with oo = 0.2, 3 = 0.0.

Table 9: the effect of € on benchmark dataset

B8 0.0 0.01 0.03 0.05 0.1
ACC 67815 68814 70014 692, 69.1L4

From Table 9, when ¢ < 0.03, the performance of the learned models increases. However, when
€ < 0.03, the crafted adversarial samples could be significantly different from the natural data, which
degrades the performance of the learned models.

To quantify the effect of o, we conduct experiments on CIFAR10 with S = 5, K = 100, with
€ = 0.03 and 8 = 0.0. The results are shown in the following Table 10.

Table 10: the effect of o on the benchmark dataset

o 0.0 0.01 0.05 0.1 0.2 0.5 1.0 2.0 5.0
ACC 67815 67715 68215 68514 70044 69015 67816 68043 66.144

From Table 10, when 0 < « < 0.2, the performance increases. As each client has 500 samples with 5
classes, the limited data is hard to cover all cases for this classification task. Improving distributional
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robustness stabilizes the model learning. When @ > 0.2, the performance decreases. In particular, as
a = 5.0, the performance(66.1) is lower than the performance of the model learned when o = 0.0
(67.8), which indicates that the distributional robustness costs more modal capacity and hurts the
model learning.

We evaluate the effect of 5 by conducting experiments on eICU dataset, in which we set an optimal
«a = 0.1. The results are shown in Table 11.
Table 11: the effect of 5 on real-data

Ié] 0.0 0.1 0.5 1.0 2.0 5.0
AUC 82644 847r7 86916 86113 855+7 85445

From Table 11, as 0 < 8 < 0.5, the performance of the learned model increases. In this case,
enforcing ODR facilitates the utilization of the data from the overlapped data. When 5 > 0.5, the
performance of the learned model decreases. It means that focusing too much on the robustness could
harm the generalization of the learned model.

D EXPERIMENTS AND IMPLEMENTATION DETAILS

D.1 DATASETS AND IMPLEMENTATIONS

In our synthetic datasets, we use the public data set Adult from UCI. We follow the dataset prepro-
cessing procedure in (Mohri et al., 2019) and split it into two clients. All features are binary. We
run all experiments five times and report the mean accuracy in the main text. For the benchmark
datasets, CIFAR10, CIFAR100, and FEMNIST are public datasets. We follow the setting in the work
of (Collins et al., 2021). All results of baselines are from (Collins et al., 2021). We conduct the
experiments on the real-world clinical dataset eICU (Pollard et al., 2018), for which permission is
required. We follow the procedure on the website https://eicu—crd.mit .edu and got the
approval for the dataset. In this experiment, we follow the data preprocessing as in (Sheikhalishahi
et al., 2019) and select 14 hospitals as introduced in the main text. All hospitals own patient data sam-
ples 500 < n < 1300. We implement all baselines using the source codes from (Collins et al., 2021).
The source codes are made publicly available at https://github.com/fedips/Fed-SPS.

D.2 DEVICES
We run our experiments on a local Linux server that has two physical CPU chips (Intel(R) Xeon(R)

CPU E5-2640 v4 @ 2.40GHz) and 32 logical kernels. We use Pytorch framework to implement our
model and train the models on GeForce RTX 2080 Ti GPUs and GeForce RTX 3090 GPUs.
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