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Abstract

Embedding fusion has emerged as an effective
approach for enhancing performance across var-
ious NLP tasks. However, systematic guide-
lines for selecting optimal layers and devel-
oping effective fusion strategies for the inte-
gration of LLMs remain underexplored. In
this study, we propose a layer-aware embed-
ding selection method and investigate how to
quantitatively evaluate different layers to iden-
tify the most important ones for downstream
NLP tasks, showing that the critical layers
vary depending on the dataset. We also ex-
plore how combining embeddings from multi-
ple LLMs, without requiring model fine-tuning,
can improve performance. Experiments on
four English text classification datasets (SST-
2, MR, RS, and R52) demonstrate that differ-
ent layers in LLMs exhibit varying degrees
of representational strength for classification,
and that combining embeddings from differ-
ent models can enhance performance if the
models exhibit complementary characteristics.
Additionally, we discuss resources overhead
(memory and inference time) to provide a bal-
anced perspective on the real-world feasibil-
ity of embedding fusion. Code is available
at: https://anonymous.4open.science/r/
Layer-Aware-Embedding-Fusion-7877/

1 Introduction

With the recent advancements in large language
models (LLMs), the representational capacity of
decoder-based models (Brown et al., 2020; Tou-
vron et al., 2023a,b) has attracted considerable at-
tention in NLP downstream tasks (Zhang et al.,
2022; Sun et al., 2023). Despite their impressive
zero or few-shot performance, these models are
primarily trained for next token prediction, leading
to layer-wise differences in how semantic and con-
textual information is encoded. Traditional usage
often relies on final layer embeddings (Brown et al.,
2020), yet previous studies in encoder-based archi-

tectures (Devlin et al., 2019) have hinted that inter-
mediate layers may yield richer representations for
classification (Zhang et al., 2024).

Moreover, as diverse pretrained models includ-
ing generative LLMs and specialized embedding
models continue to proliferate (Lee et al., 2025;
Wang et al., 2024), model fusion has emerged as
a practical approach to leverage complementary
knowledge. However, systematic guidelines for (1)
which layer to select from a decoder-based LLM
for a particular task, and (2) how to efficiently fuse
embeddings across multiple LLMs with minimal
computational overhead, remain limited.

To address these challenges, we present a series
of contributions aimed at improving layer selec-
tion and model combination in LLM-based embed-
dings.

Layer-Aware Selection We present a method that
empirically demonstrates the importance of layer
selection through quantitative experiments, show-
ing that specific layers are crucial for text classifi-
cation. The results provide both empirical and par-
tially theoretical insights into why certain mid/late
layers outperform the final layer in decoder-based
LLM:s.

Layer-Aware Embedding Fusion We demon-
strate the fusion of embeddings from multiple LLM
models without fine-tuning, showing how combin-
ing different models improves performance across
various NLP tasks. By considering the layers of
the LLM models, we achieve optimal performance
through embedding fusion, proving that specific
layers play a crucial role in determining the most
effective combination.

Stabilizing Performance through Multi-Model
Fusion Through experiments combining more
than three models, we show that classification per-
formance becomes more stable as more models
are integrated, providing empirical evidence of the
benefits of multi-model fusion for improving task-
specific accuracy.
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2 Related Work

2.1 Text Classification and Pretrained
Language Models

Text classification has long been a central re-
search topic in the field of natural language pro-
cessing (NLP). In the early stages, statistical
representation techniques such as bag-of-words,
term frequency-inverse document frequency (TF-
IDF), and n grams, along with traditional machine
learning models such as support vector machines
(SVM) (Pang et al., 2002) and logistic regres-
sion (Zhang et al., 2003), dominated the field.

With the rapid advancement of deep learning,
particularly the introduction of pretraining lan-
guage models, the paradigm of text classification
has undergone a significant change. Representa-
tive models such as BERT (Bidirectional Encoder
Representations from Transformers) (Devlin et al.,
2019) and RoBERTa (Robustly Optimized BERT
Pre-Training Approach) (Liu et al., 2019) signifi-
cantly improved the ability to capture contextual
information in text through bidirectional encoder ar-
chitectures and large-scale pre-training corpora. By
fine-tuning these models on downstream tasks, they
have been shown to achieve substantially higher
classification performance compared to traditional
approaches (Youngmin et al., 2024).

2.2 [Extended Applications of LLM

The evolution of Large Language Models (LLMs)
based on decoder architectures has enabled zero-
shot (Kojima et al., 2023) and few-shot (Zhang
et al.,, 2022) learning for downstream tasks
such as text classification, spurring research on
prompt-based approaches such as chain-of-thought
(CoT) (Wei et al., 2023) and CARP (Sun et al.,
2023). Numerous studies have reported on the per-
formance of LLMs in classification tasks, including
models such as GPT-3 (Brown et al., 2020) and the
LLaMA series (Touvron et al., 2023a,b), as well as
empirical studies analyzing their behavior (Sarkar
et al., 2023; Gretz et al., 2023). However, these
methods exhibit considerable performance variabil-
ity depending on prompt design (Cao et al., 2024;
He et al., 2024).

Meanwhile, there is growing interest in using
LLMs not only as generative models but also as
providers of high-quality embeddings (Tao et al.,
2024). Recent research suggests that relatively
lightweight LLMs (e.g. up to 7B parameters) can
produce strong embedding quality with efficient

computational resources (Wang et al., 2024; Lee
et al., 2025). Furthermore, several studies have
emphasized that different embedding layers within
a model can produce optimal representations for
tasks, with a particular focus on the importance of
layer selection (Zhang et al., 2024). These findings
highlight the role of intermediate representations
in understanding the encoding behavior of trans-
former models in various applications (Skean et al.,
2024).

2.3 Embedding Fusion

As diverse pretrained models, including large lan-
guage models (LLMs), continue to emerge, there
has been increasing interest in combining embed-
dings extracted from multiple models (Shinnou
et al., 2018; Blandfort et al., 2019). Previous stud-
ies have reported performance improvements on
tasks such as text classification and sentiment anal-
ysis through embedding fusion.

For example, LLMEmbed (Liu et al., 2024)
demonstrates that combining embeddings from
LLaMAZ2 (Touvron et al., 2023b) with those from
BERT and RoBERTa can effectively leverage the
distinctive representational characteristics of each
model. Moreover, a variety of fusion strategies
have been proposed not only in NLP, but also in
other domains for instance, QUARC (Kumar et al.,
2020) applies quaternion-based operations, while
FuseMoE (Han et al., 2024) adopts a mixture-of-
experts (MoE) architecture.

However, significant performance differences
arise depending on the fusion method employed,
and not all combinations lead to consistent improve-
ments (Ko et al., 2024). Furthermore, since each
embedding layer possesses a different representa-
tional capacity, understanding the layer-wise char-
acteristics is critical for effective fusion (Kaushik
et al., 2024).

3 Methodology

In this study, we enhance text classification per-
formance using embeddings from various LLMs
through three primary perspectives. First, we
quantitatively examine the performance differences
when using embeddings from a single layer ver-
sus combining embeddings from multiple layers in
decoder-based LLMs.

Second, we compare and analyze strategies to
enhance performance by combining embeddings
from different LLMs. Lastly, we explore the po-
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Figure 1: The embeddings extracted from the LLM are mapped to a unified dimension using a linear projection,
after which various fusion techniques are applied. The selected layer n from the generation models represents the
most informative layer for classification The two embeddings, normalized to dimension ds(ar—1024), are then
combined using a specific fusion strategy to generate a new representation. Finally, this fused embedding is fed into
the classifier head, which is trained to optimize classification performance.

Table 1: Summary of the key specifications of the gen-
eration models and embedding models utilized in the
experiments, including model name, embedding dimen-
sion (Dim), and parameter size.

Model Dim Parameters
LLaMA2(Touvron et al., 4096 6.92B
2023a,b)

Qwen2.5(Qwen et al., 3584 7.62B
2025)

Falcon 3(Almazrouei 3072 6.98B
etal., 2023)

Mistral(Jiang et al., 4096 6.92B
2023)

Gemma 2(Team et al., 2304 2B
2024)

NV-Embed-v2(Lee et al., 4096 7.1B
2025)

e5-large-v2(Wang 1024 0.335B
et al., 2024)

tential for further performance improvement when
combining embeddings from three or more LLMs.
The experiments utilize generation models (with
up to 7B parameters) and embedding models. The
following table summarizes the key specifications
of the models used in the study.

3.1 Strategies for Using Embeddings from
Generation Models

Last Layer vs. Layer wise Performance First,
it is known that the embedding representation ca-

pacity of decoder-based LLMs generally increases
as the layers deepen. To verify this, this study ex-
tracts the hidden states of all layers and generates
embeddings for each layer to measure text classifi-
cation performance. Through this process, we aim
to identify the optimal layers that yield the best
classification performance.

Multi-Layer Representation Aggregation Sec-
ond, we investigate how performance variations
when combining embeddings from the last 1 to 10
layers. Fusion methods such as averaging, max,
and min are applied to integrate the embeddings.
For instance, if embeddings are extracted from the
last three layers, we average them to create a sin-
gle embedding and input it into the classification
model. This is expected to provide more stable and
consistent performance compared to a single layer,
while methods like max or min fusion may cause
performance fluctuations due to inherent biases in
element selection.

Single Layer vs Multiple Layers Finally, based
on the results of the previous two experiments, we
compare the use of a single layer versus combin-
ing multiple layers. This comparison quantitatively
evaluates whether combining multiple layers sig-
nificantly improves classification performance or if
a single optimal layer can achieve sufficient perfor-
mance, considering the additional computational
cost and memory usage.



3.2 Integrating Embeddings from Various
Models

Linear Projection for Embedding Dimension In-
tegration Embeddings extracted from multiple
models may have different dimensions, so we apply
a linear projection to unify them before combining.
For example, to project an embedding E € R%
to a target dimension ds, we use learnable param-
eters: a weight matrix W € R%*% and a bias
vector b € R%. To incorporate nonlinearity, we
apply a transformation such as: To incorporate
nonlinearity, we apply a transformation such as
f(E) = ReLU(WE + b). These projected em-
beddings are then integrated using various fusion
techniques, allowing them to coexist within a uni-
fied dimensional space. In this study, we perform
the projection onto the smaller dimension and ap-
ply the ReLU activation function (Agarap, 2019)
to introduce nonlinear characteristics into the em-
beddings.

Fusion Methods A key focus of this study is
to enhance representational capabilities of various
models by combining embeddings extracted from
various LLMs. To ensure the validity of the exper-
iments across multiple models, embeddings from
the last layers of each model are extracted and fused
in various ways. The specific fusion techniques are
as follows:

* Concatenation: Directly concatenating the
embedding vectors £ along the matrix dimen-
sion to form a single embedding:

E = [E Bl IE] (1)

* Sum: After aligning the dimensions of the
embeddings, we form a new embedding by
element-wise addition:

E'=) f(E) )
=1

* Multiplication: After aligning dimensions,
embeddings are transformed into 2D arrays
and combined via matrix multiplication.

Ey € R? — reshape — B € R32*32

Ey € RY — reshape — EYy € R332 (3)
E =E . E

E" = flatten(E') € R1%4

e Hadamard (Element-wise Product): Em-
beddings are combined by multiplying corre-
sponding elements at the same position across
models.

* Quaternion Fusion (Kumar et al., 2020): Em-
beddings are treated as quaternion-valued vec-
tors and fused using quaternion operations,
preserving multidimensional inter-model rela-
tionships.

* Mixture-of-Experts Fusion (Han et al,
2024): Embeddings from each model are
processed through different expert modules,
and the final representation is generated via
weighted sum across experts.

* All Methods: All fusion methods above are
applied simultaneously and sequentially to
observe how combinations influence perfor-
mance.

* Residually Enhanced Fusion (Gardias et al.,
2020): The newly generated embedding is
combined with the original one via residual
connections to incorporate additional informa-
tion while preserving the original expressive-
ness.

3.3 Fusion of Three or More LLMs

While the previous sections focused on combining
embeddings from two models, this section inves-
tigates the performance impact when combining
embeddings from three or more LLMs.

The motivation behind combining multiple mod-
els is to leverage their complementary strengths,
potentially maximizing performance improvement.
The key objectives of this experiment are twofold:
first, to determine whether combining embeddings
from three or more models leads to performance im-
provement. second, to assess whether performance
variance decreases as more models are combined,
thus improving stability.

The fusion method used for combining embed-
dings in this experiment is primarily concatena-
tion, and all possible combinations are tested. Per-
formance is evaluated using the same method de-
scribed in section 3.2.

3.4 Enhancing Fusion by Selecting
Meaningful Layers

Based on the observations from Sections 3.1 to
3.3, we design an additional experiment to inves-



tigate whether selecting embeddings from dataset-
specific optimal layers can enhance fusion perfor-
mance.

For each dataset, we first identify the most ef-
fective layers using the methodology described in
Section 3.1. These layers are then used in fusion
experiments involving single or multiple models
(Sections 3.2 and 3.3). We compare the classifi-
cation performance of these optimal-layer-based
fusions against baselines that use default or last-
layer embeddings. This experiment aims to evalu-
ate whether layer selection tailored to each dataset
leads to improved accuracy and stability without
requiring fine-tuning of the underlying models.

4 Experiment

Text classification performance using the combined
embeddings is primarily evaluated based on ac-
curacy. Given the extensive nature of the experi-
mental results, we present a summary of the most
significant or representative results in table format.

To evaluate text classification performance,
this study utilized SST-2 (Socher et al., 2013)
MR (Maas et al., 2011), and R8 datasets. SST-
2 and MR are binary sentiment classification
datasets based on movie reviews, with 67,349/872
(train/test) and 40,000/10,000 samples, respectively.
R8, derived from Reuters-21578, is a document
classification dataset with 5,485/2,189 samples
across § categories. R52, also derived from Reuters-
21578, is a larger variant consisting of 6,532 train-
ing and 2,568 test samples distributed across 52 cat-
egories. In this study, experiments were conducted
in an environment equipped with two NVIDIA
RTX 4090 GPUs (24GB each). To perform text
classification using the fused embedding vectors, a
multi-layer perceptron (MLP)-based classifier was
employed. During training, the batch size was set
to 100, the learning rate to 1e-4, the optimizer to
Adam, and the number of epochs to 120.

This chapter systematically analyzes the perfor-
mance variations observed when using embeddings
extracted from decoder-based LLMs for text classi-
fication. The analysis focuses on two main aspects:
(1) performance across specific layers, and (2) the
impact of fusing embeddings from different mod-
els.

4.1 Layer Selection Strategies for Embeddings

Single Layer As shown in Figure 2, classification
performance generally increases toward the upper

Accuracy
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Figure 2: Comparison of Single-Layer Embedding Clas-
sification Performance in Decoder-Based LLMs
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Figure 3: Comparison of Averaged Layer Embedding
Fusion in Decoder-Based LLMs

layers but tends to drop slightly at the final layer.
This pattern suggests that the penultimate or nearby
layers yield more discriminative and stable repre-
sentations for classification tasks, with an average
performance difference of approximately 0.04.
Multiple Layer As shown in Figure 3, the
averaging-based fusion method generally outper-
formed the embedding from the final layer, al-
though its performance remained lower than that of
a well performing specific layer. Fusion methods
based on maximum or minimum values exhibited
performance comparable to that of the final layer.
While combining multiple layers can lead to more
stable representations, it does not necessarily yield
better results than appropriately selecting a single
representative layer. Furthermore, such approaches
introduce additional memory usage and computa-
tional overhead.

4.2 Layer Selection in Single Models for
Classification

According to section 4.1, we conducted further ex-
periments using a single layer that demonstrated
high performance. Instead of utilizing the final
layer, we selected a specific intermediate layer,
which showed an average performance improve-
ment of approximately +0.4. However, this im-
provement was not consistent across all models.



Table 2: This table presents the accuracy for the three datasets. I represents the optimal layer for each model.
Models without 1 in the table either achieve the highest accuracy at the last layer or correspond to embedding models.
Bolded values indicate the best performance for each dataset.

Previous Work

Method Backbone SST2 MR RS R52
CARP (Sun et al., 2023) LLaMA2 7B 0.8842 0.8494 0.9676 0.7305
CARP (Sun et al., 2023) LLaMA2 7B 0.9569 0.9074 0.9783 0.9627
LLMEmbed (Lee et al., 2025) LLaMA2 7B 0.9576 0.9549 0.9822 0.9568
Fusion Method
Embeddingy,odellayer Fusion Method SST2 MR RS R52
EH(LLaMALL:gQ) - 0.9518 0.9586 0.9735 0.9381
Best [ [,—20 0.9522 0.9629 0.9794 0.9416
Ermi(Mistral, L=32) - 0.9232 0.9539 0.9639 0.9042
Best Emi,L:25 - - - 0.9136
Efa(Falcon&L:QS) - 0.9220 0.9552 0.9657 0.8314
Specific Best Fipy 1—01 0.9369 0.9589 0.9694 0.8376
Layer Eqw(Qwen,L=28) - 0.9335 0.9589 0.9753 0.9412
Best Fiqw, 1,—20 0.9484 0.9632 0.9772 0.9451
Ee(Gemma2,L=26) - 0.9209 0.9564 0.9753 0.8742
Best Fige 1,—19 0.9278 0.9601 0.9781 -
Erny(NV-Embed-v2) - 0.9564 0.9699 0.9808 0.9595
Ee5(65_large_v2) - 0.9461 0.9545 0.9785 0.9583
Ees, Eyy Quaternion(R) 0.9644 0.9709 0.9840 0.9595
Two Env, Ege,L:l Hadamard(R) 0.95641=19 O.97091=20 0.98491=23 0.945 11=23
Models gy 1y, Eyy Quaternion(R)  0.9644_5p 0.9702i50 0.98261.07 0.95911_58
Eqw,L:ly E. Multiplication(R) 0958710 09721159 0.9836,—p7 0.9626,—27
Multi En, Eqw, Eny, Ees Concatenation 0.961 0.9709 0.9845 0.9638
Models  ALL(E) Sum(R) 0.961 0.9719 0.9822 0.9611

The optimal layer varied depending on the dataset:
for SST-2 and MR, layers closer to the middle
tended to yield better performance, whereas for
R8 and R52, later layers performed better. The
specific layers used in each case are presented in
the “Specific Layer” row of Table 2.

4.3 Layer-Aware Fusion of Embeddings from
Two Models

Across datasets, the best performance was achieved
by selecting optimal layers from each model, rather
than using final-layer representations. Compared
to NV_embed (Lee et al., 2025), the strongest-
performing single model, fusion methods showed
improvements of +0.080 on SST-2, +0.022 on MR,
+0.041 on R8, and +0.043 on R52.

SST-2, MR, and RS achieved the highest scores
through layer-wise selective fusion, the correspond-

ing results are presented in the Two Model row
of Table 2. Notably, combining two individually
strong models did not always result in superior
performance, highlighting that model complemen-
tarity is more critical than standalone strength in
fusion-based approaches.

4.4 Combining Embeddings from Multiple
Models

Combining embeddings from multiple models gen-
erally resulted in improved performance. In nearly
all cases, multi-model fusion outperformed single-
model baselines. The highest performance on the
R52 dataset was achieved by combining embed-
dings from four models, with an improvement of
+0.0043.

For the other datasets, however, the highest
performance was achieved by fusing embeddings



from two models with appropriately selected layers.
While the optimal number of models varied depend-
ing on the dataset, combining more models tended
to improve classification performance in general.
These results are presented in the “Multi-Model”
row of Table 2.

5 Results Analysis

5.1 Decline in Performance at the Last Layers

The performance degradation observed in the final
layers of decoder-based LLMs is closely related
to their training objective. These models are pri-
marily trained for next token prediction, leading
them to emphasize token level interactions and lo-
calized patterns rather than capturing a global se-
mantic representation. As a result, the later layers,
particularly the final layer, become increasingly
specialized for generation tasks, focusing on syn-
tactic structures and positional cues essential for
predicting the next token (Kaushik et al., 2024).
In contrast, classification tasks require a broader
contextual understanding and inference of seman-
tic relationships, making the middle-to-late layers
more effective than the final layer in many cases.
These intermediate layers capture richer semantic
representations, which can be beneficial for tasks
involving general meaning inference and contex-
tual comprehension (Skean et al., 2024). Therefore,
embeddings extracted from the middle-to-late lay-
ers are often more effective than those from the
final layer for classification tasks.

5.2 Effect of Embedding Fusion

To enhance the performance of downstream tasks,
embedding fusion combining embeddings from
multiple layers has been widely explored. By inte-
grating features from different layers, this approach
enables models to generate richer contextual rep-
resentations, resulting in more comprehensive and
robust embeddings. Embedding fusion not only
enhances semantic expressiveness but also miti-
gates noise, improving overall stability and gener-
alization across tasks. Experimental results have
demonstrated performance improvements through
this technique.

5.3 Complementarity Between Different
Models

When combining different models, the unique char-
acteristics and biases of each model play a crucial
role. Since each model is trained differently, inte-

grating complementary information from various
models can lead to performance improvements.

Complementarity arises when models capture
different types of information. By combining
models that encode distinct representational pat-
terns, the resulting embeddings can provide a richer
and more informative signal for downstream tasks.
However, when models encode similar or overlap-
ping information, fusion tends to be less effective,
sometimes even degrading performance due to re-
dundancy or conflicting representational features.

Therefore, model selection is critical when con-
sidering combination. Selecting models with com-
plementary representational characteristics is more
likely to enhance performance, making it essential
to analyze and understand the strengths of each
model before fusion.

5.4 Efficiency Analysis

Memory consumption increases linearly with the
number of fused models due to the expansion of the
combined embedding dimension. For example, fus-
ing embeddings from two models (e.g., NV-embed
and e5) resulted in a combined embedding size
of 5120 dimensions, requiring approximately 1.3
GB of storage for SST-2. However, adding more
models rapidly increased memory requirements:
combining embeddings from five models (e.g., NV-
embed, €5, LLaMA2, Qwen, and Mistral) resulted
in a combined embedding size of 16,896 dimen-
sions and required approximately 4.3 GB—over 4x
more memory compared to the two model case.

Memory growth is primarily driven by the in-
crease in the fused embedding size, as each ad-
ditional model contributes its own feature dimen-
sions, leading to a proportional increase in storage
and computational costs. While more models pro-
vide additional features, the diminishing returns in
performance highlight the importance of balancing
the trade off between accuracy gains and memory
efficiency. Techniques such as dimensionality re-
duction or learned projections can mitigate memory
growth while preserving performance.

6 Conclusion

This study analyzed various strategies for improv-
ing text classification performance using embed-
dings from large language models (LLMs). The
analysis compared the effectiveness of single-layer
and multi-layer embeddings, and experi-mentally
investigated the impact of combining embeddings



from different LLMs. Based on these results, op-
timal strategies for embedding fusion were dis-
cussed.

Improving text classification performance with
LLM embeddings requires more than simply ap-
plying a fusion strategy. Our findings show that
embeddings from mid-to-late layers generally out-
perform those from the final layer, which tend to
encode generation specific or position heavy sig-
nals. While averaging across multiple layers yields
more stable performance, it also increases memory
and computational costs. When per-dataset layer
selection is infeasible, selectively averaging late
layers or empirically identifying a single effective
layer can offer a practical alternative.

In multi-model settings, combining embeddings
from different LLMs yields modest performance
gains, but only when the models encode comple-
mentary information. Redundant or similarly bi-
ased models provide limited benefit and may intro-
duce overfitting or inefficiencies. Although com-
bining more than two models can improve perfor-
mance stability, it also significantly increases re-
source demands. Therefore, task specific and re-
source aware fusion strategies, grounded in a care-
ful analysis of model and layer characteristics, are
essential for designing scalable and effective text
classification systems.

7 Limitation

This study presents promising strategies for enhanc-
ing text classification performance but is limited by
its focus on widely used English datasets (SST-2,
MR, R8, R52), leaving the effectiveness in multi-
lingual or domain specific contexts (e.g., medical,
legal) largely unverified. This narrow focus on
general purpose English classification represents a
significant constraint on the generaliz ability of our
findings.

The embedding fusion strategies explored
showed performance improvements across several
conditions but not consistently across all combina-
tions. The optimal layer or model selection may
vary depending on dataset characteristics, requir-
ing repeated experimentation to identify the most
effective configuration. Additionally, while our
dimension adaptive projection approach partially
addresses computational resource costs, it does not
fully eliminate the trial-and-error needed to dis-
cover an optimal fusion strategy.

8 Future Works

Future research should focus on developing meth-
ods for extracting task optimized embedding lay-
ers, while also evaluating the generalizability of
fusion strategies across multilingual datasets and
various domains (e.g., medical, legal, technical doc-
uments). This could involve analyzing how embed-
dings from different layers influence task specific
performance and establishing frameworks for au-
tomatically identifying the most suitable layers for
specific tasks or domains. Such approaches could
ensure high performance across diverse languages
and domains, while also reducing computational
costs and resource requirements. These advance-
ments are expected to significantly contribute to
both the practical applicability and scalability of
real-world natural language processing tasks.
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A Layer-wise experimental results on the
decoder-based models

Table 3: Layer-wise classification performance on the
R8 dataset.

Layer Llama2 Qwen2.5 Gemma2
15 0.9671 0.9630 0.9689
16 0.9680 0.9625 0.9703
17 0.9758 0.9612 0.9744
18 0.9740 0.9603 0.9753
19 0.9749 0.9621 0.9772
20 0.9749 0.9644 0.9781
21 0.9758 0.9644 0.9776
22 0.9772 0.9721 0.9767
23 0.9772 0.9735 0.9781
24 0.9772 0.9744 0.9772
25 0.9772 0.9740 0.9776
26 0.9776 0.9749 0.9753
27 0.9790 0.9772 -

28 0.9794 0.9730 -
29 0.9790 - -
30 0.9772 - -
31 0.9762 - -
32 0.9712 - -

The selected models represent the top three
decoder-based generative language models, ranked
by classification accuracy. Table 3 and Table 4
present label-wise classification accuracy on the R8
and R52 datasets, respectively. For both datasets,
the highest performance was typically achieved
at the final decoder layers, indicating that deeper
representations carry more task-relevant semantic
information. Although results for SST-2 and MR
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are not explicitly included, peak performance for
those datasets was observed around the 20th to 21st
layers.

Table 4: Layer-wise classification performance on the
R52 dataset.

Layer Llama2 Qwen2.5 Mistral
15 0.9147 0.8766  0.8621
16 0.9147 0.8773 0.8606
17 0.9248 0.8731 0.8703
18 0.9206 0.8727 0.8727
19 0.9248 0.8707  0.8688
20 0.9260 0.8769  0.8711
21 0.9280 0.8746  0.8734
22 0.9330 0.8863 0.8715
23 0.9361 0.9015 0.8688
24 0.9369 0.9210  0.9062
25 0.9400 0.9260 09163
26 0.9400 0.9319  0.9081
27 0.9416 0.9451 0.9128
28 0.9412 0.9412  0.9069
29 0.9412 - 0.9077
30 0.9408 - 0.9051
31 0.9400 - 0.9042
32 0.9381 - -

B Fusion-based classification results with
more than three decoder-based models

Interestingly, fusing embeddings from more than
three models often resulted in lower accuracy com-
pared to the optimal fusion of two complementary
models. This observation suggests that simply in-
creasing the number of models in the fusion does
not guarantee better performance, and may even
introduce redundant or conflicting information that
leads to representational noise.

However, it is noteworthy that multi-model fu-
sion still demonstrated stable and robust perfor-
mance on average, indicating that while the accu-
racy may not always improve, the representation
becomes more resilient across tasks. This may
be particularly beneficial in scenarios where task-
specific model selection is not feasible, or when
general-purpose robustness is preferred over task-
specific tuning.

An exception to this trend was observed on
the R52 dataset, where the highest accuracy was
achieved by concatenating embeddings from four
different models. Given the larger number of
classes and higher semantic diversity in R52, it
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Table 5: Three-model fusion classification performance across SST-2, MR, R8, and R52 datasets.

SST-2 MR RS RS2

Ilama?2, mistral, falcon3 0.9461 0.9588 0.9708 0.9354
llama2, mistral, nv_embed 0.9599 0.9701 0.9822 0.9601
llama2, mistral, e5 0.9564 0.9633 0.9758 0.9579
Ilama2, falcon3, nv_embed 0.9564 0.9698 0.9831 0.9599
llama2, falcon3, e5 0.9599 0.9639 0.9804 0.9591
llama2, nv_embed, e5 0.9610 0.9710 0.9822 0.9611

llama2, gwen2.5, nv_embed 0.9563 0.9706 0.9831 0.9622
mistral, falcon3, nv_embed 0.9599 0.9702 0.9813 0.9591

mistral, falcon3, €5 0.9484 0.9628 0.9749 0.9540
mistral, nv_embed, e5 0.9610 0.9706 0.9822 0.9618
falcon3, nv_embed, 5 0.9599 0.9712 0.9831 0.9603

gwen2.5, gemma2, nv_embed 0.9610 0.9643 0.9840 0.9603

Table 6: . Four-model and All-model fusion classification performance across SST-2, MR, R8, and R52 datasets.

SST-2 MR RS RS2

Four Models

llama2, mistral, falcon3, nv_embed 0.9587 0.9702 0.9813 0.9595
Ilama2, mistral, falcon3, €5 0.9576 0.9636 0.9744 0.9579
llama2, mistral, nv_embed, 5 0.9622 0.9706 0.9808 0.9626
llama2, qwen, nv_embed, e5 0.9610 0.9709 0.9845 0.9638
llama?2, falcon3, nv_embed, €5 09610 0.9712 0.9831 0.9628
mistral, falcon3, nv_embed, €5 0.9610 0.9704 09813 0.9618
All Models

All 0.9610 0.9719 0.9822 0.9611

is plausible that aggregating multiple embedding
spaces contributed to a richer and more discrimi-
native representation. This highlights the potential
of multi-model fusion strategies in complex clas-
sification tasks with fine-grained label sets. These
findings underscore the importance of not only the
number of models, but also the method of fusion
and task characteristics, in determining the effec-
tiveness of embedding combination strategies.
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