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Abstract

Automatic detection of personality traits from001
individuals’ written texts aids professionals002
in evaluating mental health and individuals003
in identifying their strengths and weaknesses,004
facilitating informed decisions on personal005
growth, workplace compatibility, and lifestyle006
choices. Psychologists have discerned a col-007
lection of personality traits that can manifest008
within an individual’s character. While BERT-009
based models have been successful in catego-010
rizing writings into specific personality traits,011
they require significant time and resources for012
fine-tuning. This research introduces a novel013
approach that utilizes a hierarchical structure014
of tree-transformers and a graph attention net-015
work (GAT) to classify personality traits de-016
rived from written text. It also employs an017
heterogeneous GAT (H-GAT) to refine Roberta018
word embeddings. The proposed model demon-019
strates substantial performance enhancements020
compared to previous works, as evidenced by021
superior results on benchmark datasets.022

1 Introduction023

Personality refers to the enduring traits and pat-024

terns of behavior that an individual consistently025

displays. It encompasses a person’s moods, at-026

titudes, and opinions, which are explicitly mani-027

fested in their interactions with others. Personal-028

ity encompasses a wide range of behavioral char-029

acteristics, both innate and acquired, that are ob-030

servable in an individual’s social relationships and031

their interactions with the surrounding environment032

(Ramezani et al., 2022b). The Big-Five personal-033

ity traits, also known as OCEAN, are the widely034

accepted and commonly used model of personality035

(John et al., 2008). OCEAN represents personality036

through five dimensions: Openness to Experience,037

Conscientiousness, Extraversion, Agreeableness,038

and Neuroticism (or alternatively, emotional stabil-039

ity) (Kazemeini et al., 2021). Another frequently040

employed personality model is the Myers-Briggs041

Type Indicator (MBTI) (Myers et al., 2000), which 042

categorizes individuals into 16 distinct personality 043

types based on four binary categories: Extroversion 044

or Introversion, Sensing or Intuition, Thinking or 045

Feeling, and Judging or Perceiving. These traits sig- 046

nificantly influence an individual’s future prospects 047

and life outcomes (Roberts et al., 2007). 048

The utilization of artificial intelligence (AI) has 049

become increasingly significant in assisting psychi- 050

atrists and healthcare professionals in addressing 051

the escalating occurrence of mental health issues 052

and disorders (Kazemeini et al., 2021). 053

According to a 2020 Harris Poll ((Samet, 2020), 054

social media usage has significantly risen among 055

adults in the United States, with approximately 056

50% reporting increased usage during the pan- 057

demic (Kim et al., 2021). The increased use of 058

social media during the pandemic has led to the cre- 059

ation of extensive digital footprints. Researchers, 060

such as Kosinski et al. (2013), have shown that 061

these footprints can provide insights into an indi- 062

vidual’s personality and emotional traits. 063

Previous scholarly investigations have delved 064

into the intricate interplay linking personality traits 065

and mental health disorders. Empirical studies 066

have substantiated the pivotal role of neuroticism 067

in the genesis of depression and anxiety disorders 068

(Kendler et al., 1993; Goldberg and Huxley, 1992); 069

have revealed an inverse correlation between re- 070

silience and neuroticism, while establishing pos- 071

itive associations with conscientiousness and ex- 072

traversion; a statistically significant positive cor- 073

relation has been observed between openness and 074

resilience (Campbell-Sills et al., 2006). Conse- 075

quently, the automated comprehension of an indi- 076

vidual’s personality holds considerable potential in 077

enhancing the therapeutic process for mental health 078

concerns, thereby augmenting treatment outcomes 079

and alleviating the strain on mental health services. 080

The majority of prevailing and contemporary 081

cutting-edge models (Kazameini et al., 2020a; 082
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Mehta et al., 2019) for classifying personality traits083

predominantly revolves around the utilization of084

BERT-based architectures. Performance in task-085

specific contexts can be enhanced through fine-086

tuning, however, it is worth noting that this entails087

a substantial demand of computational time and088

resources. Additionally, certain BERT-based mod-089

els encounter challenges when handling lengthier090

texts, as they are constrained by the token intake091

limitations inherent to the BERT-based architec-092

tures.093

In this study, we present a novel approach aimed094

at addressing the aforementioned challenges. We095

propose three distinct models that incorporate tree-096

transformers (Ahmed et al., 2019b), a graph at-097

tention network (GAT) (Veličković et al., 2017),098

and an heterogeneous graph attention network (H-099

GAT) (Wang et al., 2020). Each of these archi-100

tectures employs an hierarchical structure com-101

prising tree-transformers and GAT layers. The102

tree-transformers serve as sentence encoders, while103

the subsequent GAT layer encodes complete state-104

ments using the derived sentence vectors. To up-105

date the leaf nodes of the tree-transformers and sen-106

tence nodes, an H-GAT has been deployed, which107

leverages the statement embedding. Notably, the108

three models vary in the specific application of the109

H-GAT. By fine-tuning the word embeddings, these110

models effectively serve the purpose of BERT fine-111

tuning. Their advantage is reducing the need for112

substantial computational resources to fine-tune the113

millions of parameters found in the BERT-based114

models and enabling essentially unlimited input115

text lengths. In our study, we have conducted an ex-116

tensive analysis of the performance of the proposed117

models on well-established personality trait iden-118

tification datasets. Through rigorous analysis, the119

findings unequivocally show the superior perfor-120

mance of our proposed model when compared to121

previously prominent models in the field. We will122

upload the materials once the paper gets published.123

2 Related Work124

In recent years, there have been notable contribu-125

tions in employing various deep learning models126

for the identification of personality traits. Kalghatgi127

et al. (2015) employed neural networks, specif-128

ically multilayer perceptrons (MLP), along with129

hand-crafted features to detect personality traits.130

Similarly, Su et al. (2016) utilized recurrent neural131

networks (RNN) along with hidden Markov mod-132

els (HMM) to identify personality traits using Chi- 133

nese Language Inquiry and Word Count (LIWC) 134

annotations extracted from dialogues. Sun et al. 135

(2018) and Tandera et al. (2017) utilized long-short- 136

term-memory (LSTM) and convolutional neural 137

networks (CNN) to detect personality traits from 138

text data sourced from Facebook posts. Van de 139

Ven et al. (2017) have conducted experiments on 140

275 LinkedIn profiles and provided evidence that 141

extroversion can be accurately inferred from self- 142

descriptions in user profiles. Lynn et al. (2020) 143

employed message-level attention over Facebook 144

posts to analyze users’ personality traits. Gjurković 145

et al. (2020) have introduced their self-created cor- 146

pus in the context of personality analysis and ap- 147

plied S-BERT (Reimers and Gurevych, 2019) over 148

it. Kazameini et al. (2020a) utilized an ensemble 149

of SVMs with BERT embeddings and achieved 150

superior performance compared to other models 151

for the Big Five trait classification using the Es- 152

says corpus (Pennebaker and King, 1999). Mehta 153

et al. (2020) have conducted experiments with vari- 154

ous combinations of psycholinguistic features and 155

BERT-based models, analyzing the impact of each 156

feature on trait prediction. Stachl et al. (2021) and 157

Mehta et al. (2019) delve into computational per- 158

spectives in their review article, exploring various 159

aspects and considerations within the field of per- 160

sonality trait identification. Ramezani et al. (2022a) 161

have incorporated a knowledge graph with CNN, 162

RNN, LSTM and Bi-LSTM for automatic person- 163

ality trait classification. In their follow-up work, 164

Ramezani et al. (2022b) have applied attention over 165

the knowledge graph and achieved current state-of- 166

the-art performance. 167

3 Methodology 168

The personality trait classification model utilizes 169

an hierarchical framework with a sentence en- 170

coder and a statement encoder. The sentence en- 171

coder generates vectors for each sentence, while 172

the statement encoder synthesizes these vectors 173

for the entire text. We have experimented with 174

two tree-transformer variants as sentence encoders: 175

constituency (CTT) and dependency (DTT) tree- 176

transformers. A graph attention network (GAT) 177

merges sentence representations and produces a 178

statement representation. The heterogenous GAT 179

(H-GAT) layer refines sentence and word nodes 180

using the statement vector. Three model architec- 181

tures have been examined, varying the configura- 182
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tion of the H-GAT layer. It enhances sentence and183

word representation by incorporating information184

from the statement vector. This section explains185

the individual components and then describes the186

comprehensive model.187

3.1 Sentence Encoder Module188

To effectively analyze an individual’s personality189

traits through textual data, we take into account190

the syntactical structure of sentences. Motivated191

by the findings of Tai et al. (2015), we address192

this requirement by exploring two types of tree-193

structured transformer models which capture cor-194

relations between distant words and the phrasal195

structures present in sentences. While attention196

mechanisms (Bahdanau et al., 2015; Vaswani et al.,197

2017) have made significant strides in addressing198

the issue of long-distance dependencies, they still199

fall short when compared to tree-structured models200

(Ahmed et al., 2019a,b).201

To convey comprehensive information about a202

sentence, two types of tree-based representations203

are employed: constituency trees, which capture204

distinct aspects of sentence syntax, and depen-205

dency trees, which achieve the relationships be-206

tween individual words positioned at various loca-207

tions within the sentence (Ahmed et al., 2019b).208

Through recursive computations entailing attention209

across branches, the models analyze each sub-tree210

and generate a sentence vector representation at the211

tree’s root.212

To generate the self-attention over the branches213

query (Q), key (K), and value (V) matrices are214

computed (Vaswani et al., 2017) (see Eqs. 1-3).215

K = ωkMk s.t. ωk ∈ Rd×d (1)216

V = ωvMv s.t. ωv ∈ Rd×d (2)217

Q = ωqMq s.t. ωq ∈ Rd×d (3)218

For a DTT, the matrix M is constructed by con-219

catenating the word vectors of all child nodes as-220

sociated with each parent node. Conversely, in a221

CTT, the matrix M is formed by concatenating222

the word vectors within a constituent. The self-223

attention matrix (α) is calculated by leveraging the224

Q,V,K matrices in the following manner:225

α = softmax(
Q KT

√
dk

)V (4)226

Here, the dimension of the key (K) matrix is de-227

noted as dk.228

To carry out multi-branch attention, denoted as 229

Bi, with n branches, n sets of the key (K), query 230

(Q), and value (V) matrices with n corresponding 231

weight matrices (ωi) are used. Subsequently, a 232

scaled dot product attention is performed on each 233

branch: 234

Bi = αi∈[1,n](Qi ω
Q
i ,Ki ω

K
i ,Vi ω

V
i ) (5) 235

Next, a residual connection is introduced to the 236

tensors obtained from the multi-branch attention 237

operation followed by a layer-wise batch normal- 238

ization layer to normalize the tensor outputs and 239

finally a scaling factor µ is used: 240

B̃i = LayerNorm(Biω
b
i + Bi)× µi (6) 241

In the subsequent stage, a position-wise CNN 242

(PCNN) is applied to each B̃i. The PCNN layer 243

consists of two convolution operations performed 244

at each position, with a ReLU activation function 245

separating the convolution operations: 246

PCNN(x) = Conv(ReLU(Conv(x) + b1)) + b2
(7)

247

Then, the attentive representation of the seman- 248

tic sub-spaces is generated by applying a linear 249

weighted summation over the PCNN layer-derived 250

features (see Eq. 8). Here γ is a trainable hyper- 251

parameter of the model that determines the weights 252

assigned to each semantic sub-space. 253

BranchAttn =

n∑
i=1

γiPCNN(B̃i) (8) 254

Finally, a residual connection is established be- 255

tween the output of the BranchAttn layer and the 256

subsequent step. Then, a non-linear activation func- 257

tion (tanh) is applied to the resulting tensor. The 258

parent node representation is then computed by per- 259

forming an element-wise summation (EwS) which 260

combines the representations of the child nodes: 261

ParentNode = EWS(tanh((χatt + χ)ω + b)) (9) 262

Here, the input features to the attention calculation 263

module are denoted as χ, while the output features 264

are represented as χatt. 265

To incorporate both the word-level dependencies 266

and the underlying phrasal information present in 267

the sentences, mean pooling is utilized over the 268

sentence vectors obtained from the DTT and CTT. 269

This is elaborated in Section 3.4. 270
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3.2 Statement Encoder Module271

Over the sentence representations generated from272

the sentence encoding module (see Section 3.1),273

the Graph Attention Network (GAT) (Veličković274

et al., 2017) is employed to generate the vec-275

tor representation of the statement. The graph276

G = {V,E} is designed in such a way that there277

is an edge between the statement node D and all278

n sentence nodes (S1, S2, ..., Sn) in the statement.279

Thus, G = {V, E} where V = {S1, S2, ..., Sn,D}280

and E = {S1 → D, S2 → D, ..., Sn → D}. The281

sentence nodes are initialized with the sentence282

embeddings that are generated by the sentence en-283

coder module and by applying mean pooling over284

them, D is initialized. GAT is applied over these285

sentence nodes to generate the vector representa-286

tion for node D (see Eqs. 10-12).287

κD,Sj = LeakyReLU(ωa[ωqD||ωkSj ]) (10)288

αD,Sj =
exp(κD,Sj )∑
l∈ND

exp(κD,l)
(11)289

D = σ(
∑
j∈ND

αD,SjωvSj) (12)290

Here, the concatenation operation is denoted by ||.291

ωa, ωq, ωk, and ωv are the trainable weight matri-292

ces. The set of neighbouring nodes for a given node293

(Si or D) is represented by Ni. αi,j denotes the294

attention value between any two nodes in the graph.295

The GAT layer incorporates multi-head attention.296

Utilizing M attention heads, this multi-head atten-297

tion formulation can be expressed as follows:298

Hi = ||Mm=1σ(
∑
j∈ND

αm
D,Sj

ωmSj) (13)299

This final hidden representation Hi is used as the300

statement representation vector (D = Hi).301

3.3 Refinement module302

The refinement module employs the heterogeneous303

graph attention network (H-GAT) to update the304

word and sentence embeddings based on the state-305

ment embeddings generated from the statement306

update module. This refinement module is inspired307

by the H-GAT (Wang et al., 2020). Originally308

designed to enhance cross-sentence relationships309

and to generate more informative sentence repre-310

sentations for extractive summarization tasks, we311

have adapted this approach to improve the qual-312

ity of statement representations for our task. In313

our methodology, the H-GAT module is utilized at314

each iteration, following the completion of forward 315

passes of the sentence encoder and statement en- 316

coder modules. By incorporating the statement-to- 317

sentence, sentence-to-word, and statement-to-word 318

update steps and subsequent forward passes of the 319

sentence and statement encoder modules, this mod- 320

ule enriches the statement vectors, leading to an 321

enhancement in the overall quality of the statement 322

representations for the personality trait detection 323

task. This section outlines the general concept of 324

the refinement module. The varying placements of 325

this module are elaborated in Section 3.4. 326

Considering a statement has n sentences, the 327

statement-to-sentence update module works on 328

a graph G = {V,E} where the set of vertices 329

V = {S1, S2, ...,D} and set of edges E = {S1 → 330

D, S2 → D, ..., Sn → D} (similar to the graph 331

G in the statement encoding module). After con- 332

structing the graph G, the feature values of the 333

nodes are modified using a Graph Attention Net- 334

work (GAT) (Veličković et al., 2017). Let hi ∈ Rdh 335

represent the hidden states of the statement and sen- 336

tence nodes, where i ∈ {1, 2, ..., (n+ 1)}, and dh 337

denotes the dimension of the hidden states. The 338

GAT layer, which operates on this graph, can be 339

formulated as follows: 340

κi,j = LeakyReLU(ωa[ωqhi;ωkhj ]) (14) 341

αi,j =
exp(κi,j)∑
l∈Ni

exp(κi,l)
(15) 342

Zi = σ(
∑
j∈Ni

αi,jωvhj) (16) 343

where ωa, ωq, ωk, and ωv are the weight matri- 344

ces in the GAT layer are updated during the back- 345

propagation based on the gradients. The set of 346

neighbouring nodes for a given node i is repre- 347

sented by Ni, and the attention score between hid- 348

den states hi and hj is denoted as αi,j . 349

To enhance the expressiveness of the GAT layer, 350

it can be extended to incorporate multi-head at- 351

tention with M heads. This extension allows the 352

model to capture multiple aspects or perspectives 353

of the relationship between nodes. The formulation 354

of the GAT layer with multi-head attention can be 355

expressed as follows: 356

Z i = ||Mm=1σ(
∑
j∈Ni

αm
i,jω

mhi) (17) 357

Finally, a residual connection is established in 358

the model. This connection allows the final hid- 359
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den state representation hi to incorporate the infor-360

mation ui from the residual connection. The up-361

dated hidden state representation is formulated as362

hi = ui + hi. This addition operation ensures that363

the information from previous layers is preserved364

and combined with the current representation, help-365

ing to alleviate the issue of vanishing gradients.366

At each iteration, the sentence nodes undergo367

updates using the GAT layer and a position-wise368

feed-forward network (FFN) layer. Following the369

approach introduced by Wang et al. (2020), the up-370

dates are performed considering the information371

from the statement node. The updates can be de-372

scribed by the following equations:373

Zt+1
D→S = GAT(Ht

S ,Ht
D,Ht

D) (18)374

Ht+1
S = FFN(Zt+1

D→S +Ht
D) (19)375

In Eq. 18, at the first iteration (t = 0), H0
S corre-376

sponds to the initial set of sentence nodes, which377

are obtained from the sentence encoder module.378

On the other hand, H0
D represents the statement379

representation derived from the statement encoder380

module. Within the GAT layer, Ht
S serves as the381

query matrix, while Ht
D is utilized as both the value382

and key matrices. This configuration is inspired by383

the approach proposed by Vaswani et al. (2017),384

aiming to capture the attention-based relationships385

between the sentence nodes and the statement rep-386

resentation.387

Both the sentence-to-word and statement-to-388

word update steps are designed following the same389

principle of the statement-to-sentence update step.390

The sentence-to-word update step tries to refine391

the word embeddings based on the sentence em-392

bedding so that the word vectors can preserve the393

essence of the sentence. For any sentence S con-394

taining p words, the word nodes are updated by a395

GAT layer as follows:396

Zt+1
S→w = GAT(Ht

w,Ht
S ,Ht

S) (20)397

Ht+1
w = FFN(Zt+1

S→w +Ht
S) (21)398

where, at the first epoch (t = 0), H0
w represents the399

initial set of word nodes. These word nodes cor-400

respond to the RoBERTa-based embeddings (Liu401

et al., 2019) for the words present in the sentence.402

Ht
S depicts the updated sentence representations403

obtained from the statement-to-sentence update404

step.405

The statement-to-word update step applies GAT406

to produce refined word embeddings with the407

knowledge of the statement embedding. For the 408

statement D, this step is defined as: 409

Zt+1
D→w = GAT(Ht

w,Ht
D,Ht

D) (22) 410

Ht+1
w = FFN(Zt+1

D→w +Ht
D) (23) 411

where, initially (t = 0), H0
w is the set of word nodes 412

present in the statement D and initialized with the 413

RoBERTa word embeddings. H0
D is the statement 414

vector generated by the statement encoder. 415

3.4 Model Architecture 416

By varying the position and utilization of the re- 417

finement module units, we have investigated three 418

architectures for the automatic personality trait de- 419

tection task. The architectural structures of the pro- 420

posed models are portrayed in Figure 1. In the con- 421

text of the personality trait detection task, all of the 422

models require two forward passes separated by a 423

refinement step. The first forward pass is a common 424

step shared by all of the models. During the initial 425

forward pass, RoBERTa word embeddings are used 426

as the initial input to the model. Subsequently, the 427

aforementioned inputs undergo simultaneous pro- 428

cessing by both the DTTs and CTTs in the sentence 429

encoder module. This step outputs two sentence 430

representations for each sentence in the statement: 431

SDTT ∈ {S1
DTT , S

2
DTT , ..., S

n
DTT } and SCTT ∈ 432

{S1
CTT , S

2
CTT , ..., S

n
CTT }, accordingly. Following 433

this stage, a mean-pooling procedure is executed, 434

resulting in the generation of an intermediate sen- 435

tence representation denoted as Savg. Thus for a 436

statement D containing n sentences, n sentence 437

representations (Savg ∈ {S1
avg, S

2
avg, ..., S

n
avg}) are 438

generated. These sentence representations from 439

the sentence encoder are passed to the statement 440

encoder module. The GAT layer in the statement 441

encoder computes the statement representation D 442

and the first forward pass ends here. 443

The major difference between the investigated 444

models is the utilization and design of the refine- 445

ment step. For the first model (see Figure 1(a)), 446

the refinement module uses only the statement- 447

to-word update step. In the second investigated 448

model (see Figure 1(b)), the refinement module 449

uses the statement-to-sentence and the sentence-to- 450

word update steps. The statement-to-sentence step, 451

at first, updates the averaged sentence representa- 452

tions (Savg). These updated sentence representa- 453

tions are then used by the sentence-to-word update 454

module to update the word embeddings. The last 455

model (see Figure 1(c)) also uses the statement- 456
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Figure 1: Structure of the investigated systems for identifying personality traits. (a) the word embeddings are
updated using statement vector, (b) the statement vector updates the Savg and subsequently updates the word
embeddings, and (c) the statement vector updates the SDTT and SCTT . These sentence vector updates the word
embeddings separately. All the unbroken orange straight lines indicate the second forward pass with the updated
word vectors. For (b) and (c) the refinement steps labeled with numbers indicate the order of occurrence.

to-sentence and the sentence-to-word update steps.457

But here, the statement-to-sentence update module458

updates the SDTT (S′
DTT) and SCTT (S′

CTT). Then,459

the sentence-to-word refinement step is utilized460

twice: once to update the word embeddings based461

on the updated SDTT, and another time based on462

the updated SCTT.463

After the refinement module is employed, the464

second forward pass is initiated. For the first two465

models, with the updated word embeddings, the for-466

ward pass is the same as the first forward pass. But467

for the third model, the sentence encoder module468

works with two different word embeddings. The469

CTT intakes the word embeddings updated by the470

S′
CTT, and the DTT is fed with word embeddings471

updated by the S′
DTT as inputs. The following steps472

are similar to the other two models. This second473

forward pass generates a refined statement vector474

(D′). Subsequently, D′ is fed into a dense layer,475

followed by a sigmoid classifier that assigns a prob-476

ability score to each individual personality trait.477

For model training, we have employed the binary478

cross-entropy loss function to evaluate and calcu-479

late the overall loss of the model.480

4 Experimental Setup481

Here, we give an assessment of our model’s efficacy482

in discerning personality traits, employing accuracy483

and F-1 score as the evaluation metrics. Individuals 484

can exhibit multiple traits concurrently, given that 485

these characteristics are not inherently exclusive. 486

Consequently, we have framed the identification 487

of personality traits as a multi-label classification 488

problem, gauging the model’s performance against 489

each distinct class label. Furthermore, this section 490

provides a synopsis of the benchmark datasets used 491

in our experiments. 492

We have experimented on two benchmark cor- 493

pora: (i) Essays (Pennebaker and King, 1999), (ii) 494

Kaggle MBTI (Jolly, 2017). The “Essays” dataset 495

encompasses a collection of 2468 compositions 496

penned by students, meticulously annotated with 497

binary labels pertaining to five distinct personality 498

traits: Openness (O), Conscientiousness (C), Ex- 499

traversion (E), Agreeableness (A), and Neuroticism 500

(N). They were annotated by analyzing a standard- 501

ized self-report questionnaire for each student. The 502

“Kaggle MBTI” dataset comprises a substantial col- 503

lection of 8675 records, with each entry containing 504

the 50 most recent contributions made by individ- 505

uals on the PersonalityCafe website. Each entry 506

is associated with a binary MBTI personality type. 507

This corpus encompasses four binary class labels, 508

namely: (i) Extroversion or Introversion (I/E), (ii) 509

Sensing or Intuition (S/I), (iii) Thinking or Feeling 510

(T/F), and (iv) Judging or Perceiving (J/P). The 511
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data pre-processing step follows the approach used512

in (to preserve anonymity we don’t cite the work.513

Upon acceptance we will add the citation.). The514

statistics of the corpora are presented in Appendix515

A.3. For both corpora, the same train, test, and516

validation splits are used as in (Mehta et al., 2020).517

The model employs an initial learning rate of 0.1,518

which is subsequently reduced by 80% in each iter-519

ation if the validation accuracy declines compared520

to the previous iteration. The batch size is 10. For521

the tree-transformers, the same hyper-parameter522

settings are used as in Ahmed et al. (2019b). The523

statement encoding unit utilizes a GAT (Graph At-524

tention Network) with six attention heads. The525

model’s parameters are trained using the “Adagrad”526

optimizer (Lydia and Francis, 2019).527

The output representations for the sentence en-528

coders (DTT and CTT), the statement encoder, and529

the model itself, are 768-dimensional vectors. The530

model employs two forward passes to generate the531

statement vector. During the first forward pass,532

RoBERTa word embeddings are utilized. In the533

second pass, the updated word representations ob-534

tained from the “refinement module” are employed,535

as described in Section 3.4. The performance eval-536

uation of our models has been conducted using537

10-fold cross-validation. To facilitate this cross-538

validation process, we have utilized the StratifiedK-539

Fold function from the scikit-learn package. All ex-540

periments have been conducted in an Ubuntu 22.04541

LTE environment, leveraging a 48GB NVIDIA542

RTX A6000 GPU. For parsing the sentences and543

generating the tree representations, we have used544

the Stanford Core-NLP parser.545

5 Analysis of Results546

Tables 1 and 2 showcase the performance of the547

proposed models on the Essays and Kaggle MBTI548

corpora, respectively. The results clearly demon-549

strate that our proposed models, with one excep-550

tion, have outperformed previous models, includ-551

ing the current state-of-the-art (SOTA) (Ramezani552

et al., 2022a), by a significant margin without us-553

ing any additional features like the other models554

do. For the Essays corpus, the model incorporat-555

ing the statement-to-word update module exhibits556

slightly lower accuracy and F-1 scores compared to557

the current SOTA (Ramezani et al., 2022a). How-558

ever, the second model, which incorporates the559

statement-to-sentence (Savg) and sentence (Savg)-560

to-word refinements, surpasses the current SOTA561

by an average margin of 2.6 percentage points (p.p.) 562

in accuracy and 3.7 p.p. in F-1 score. The third 563

model, which incorporates separate statement-to- 564

sentence (SDTT and SCTT) and sentence (SDTT and 565

SCTT)-to-word update modules, exhibits an addi- 566

tional 0.6 p.p. and 1.0 p.p. improvement over the 567

second model in accuracy and F-1 score, respec- 568

tively, on average. Among all the proposed mod- 569

els, the third model yields the best performance. 570

The same trend in improvement is observed for 571

each individual class, as well. Compared to the 572

BERT-based models, the performance gain is sub- 573

stantially higher. The third model has gained 15.0 574

and 15.9 p.p. accuracy boosts over the best perform- 575

ing BERT-based models: BERT-base + MLP and 576

BERT-large + MLP (Mehta et al., 2020), respec- 577

tively. A similar performance boost is observed in 578

the experiments with the Kaggle MBTI corpus, as 579

well. In terms of accuracy, our best performing pro- 580

posed model has shown 9.6 and 8.6 p.p. accuracy 581

gain over the BERT + Bagged SVM (Kazameini 582

et al., 2020b) and BERT-large + MLP, respectively. 583

A major reason behind such improvement over 584

the BERT-based models is that the BERT-based 585

models work with only the first 512 tokens of 586

the statements due to the token input limitation of 587

BERT. Our model has surpassed that limitation by 588

using the tree-transformer based sentence encoder 589

module. It works with individual sentences from 590

the statement and thus it is not dependent on the 591

statement length. Furthermore, the statement en- 592

coder module imposes attention over the sentences 593

which helps the model understand which sentences 594

are important when identifying personality traits. 595

Another reason for the improved performance 596

is that the models proposed by Kazameini et al. 597

(2020b) and Mehta et al. (2020) use the pre-trained 598

BERT models without any fine-tuning for this task 599

which does not allow the models to inherit task 600

specific knowledge. On the other hand, our pro- 601

posed models, using the refinement module, update 602

the word embeddings as well, based on the gen- 603

erated statement representation which in the end 604

helps to produce more enriched statement repre- 605

sentations. This approach is quite similar to the 606

concept of fine-tuning BERT-based models, but 607

demands less computational resources (122M vs 608

345M parameters) and one-fourth of the training 609

time compared to the BERT-fine-tuning. This has 610

made our model more suitable to run on computers 611

with less computational resources. The proposed 612
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Table 1: Performance analysis of the proposed models along with the other prominent works over the Essays dataset.
The best results are presented in bold texts. Missing values are presented with -.

F-1 Score Accuracy
Model O C E A N Ave. O C E A N Ave.
Previous Works
BERT + Bagged SVM (Kazameini et al., 2020b) - - - - - - 62.1 57.8 59.3 56.5 59.4 59.0
Psycholinguistic + MLP (Mehta et al., 2020) - - - - - - 60.4 57.3 56.9 57.0 59.8 58.3
BERT-base + MLP (Mehta et al., 2020) - - - - - - 64.6 59.2 60.0 58.8 60.5 60.6
BERT-large + MLP (Mehta et al., 2020) - - - - - - 63.4 58.9 59.2 58.3 58.9 59.7
CNN-AdaBoost-2channel (Mohades Deilami et al., 2022) - - - - - - 61.9 62.1 59.9 60.6 64.9 61.9
KGrAT-Net (Ramezani et al., 2022a) 75.0 76.5 78.1 72.8 69.9 74.4 72.2 73.4 74.2 71.2 71.0 72.4
Proposed Models
Model-1 74.6 76.2 77.6 72.6 74.1 75.0 71.9 73.2 73.8 71.0 70.6 72.1
Model-2 77.8 78.8 81.1 75.5 77.6 78.1 74.9 75.8 77.2 73.9 73.1 75.0
Model-3 78.5 79.6 81.8 76.1 79.4 79.1 75.6 76.4 77.8 74.5 73.8 75.6

Table 2: Performance analysis of the proposed models along with the other prominent works over the Kaggle MBTI
dataset. The best results are presented in bold texts. Missing values are presented with -.

F-1 Score Accuracy
Model I/E S/I T/F P/J Ave. I/E S/I T/F P/J Ave.
Previous Works
BERT + Bagged SVM (Kazameini et al., 2020b) - - - - - 79.0 86.0 74.2 65.4 76.1
Psycholinguistic + MLP (Mehta et al., 2020) - - - - - 77.6 86.3 72.0 61.9 74.5
BERT-base + MLP (Mehta et al., 2020) - - - - - 78.3 86.4 74.4 64.4 75.9
BERT-large + MLP (Mehta et al., 2020) - - - - - 78.8 86.3 76.1 67.2 77.1
Proposed Models
Model-1 88.6 95.3 86.4 74.6 86.2 84.3 90.4 83.2 73.0 82.7
Model-2 89.1 97.8 89.1 77.6 88.4 84.7 93.2 85.8 76.1 85.0
Model-3 89.6 98.4 89.8 78.4 89.1 85.3 93.9 86.7 76.7 85.7

model takes slightly more time compared to the613

BERT-large model in the testing phase. However,614

there are ways to parallelize our model to reduce615

this computational time difference.616

Using the tree-transformers allows the model to617

better capture structural knowledge at the sentence618

level. Through our experiment, we have found that619

while dealing with complex sentences the BERT-620

based models fail to identify all of the personality621

traits properly as there exist dependencies between622

different phrases at various distances in the sen-623

tence (see Appendix A.2 for an example).624

Among the proposed models, we observe that625

the second and third models perform much bet-626

ter than the first one. The second model directly627

refines the word representations based on the gen-628

erated statement vector. It requires a lot of nodes629

to be refined all together based on the value of only630

one node (the statement vector) and the refinement631

ignores the sentence-level information. The third632

model uses two separate statement-to-sentence and633

sentence-to-word update modules so the two tree-634

transformers get different word embeddings and al-635

lows the model to have more semantic information636

during the second pass, helping it to achieve higher637

performance compared to the second model. To 638

show the importance of the individual components 639

of these methods, an ablation study is shown in 640

Appendix A. The ablation study demonstrates that 641

the refinement module helps the model to achieve 642

superior performance. However, our model makes 643

wrong predictions in some cases. Each class within 644

the Essays corpus is exemplified by a singular case 645

in Appendix A.4. 646

6 Conclusions and Future Work 647

This study introduces three innovative architec- 648

tures that leverage an hierarchical structure of tree- 649

transformers and a graph attention network for the 650

classification of personality traits inferred from 651

written text. The refinement module proposed in 652

this research aids in the precise adjustment of word 653

vectors while preserving enriched semantics and 654

syntactical information. The proposed models have 655

demonstrated a substantial performance improve- 656

ment compared to previous prominent works. A 657

potential extension of this work could involve the 658

incorporation of a knowledge graph, similar to the 659

approach taken by Ramezani et al. (2022a). 660
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Limitations661

In this study, our focus was primarily on the Big662

Five Model (OCEAN) and Myers-Briggs Type Indi-663

cator (MBTI) personality trait classifications. How-664

ever, it is important to note that there are two other665

noteworthy personality trait models that warrant666

attention: Eysenck’s Personality Dimensions and667

the HEXACO Model. These alternative models668

offer distinct frameworks for understanding and669

categorizing personality traits. We are not sure how670

well these models will perform when working with671

them.672

Moreover, while the proposed models have in-673

deed exhibited a substantial performance improve-674

ment, it is important to acknowledge that there is675

a trade-off in terms of computational time. The676

utilization of two forward passes plus parsing re-677

quired for the tree-structured transformers in the678

model leads to an increase in time required for the679

generation of results compared to the other models.680

This computational overhead should be taken into681

consideration when considering the deployment682

and scalability of the proposed models in practical683

applications. However, with some parallelization684

in the model implementation, the computational685

time it requires can be reduced.686

Ethical Disclaimer687

This work is not intended to be used in clinical prac-688

tice or by individuals to determine mental health689

conditions.690
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A Appendix 861

A.1 Ablation Study 862

Table 3: Ablation Study on the Essays dataset. Here, CTT + GAT is the model where sentences are encoded with
only the constituency tree-transformer (CTT) and only the graph attention network (GAT) generates the statement
encoding. No refinement module is used. DTT + GAT uses the dependency tree-transformer (DTT) as the sentence
encoder and GAT as the statement encoder without any refinement module. DTT + CTT + GAT takes the point-wise
average of the sentence representations generated from the DTT and CTT, and the GAT layer computes the statement
vector. No refinement module is used here, as well. All the performances are accuracy (in %).

Model O C E A N Average
CTT + GAT 69.2 68.8 65.9 65.3 68.3 67.5
DTT + GAT 70.1 69.2 66.5 64.8 69.0 67.9
DTT + CTT + GAT 70.9 70.3 67.5 65.7 69.7 68.82

Table 4: Ablation Study on the Kaggle MBTI dataset. Here, CTT + GAT is the model where sentences are encoded
with only the constituency tree-transformer (CTT) and only the graph attention network (GAT) generates the
statement encoding. No refinement module is used. DTT + GAT uses the dependency tree-transformer (DTT) as the
sentence encoder and GAT as the statement encoder without any refinement module. DTT + CTT + GAT takes the
point-wise average of the sentence representations generated from the DTT and CTT, and the GAT layer computes
the statement vector. No refinement module is used here, as well. All the performances are accuracy (in %)

Model I/E S/I T/F P/J Average
CTT + GAT 82.0 88.8 79.1 70.2 80.0
DTT + GAT 82.5 89.3 79.9 70.6 80.6
DTT + CTT + GAT 82.5 89.2 80.5 71.0 80.8

Observing the results in Tables 1, & 3, and Tables 2, & 4, we can clearly say that the performance of 863

the individual units are much lower compared to the proposed models. The refinement unit, present in the 864

proposed models, plays the vital role in the performance boost achieved by the three investigated models. 865

A.2 Example of BERT-based model providing incorrect personality traits 866

Through my academic journey, I evolved from a beginner in school to a more experienced 867

student in college, encountering various challenges, making friends, and gaining knowledge 868

and skills, ultimately realizing that my education wasn’t just about physical classrooms, but a 869

path to becoming a better learner and thinker, preparing me for the future. 870

Here, the original labels are “openness” and “conscientiousness”. The BERT-based model identifies the 871

“openness” properly, however fails to capture “conscientiousness”. Rather it predicts “extroversion”. From 872

Table 1 it is observed that the BERT-based models have always shown their best results on “openness” 873

compared to the other classes. The tree-transformer/GAT model trained on the Essays corpus for OCEAN 874

trait classification predicts the personality traits correctly. 875

A.3 Statistics of the Corpora 876

A.3.1 Statistics of the Essays Corpus 877

Table 5: Statistics of the Essays dataset.

Openness Conscientiousness Extraversion Agreeableness Neuroticism
Positive 1271 1253 1276 1310 1233
Negative 1197 1215 1192 1158 1235
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A.3.2 Statistics of the MBTI Corpus878

Table 6: Statistics of the MBTI dataset.

Category Number of Samples
Extroversion 1999
Introversion 6677
Sensing 1197
Intuition 7479
Thinking 3981
Feeling 4695
Judging 3434
Perceiving 5242

879

A.4 Errors in Prediction Made by the Proposed Model880

A.4.1 Class: Openness881

I just got back from your class, so I decided that I should start to type this paper. I am very882

happy with my classes, even though I feel like they are going to be rather difficult this year,883

especially my Calculus class. I have a hard time understanding what my professor is saying. I884

end up have to go home and teach myself most of the information. Well that’s enough about885

school. I just thought about my exgirlfriend. I have very strong emotions about her. I know that886

she was my first love. But I also am so mad at sometimes. We had talked about me going off to887

college and we knew that it probably would work about, so we decided that we would date other888

people. From my experience this really does work out. The first girl that I dated after her was a889

girl from my waiting job in New Braunfels. I decided that I should tell my exgirlfriend, whose890

name is Genie, about the girl. This was a very big mistake. Genie came to the restaurant where891

I worked and caused a big scene. But this isn’t the only thing that makes me mad. Things are892

totally different now that we decided to see other people. We don’t get along and we can’t talk893

to each other. I think women need to just make up their mind. They all act like want this perfect894

gentlemen that does everything for them, but when the actually get that they don’t know how to895

treat it. Usually the go to far and try to take advantage of it and then the guy starts to despise896

the girl. I don’t really wish that things were back the way they were, I just wish that we could897

still get along. I really miss talking to her. She was a person that I could tell everything to and898

still feel comfortable about doing so. I am lucky though, because I have a sister that I am very899

close to. She also goes to UT and she has been a very big help with getting me settled in here900

in Austin. She only lives a couple of blocks away from me and she is there for me whenever I901

need anything, as I am for her. This is my freshman year and I am already dreaming that college902

would be over. It isn’t that I don’t enjoy Austin or College, it is just that I am tired of school.903

I wish that there could be a step in your life that you could just skip, but that is impossible. I904

would love to just be able to be settled in to a good paying job, but since that will never happen905

I am prepared to work now to enjoy the benefits later.906

This particular instance is designated as negative within the category of "Openness." Nonetheless, our907

model has made an incorrect prediction by classifying it as positive in this specific class.908

A.4.2 Extraversion909

Right now, I am sitting here sick to my stomach and the world feels so small. I am waiting for a910

phone call that is so important, and if I don’t get it, I am going to feel like a really big loser.911

Yes, I did just get all the blessings I could ever ask for, so I am selfish to be wanting more, but912

its something I really really want. All I want is to make my parents proud and to give my family913

12



something they can brag about. I have spent my whole life wanting to achieve the best, and I 914

get so sick when I let myself down. Rejection sucks. its so hot in here, and as all my friends 915

call because they just got the call," I feel like a loser. I am proud of myself- but rejection is not 916

something I handle well? What if the call does not come– will I cry, will I blame my inabilities 917

on something else, how will I react? The anxiety I feel right now is extreme. On top of all that, 918

I am homesick. I have a great life here in Austin, but since my family is a huge part of my 919

life, I feel kind of left out being so far away. Everything back home seems to go on without 920

me. my roommate here is annoying and the tv here is always on. she follows me around and 921

sometimes I feel used because she really does not know people here. She is not in a sorority 922

and so sometimes I feel as if she is angry at me for that. I am so anxious. my boyfriend is 923

supportive too, but I wonder sometimes if he really has deep feelings for me. Yes, I know about 924

his fear of commitment and all that crap, but we have been together for way too long for me not 925

to feel totally secure with him. Oh, that stupid seventh heaven song. turn off the dang tv. All 926

I want is peace and quiet without all the noise. Oh, and I have to worry about yesterday too. 927

My sorority is awesome, but it makes me really uncomfortable to drink around some of them. 928

Yes, I know. Its silly if we all drink together. But, sometimes I feel as if I have this image that I 929

have to uphold. and that image reflects back onto all aspects of my life. my family, my faith, 930

my school, my friends. How do I act? How do I dress? Who do I associate myself with? All 931

of these things constantly flood my brain, and sometimes all I want to do is get far away from 932

those thoughts. Do people love me for me? Do they love me for who I am here or the grades I 933

make or the house I live in or the money my parents make? How do people view me? And that 934

tv, always on. what I would give for that chatter to stop for 10 minutes. I can’t even study with 935

the noise. I am worried about this year. I need a job, I have bills to pay, I am in hard classes. 936

how will I measure up? I love my life, I love my life. but I could seriously do without the stress. 937

I am determined, and I already have accomplished so much this semester, but will it end? I 938

want it to stay this way, but there is so much to lose. I am scared that I will lose it. How do I not 939

lose it? I pray all the time, and I count my blessings. its hot in my apartment and it smells like 940

paint. why did I choose to live in an apartment with a girl I don’t like? What possessed me to 941

do this? Did I feel independent and like a big girl? Now I feel young and naive, and way out of 942

my league. oh, the insanity, but good things come to those who wait and I put all my trust into a 943

higher being so things WILL work out. 944

This statement has been categorized as positive within the "Extraversion" class; nevertheless, our model 945

has erred in its prognostication, misclassifying it as negative. 946

A.4.3 Conscientiousness 947

ever since my boyfriend got this new job as a community assistant in an apartment complex, it 948

doesn’t seem like he has any time left over to spend with me. also, since he is a higher rank in 949

rotc, he is even busier. so i question. what’s going to happen to us? i ask him over and over 950

again and he just gets upset. what am i supposed to think? every time this happens, we end 951

up in an argument and threaten to break up which really hurts. i mean, he can’t play with my 952

emotions like that. it’s not fair that he can have me waiting for him and giving up all my other 953

plans in the hope that maybe this time, he’ll come see me or make plans with never happens. 954

it’s not fair how he can just have me on the side when it’s convenient to him. why is is that he 955

seems like a totally different person now. not the same from the guy that i met more than a year 956

ago. how can someone just change overnight? i am upset that when he does come and see me, 957

it’s is timed cause he says he’s trying to squeeze me into his busy schedule. it make me feel 958

like i am in prison and getting visitation rights or something. relationships shouldn’t be like 959

that. it was never like that in the begining. but he says he’s a different person now. he just called 960

right now and hung up on me because i told him i couldn’t talk cause i was doing this thing for 961

the psychology class. he’s mad. but what am i supposed to do? after all, the reason i am here, 962

is to go to school and learn and stuff. if he expects me to understand everything he does why 963
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can’t he understand that i need to do this thing. i feel like i’m gaining a little bit of weight and964

that bothers me a lot. yet, i’m too stubborn to get into a diet and too lazy to go excercise at the965

gym. i am sooooo stresed out. not just from the crap i have to put up with my boyfriend but966

also because of school work and the crap i have to put up to with work. work does not seem967

fun anymore. it was in the begining when i first started working there for more than a year ago.968

maybe because it was my very first job and i was getting paid more that i thought i would be. or969

maybe it was cause i’m new in town and was meeting lots of people then who are my age. but970

now, it seems like work is just a drag. maybe i’m jealous cause my boyfriend has this wonderful971

job or may be it’s cause a lot of the people and managers that i started working with left to972

another state or for another occupation and just wanted to get away. i need the money that is973

why i am still working there. i applied at the hospital a couple of weeks ago but they haven’t974

called me back or anything. then last week, i decided i wanted to volunteer at the children’s975

hospital and when i called to inquire about it to see what i got to do, they told me that they were976

good. they were good? how can that be. they’re a hospital. i thought they always needed help.977

and i was going to do some services for free. it’s not like i was going to ask pay or anything. it978

was going to be free. my boyfriend’s roomate’s mom works there and the roomate had told me979

that he was going to ask his mom to give me a job and he did and she said that all i needed was980

to give her the hours that i can work. i mean, i can do that but it would be really awkward in my981

position because the mom is my boyfriends ex mom. i just didn’t want to be in that position you982

know? and i really need to start working in the nursing field and get out of being a cashier at983

heb because that’s my major, nursing. that’s another thing i was worried about. what if i don’t984

get accepted to nursing school next semester? then what am i going to do? maybe i can switch985

to pharmacy just like what my friend did. but i don’t think it will be any easier or anything.986

This statement is annotated as non-conscientiousness in the corpus. However, our model has predicted the987

personality trait of the author of this statement as having conscientiousness.988

A.4.4 Agreeableness989

I thought I would because I’ve visited with my friends so many times before, but now that I’m990

actually here it’s finally true. I’m away from my parents, it’s so great. I live with three great991

girls in my suite and we’re so popular here. I’ve always been a socially outgoing person, but992

now I feel like it’s going to work. there are always large numbers of people in our living room,993

bringing in food or beer to contribute to our refrigerator; everyone munches from it. and it’s994

OK. the RA told us about this girl in another room who got so upset because her roommate ate995

her store bought cookies without asking; she called her mom and was so upset. I’m so glad its996

not like that here. we all contribute and all consume. But it’s not like there’s always noise and997

party’s here. only when we all decide. if one person wants to read or study or sleep, we’re really998

considerate. I hope that lasts, I’m pretty sure it will. At our building there are many foreign999

exchange students which is always a plus because, come on, who minds a foreign accent every1000

once in a while. this guy from Belgium and this one from England are always watching TV1001

in our room, which is another amusing thing: we don’t have cable, or an antenna, or a VCR,1002

so we only get FOX Channel 7. We sit around and watch whatever’s on. in one way it’s good1003

because we don’t have arguments over which channel to watch. maybe simplicity is the root of1004

compromise. We had a floor meeting the other night here and they discussed some issues that1005

had come up. it was so funny because almost all of them referred to our room’s shananagans.1006

This one guy came here from where he lives in a house to use the laundry (he’s one of our1007

friends- our referring to my roommate and I we’ve been friends since 2nd grad, long time, huh?1008

) anyway, he dropped like half a box of laundry detergent on the stairwell and no one noticed1009

for a week. the RA got mad and cleaned it up herself, but it was amusing because he doesn’t1010

even live here. another thing was the "stolen furniture" incident. we are given this loveseat-type1011

couch in our suite’s living room that can maybe seat 3 people if you’re lucky. and in the lobby1012

of the 3rd floor in front of the elevator there are 2 large couches that just block the pathway,1013
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no one ever sits in them, and they could probably seat 5 or 6. so when no one was around, my 1014

suitemate and I and 3 other people that happened to b in our room at the time helped us move 1015

our dinky little couch into the lobby which is down the hall and around a corner. we hauled the 1016

large couch down the way and we had to tilt it sideways and temporarily knock off some of the 1017

ceiling tiles just to make it in the doorway without banging down the door across from us. now 1018

we have a nice couch that is well used and the RA’s are threatening to do a room check to find it. 1019

why? its going to more use. It’s all kind of a double standard anyway. The head RA is always in 1020

our room hanging out and drinking our beer. he has a crush on me so he always brings us stuff 1021

and won’t mention the couch to the others and lets us into the cafeteria at night. it’s pretty funny, 1022

one night the night guard knocked on our door because someone had made a noise complaint. 1023

we opened the door and the guard stood in the threshold and the head RA stood behind the door 1024

quietly while we got reprimanded. it probably wouldn’t have been in his best interests to b seen 1025

in there. He’s only 20, but the building is changing management, so right now he’s the head guy. 1026

its odd. I’m 18. finally. I could be in a management position at the pool I lifeguard at in the 1027

summers, next summer. it seems odd that I’m really an adult. when you’re a kid u never think 1028

that you’re ever going to get to the point where you decide when to come home and when to 1029

do this and what to do in this situation, type thing. its like the transition from high school to 1030

college really is that much of a change in that you’re independent. it feels so good to finally b 1031

independent, financially, physically, emotionally. its wonderful responsibility. I am responsible 1032

for watching my budget, if I don’t, no one will bail me out (well that’s probably not true but 1033

you know). I guess I’m trying out freedom on borrowed wings, I can always have that security 1034

blanket if I want, but I don’t want. I want to be independent. I am right now, I hope to stay that 1035

way. 1036

This person’s personality trait shouldn’t be agreeable. However, our model has misclassified it. 1037

A.4.5 Neuroticism 1038

Every day is a rollercoaster of emotions for me. I wake up in the morning with a knot in my 1039

stomach, fearing what challenges the day might bring. Even the simplest decisions can send 1040

me into a spiral of doubt and anxiety. It’s as if a never-ending storm of worry and fear rages 1041

inside me. Social interactions are a minefield; I’m constantly second-guessing what I say and 1042

how others perceive me. I replay conversations in my head, dissecting every word for hidden 1043

meanings or signs of disapproval. Criticism, no matter how constructive, feels like a personal 1044

attack, and it takes me days to recover from it. I often find myself unable to let go of past 1045

mistakes, no matter how trivial. My mind races with ’what ifs’ and ’should haves.’ It’s a daily 1046

struggle to keep my anxiety in check and maintain a semblance of normalcy, but most days, it 1047

feels like a battle that I’m losing. 1048

This extended paragraph provides a more detailed and vivid description of a person’s experience charac- 1049

terized by high levels of anxiety, constant self-doubt, and sensitivity to social interactions and criticism, 1050

all of which are indicative of the neuroticism personality trait. However, our model misclassifies it. 1051
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