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Abstract

GRPO has achieved impressive success in the landscape of reasoning models. How-
ever, the motivation behind its origins along with the reasons for its effectiveness
remain elusive. In this work, we fill some of the gaps and demonstrate that in
on-policy setting, GRPO’s optimization can be viewed as a weighted combina-
tion of maximization of likelihood for correct rollouts and minimization for the
incorrect ones. This finding gives a different perspective about the optimization
landscape of GRPO. Motivated by this, we analyze the positive and negative part
of GRPO’s objective function independently, and find that their global minima
correspond to undesired solutions. While optimization of the positive term leads to
entropy minimization and length collapse, optimizing for the negative term leads to
entropy maximization and length explosion. Using this lens, we show the presence
of instability in on-policy training of some recent algorithmic advances trying to
simplify GRPO’s objective. However, despite the presence of bad global minima
in GRPO’s objective function, it doesn’t converge to either of them. We identify
design choices in GRPO’s advantages that aid convergence of GRPO to good
minima. We also demonstrate the effectiveness of using clipping in stabilizing the
optimization process, thereby preventing training instabilities even when training
only for minimizing the likelihood of incorrect rollouts.

1 Introduction
Reinforcement learning with verifiable rewards (RLVR) has shown impressive improvements in the
reasoning abilities of Large Language Models (LLMs) on tasks like maths, coding, etc. DeepSeek-AI
(2025); Jaech et al. (2024); Team et al. (2025). These improvements are a result of advancements in
the capabilities of the base models, along with development of improved RL algorithms like GRPO
(Shao et al., 2024) and PPO (Schulman et al., 2017b). It is interesting that merely using rewards at the
end of model’s prediction (output verifiable rewards) is sufficient to observe non-trivial improvements
in reasoning abilities of LLMs. This observation has led to a large adoption of outcome reward models
(ORMs) in the community resulting in increased popularity of RL finetuning methods like GRPO.
As a result several modified versions of GRPO have been proposed recently, aiming to improve the
training efficiency and generalization of RL-finetuned models.

Amongst these alternatives, a few of them have tried simplifying GRPO’s objective function. For
instance, (Xiong et al., 2025) demonstrated that very simple algorithm RAFT (and its enhancement
RAFT++) that trains only on the correct rollouts give performance comparable with GRPO. On
the other hand, Zhu et al. (2025) demonstrated that minimizing the likelihood only on the incorrect
rollouts performs comparably to GRPO while improving model’s output diversity. Additionally,
Samineni et al. (2025) demonstrated that a simple combination of the positive and negative losses
as described above, also leads to performance similar to GRPO. A few of the recently proposed
alternatives have also tried modifying the clipping mechanisms in GRPO (MiniMax, 2025; Ahmadian
et al., 2024). Similarly, Zheng et al. (2025); Zhao et al. (2025c) modify GRPO’s objective function
by considering importance sampling at sequence level. All these methods amongst several others
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Figure 1: Illustrative diagram demonstrating the loss landscape of RLVR methods: (a) The
loss landscape consists of different critical solutions CPL, CNL, and CDL, where CPL represents
the minimum entropy solution, CNL represents the maximum entropy solution, and CDL leads to
improved performance of the model. (b) GRPO stabilizes the model against converging to bad critical
solutions CPL and CNL, by controlling the magnitude of the gradient as shown by the length of the
arrows, and the illustration of the model in its function space is shown by the dark circle.

(Chen et al., 2025a; Lanchantin et al., 2025) aim to simplify GRPO’s objective function and they
have successfully demonstrated their effectiveness on certain datasets and base models. These results
point to the lack of motivation about different design choices in GRPO’s objective function.

Another line of works modifies the definition of advantages and rewards in. GRPO: Chen et al. (2025b);
Mahdavi et al. (2025); Zhou et al. (2025); Liu et al. (2025); Zhao et al. (2025b); Kang et al. (2025);
Arora & Zanette (2025); He et al. (2025); Prabhudesai et al. (2025); Xiao et al. (2025); Hao et al.
(2025); Fan et al. (2025); Yu et al. (2025); Shafayat et al. (2025); Arnal et al. (2025). In particular,
Prabhudesai et al. (2025) show that using GRPO in unsupervised RL setting by minimizing model’s
entropy could lead to improved performance. On the other hand, Wang et al. (2025b) demonstrated
that maximization of entropy could also lead to improved performance. These contrasting results
have created confusion within the community, highlighting a need to understand the optimization
landscape of GRPO and related simplified objective functions.

In this work, we primarily focus on understanding the role of algorithmic advancements in enabling
improvements in reasoning abilities of LLMs. For this, we first try to understand the motivation
behind each of the design choices used in GRPO’s objective function, where we find that several
of them lack adequate motivation. We first highlight the lack of motivation behind using clipping
in GRPO’s objective function by tracing back the origins of clipping proposed in PPO (Schulman
et al., 2017b), which had its motivation grounded in policy improvement guarantee shown in TRPO
(Schulman et al., 2017a). Thus we begin by analyzing GRPO’s objective function in on-policy setting,
and adding different design choices to reconstruct its actual objective function. In the on-policy
setting, we demonstrate how several approximations inherently made by GRPO in comparison to
PPO, simplify its learning process to a reweighted version of maximization and minimization of
likelihood on the correct and incorrect rollouts respectively. Using this perspective, we analyze the
loss on samples with correct and incorrect answers separately, and characterize the properties of
their corresponding critical solutions. Let us term the critical solutions corresponding to maximizing
and minimizing the likelihood for positive (correct) and negative (incorrect) samples respectively as
CPL and CNL (as shown in Fig. 1 (a)). Empirically, we observe that converging to either of these
minimas results in degraded performance, where training on the correct rollouts leads to collapse of
entropy and length of model’s outputs, and training on the incorrect rollouts leads to explosion of
entropy and length of model’s outputs. As GRPO’s gradients can be considered a weighted mixture
of the gradients of these losses, we aim to understand the reweighting mechanism which prevents
GRPO from converging to either of the two bad solutions. As shown in Fig. 1 (b), we find that the
advantages in GRPO help in reducing the norm of gradients when the model comes closer to either
of the minimas in its function space, while increasing the norm of the gradient in the direction of
farther away critical point.

Specifically, we find that the on-policy versions of the algorithms in Zhu et al. (2025); Xiong et al.
(2025) are prone to instability and collapses, as explained by convergence to CPL and CCL above
(these works focus their evaluations in off-policy setting without discussing the on-policy vs. off-
policy distinction). However, utilizing clipping, makes the training stable for these methods, even
though there is no policy improvement guarantee as in case of TRPO. Overall this indicates the
critical role played by clipping in enabling off-policy learning to become more stable than on-policy,
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even in cases where the algorithms do not maximize a strict lower bound on the value function of the
states in MDP, and therefore do not enjoy any policy improvement guarantee as in case of TRPO.

Designing more stable and robust RLVR methods is important from a practical viewpoint, and in an
attempt to improve training stability of existing methods in on-policy setting, we find that utilizing
normalization at token level could be helpful. We further explain the reasons behind this, thereby
providing a new perspective on using token level normalization instead of sequence level, which
has recently gained traction in the community as well Yu et al. (2025); Liu et al. (2025); Yue et al.
(2025b). To summarize, our key contributions are:

• We provide a new view on GRPO as a reweighted version of maximization and minimization of
likelihood for correct and incorrect samples.

• We characterize the properties of the critical solutions of the two minimas corresponding to
maximization and minimization of likelihood for correct and incorrect samples, respectively.

• We show that clipping and utilizing token level normalization help off-policy training become
more stable against collapsing as opposed to on-policy settings for different variations of GRPO.

• We demonstrate the key role played by the advantages used in GRPO in stabilizing the training.

We defer the detailed discussion of related work and background to Appendix A and B respectively.

2 Understanding the origins of GRPO
We consider an episodic MDP given by the tuple (S, A, P, r, γ), where S is a set of states and Ast is a
set of actions allowed for a given state st. We assume same action set for all states gives us As0 =
As1 = ... = AsT = A. The policy is parametrized by θ and defined as πθ : Rd → [0, 1]v , where v is the
cardinality of A and d is the dimension of the input. Denote by P : S × A× S → R the transition
probability matrix, by rt the reward given by the environment at time stamp t. Let the process be
episodic and always start from a state s1. We can now define the advantage function (Aπ(st, at))
for our policy πθ: Aπ(st, at) = qπ(st, at)− vπ(st) = qπ(st, at)−

∑
ai
πθ(a|st)qπ(st, ai), where

qπ(st, at) represents the Q-value function calculated at state st and for action at.

While the above formulation can be used for general MDPs, in the case of language models we get a
special MDP: The input prompt q denotes the starting state given by s1. An action refers to prediction
of the next token and a state is obtained by appending the predicted token (i.e. st = (q, a1, ..., at−1)).
Given the current state, the next state is deterministically determined by the action. A response is a
set of actions given by a = (a1, a2, ..., aT ), where the prediction of end of sequence (EOS) token
determines the end of episode. We use verifiable rewards given at the end of the episode, where
correct prediction results in a reward score of one, and an incorrect prediction results in zero reward.
We will now derive GRPO using PPO as the base method, where PPO’s objective function is:

J(θ, q) = E
a∼πθold

(a|q)

1

|a|

|a|∑
t=1

min[
πθ(at|st)
πθold(at|st)

Aπ(st, at), clip(
πθ(at|st)
πθold(at|st)

, 1−ϵ, 1+ϵ)Aπ(st, at)] (1)

where πθ and πθold represent the current and the old policy utilized for sampling the rollouts. PPO
utilizes generalized advantages (Aπ(st, at)) which are motivated from TD learning (Sutton, 1988).
Training of the policy can be done in either off-policy or on-policy setting. In the on-policy setting
the same model is used for training and generating the rollouts (i.e., πθold = πθ), whereas in the
off-policy setting an older version of our current policy is utilized for generating the rollouts.

GRPO builds on Eq. 1 and modifies the calculation of advantages. It approximates a) the computation
of Q-value functions (Q(st, at)) by a single rollout, which results in an unbiased estimator with high
variance. b) It also assumes that the Q-value and the value functions (V (st)) are the same for all the
states in a rollout, where the value function is calculated by generating rollouts only at the starting
state (s1). This gives

Aπ(q, a) = Aπ(s1, a1)
assumes
= Aπ(sT , aT ) = Q(s1, a1)−V (s1)

assumes
= r(a)−V (s1)=r(a)−V (q)

(2)
GRPO also divides Aπ(st+1, at+1) by the standard deviation of the rewards for the sampled trajecto-
ries which lacks desired motivation. Using the highlighted assumptions, we can now rewrite Eq. 1 in
the following way:

J(θ, q)= E
a∼πθold

(a|q)

1

|a|

|a|∑
t=1

min[
πθ(at|st)
πθold(at|st)

Ãπ(q, a), clip(
πθ(at|st)
πθold(at|st)

, 1−ϵ, 1+ϵ)Ãπ(q, a)] (3)
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where Ãπ(q, a) = Aπ(q,a)

Eã∼πθold
(ã|q)(r(ã)−V (q))2 Note that we do not incorporate the KL terms here

as recent works: Zhou et al. (2025); Hu et al. (2025) have shown that using GRPO without the
KL divergence results in faster convergence and improved performance. In eq. 3, GRPO further
approximates the value function using a group of a few rollouts.

2.1 On-policy GRPO and iterated MLE

GRPO was motivated by PPO which in turn was obtained by modification of TRPO (Schulman et al.,
2017a) whose history goes further back. However, the conceptual underpinnings of GRPO become
somewhat obscured because of this long chain. We elaborate this further. TRPO enjoys a policy
improvement guarantee in each iteration, by formalizing a constrained maximization of a strict lower
bound on the value function, where the constraint ensures that the policy remains in close proximity
of the old policy. PPO further proposes clipping as a heuristic to realize the constraint in practice.
This led PPO enhance training stability of deep RL methods including the on-policy ones. However,
due to the approximations detailed in Sec. 2, GRPO and its simplified versions no longer maximize a
strict lower bound on the value function of the states in MDP in every iteration. This means that in an
iteration some states might increase their value function while others might decrease it. As a result,
there is no policy improvement guarantee, which fades away the motivation to utilize clipping, as
used in PPO. This motivates us to unwrap different design choices in GRPO, and analyze their role in
stabilizing training. Thus we start by investigating GRPO in the on-policy setting. First, we find that
on-policy version of GRPO can be considered as an arguably simple and natural algorithm we call
iterated MLE. Consider the following simple iterated maximum likelihood optimization algorithm:
in each iteration, sample a prompt q, and then sample the rollouts a for this prompt. We form an
expression for likelihood by taking the positive sign for a having the correct outcome and the negative
sign for a having the incorrect outcome (specified by Asign

π (q, a) taking values +1 and −1, resp.).

LIMLE(θ, q) = E
a∼πθ(a|q)

|a|∑
t=1

Asign
π (q, a) log[πθ(at|st)]. (4)

θi+1 = θi+α E
a∼πθ(a|q)

|a|∑
t=1

Asign
π (q, a)∇ log[πθ(at|st)] = θi+α E

a∼πθ(a|q)

|a|∑
t=1

Asign
π (q, a)

∇πθ(at|st)
πθ(at|st)

(5)
In the case of GRPO we can write the gradients for Eq. 3 in the on-policy setting (πθ = πθold ) as:

θi+1 = θi + α E
a∼πθ(a|q)

α

|a|
Aπ(q, a)

|a|∑
t=1

∇πθ(at|st)
πθ(at|st)

. (6)

By comparing Eq. 5 with Eq. 6, it is clear that we can consider GRPO as doing reweighted version
of iterated MLE, where the reweighing of gradients is done at sample level with weight given by
|Aπ(q,a)|

|a| . Importantly, note that the sign of Aπ(q, a) agrees with Asign
π (q, a).

Note that when compared with classic on-policy methods like Reinforce, the key difference here
is that in case of GRPO, the reweighting mechanism acts at sample level, where as in traditional
on-policy objectives reweighting (using advantages) is done at token level. This distinction precisely
occurs due to approximations inherently adopted by GRPO as discussed in Sec. 2. Further, this
distinction inhibits GRPO from maximizing a strict lower bound of the true value functions of the
states in the MDP. In summary, we have:

Takeaway 1

In the on-policy setting, GRPO behaves like reweighted iterated MLE.

With this new perspective, we will now try to uncover the role the reweighting mechanism and
clipping used in GRPO’s objective function. But first we define our experimental setup below.

3 Experimental setup

To make our findings robust across different settings, we apply various RLVR finetuning methods
(GRPO, LPL, LNL, LCL, PPO) on several training datasets: SimpleRL (Zeng et al., 2025), Count-
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down (Pan et al., 2025), Numina-Math (LI et al., 2024), and Numina-Math Hard which we specially
crafted ourselves by filtering the prompts in Numina-Math that fail at Pass@2 when evaluated using
Qwen2.5-7B (Qwen et al., 2025). More datasets details are in App. L. We also use multiple models:
Qwen2.5-7B, Qwen2.5-7B-Instruct, and Llama3.1-8B-Instruct (Grattafiori et al., 2024). In most
of the paper we plot the evolution of accuracy on train set of corresponding runs. The reader will
notice that some of the plots are missing; the corresponding experiments had not been completed
due to limited compute. Of course we are concerned about the test accuracy and we show in Table 1
that high train accuracy correlates with high test accuracy even across datasets different from the
training dataset. For test set we use Math 500 (Hendrycks et al., 2021) , GSM8K (Cobbe et al., 2021),
Minerva-Math (Lewkowycz et al., 2022), College-Math (col, 2024), OlympiadBench (He et al., 2024),
and Gaokao-2023 (Zhang et al., 2024). Many of our plots involve a single model trained on multiple
datasets (varying datasets), the base model in these plots is Qwen2.5-7B. Similarly, we have plots for
varying base models for a fixed dataset SimpleRL. Ideally, one would try all combinations of datasets
and models; this however is computationally infeasible. Experiments are run only once because of a
large number of experiments. We use 8 rollouts per prompt, batch size of 128 prompts, training batch
size of 128× 8 samples for on-policy training, and 32× 8 samples for off-policy training. For most
other hyperparameters we use the default settings from VeRL (Sheng et al., 2024).

4 Unwrapping GRPO

In this section, we will perform several ablations on the design choices of GRPO to highlight the
key ingredients behind GRPO’s success. The ablations include training only on the correct rollouts
or the incorrect ones, the use of advantages, on-policy and off-policy training with clipping. Since
GRPO can be considered as a reweighted version of likelihood maximization and minimization on
rollouts with correct and incorrect outputs respectively, we start by writing the empirical expectation
of GRPO’s objective function in Eq. 3 decomposed according to whether the response a to q has the
correct outcome or not.

J(θ, q) =
1

|A+|+ |A−|
(
∑

a∈A+

1

|a|

|a|∑
t=1

min[
πθ(at|st)
πθold(at|st)

Aπ(q, a), clip(
πθ(at|st)
πθold(at|st)

, 1− ϵ, 1 + ϵ)

Aπ(q, a)] +
∑

a∈A−

1

|a|

|a|∑
t=1

min[
πθ(at|st)
πθold(at|st)

Aπ(q, a), clip(
πθ(at|st)
πθold(at|st)

, 1− ϵ, 1 + ϵ)Aπ(q, a)]) (7)

where A+ corresponds to the set of correct rollouts, and A− refers to the set of incorrect rollouts.
Thus, A+ ∪ A− = A, where all the rollouts are sampled from πθold . Note that a ∈ A+ implies
Aπ(q, a) ≥ 0, and a ∈ A− implies Aπ(q, a) ≤ 0. To ablate the use of advantages in GRPO, we
replace the advantages in equation 7 with their signs. (This gives a version of GRPO that’s similar to
iterated MLE but with clipping.) Let us name the objective corresponding to the set A+ as Positive
Likelihood (−LPL) and the objective corresponding to the set A− as Negative Likelihood (−LNL).
In the on-policy setting, where πθ = πθold , these objectives simplify further as follows:

LPL(θ, q)=
−1

|A+|
∑

a∈A+

1

|a|

|a|∑
t=1

πθ(at|st)
πθold(at|st)

; ∇θLPL=
−1

|A+|
∑

a∈A+

1

|a|

|a|∑
t=1

∇θπθ(at|st)
πθ(at|st)

= 0 (8)

LNL(θ, q)=
1

|A−|
∑

a∈A−

1

|a|

|a|∑
t=1

πθ(at|st)
πθold(at|st)

; ∇θLNL=
1

|A−|
∑

a∈A−

1

|a|

|a|∑
t=1

∇θπθ(at|st)
πθ(at|st)

= 0 (9)

We note that the objective functions above have been analyzed in prior works Zhu et al. (2025); Xiong
et al. (2025), where the authors indeed find them to be stable. This further motivates us to analyze
these objectives in detail. We characterize the minimizers of the two objective functions. We first
do this in an idealized setup where the response a consists of only one token and moreover we use
the expectation instead of the empirical mean used in the expressions for LPL and LNL above. We
suggest that the minimization of LPL and LNL leads to the problem of minimizing and maximizing
the entropy of the distribution of a, resp. Note that in Eq. 4, by decomposing the expectation into two
parts according to the correctness of the response a, we can express the objective as the difference of
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the entropies (denoted by H) on the two distributions of the two parts:

LIMLE(θ, q) = Pr[Asign
π (q, a) = 1]H[πθ(a|q, Asign

π (q, a) = 1]−
Pr[Asign

π (q, a) = −1]H[πθ(a|q,Asign
π (q, a) = −1] (10)

Note also from Eqs. 8 and 9 that the gradients of LPL and LNL have the same form as that of
LIMLE in Eq. 5. Now it’s well known that the entropy of a probability distribution on a finite set
is maximized for the uniform distribution and is minimized when the distribution is concentrated
on a single point. From the above facts we infer that for the idealized case, LPL is minimized by a
distribution concentrated on a single token, and LNL is minimized by the uniform distribution.

The experimental setup we study differs from the idealized setup above in the following ways: the
number of tokens in the response is not limited to 1, and moreover only the empirical mean is used
in the loss computation. Next, we hypothesize a generalization of the above idealized solution.
Assuming that the cardinality of sets A− and A+ is large enough, the global minima corresponding
to Eq. 8 and Eq. 9 are given by:

SPL : πθ(at|st) = 1 ∀a ∈ A+ and t ≤ |a|; SNL : πθ(at|st) =
1

|V |
∀a ∈ A− and t ≤ |a|, (11)

where |V | represents the size of the vocabulary. Some further justifications are presented in App. K.
When we also drop the assumption of working with the full expectation and work with the empirical
mean, we get the emprically realizable versions of the above solutions which we call CPL and CNL.
We will see below that empirically these have properties similar to their idealized counterparts:

CPL: Entropy: Leads to minimum entropy of the model. Output Length: As the solution doesn’t
depend on the output length, the model can learn a shortcut by predicting the answer directly without
the reasoning traces. Stability: Highly stable as the same mean has low variance as compared to
population even for sample sizes of one. Refer to App. K for more discussion.

CNL: Entropy: Leads to maximum entropy of the model. Output Length: Leads to longer sequence
length as the probability for predicting the end of sequence token also becomes close to 1

|V | . Stability:
Highly unstable as the sample mean has large variance with respect to population mean. This is
because we are sampling from a uniform distribution. Refer to App. K for more discussion.

Both the solutions CPL and CNL results in undesired behaviors. We demonstrate the same below.

4.1 On-Policy Learning

Training is performed to minimize LPL and LNL, and the evolution of accuracy on train set is shown
in Figs. 2 (a, b) and 2 (c, d) respectively. We validate our results across different models as well as
datasets. As observed in these plots the model indeed learns CPL and CNL when trained on their
corresponding objective functions. In addition to the sudden drop in model’s performance, we also
observe significant decease and increase in length of model’s entropy when optimizing LPL and LNL

respectively (See Fig. 10). The drop in entropy is accompanied by a drop in length of model’s outputs,
whereas increase in model’s entropy leads to an increase in the length of model’s outputs (See Fig. 9).
Note that these observations are in accordance with Setlur et al. (2025), He et al. (2025). However, in
this work, we move a step further, and investigate the stability and characterization of the solutions
learned when collapse occurs, which we discuss next.

It is evident from comparison of PL and NL on QwenIT 7B in Fig. 2 (c, d) that the stability of the
minima corresponding to LPL and LNL differ significantly from each other. CPL is very stable and
as a result the model doesn’t escape it once learned. Thus, we do not observe sudden jumps after the
collapse, and the traces remain similar in nature as shown in Fig. 14(a). Here, the model indeed learns
the shortcut by outputting the final answer directly without any chain of thoughts. On the other hand,
the critical solution corresponding to CNL is not stable, and the model tends to escape it. This is
evident from the traces in Fig. 14, 15, which change their nature very quickly and this is also followed
by sudden changes in model’s performance. The model sometimes quickly regains its performance
(as shown in Fig. 15), while sometimes it is not able to retain its performance, but instead learns to
output almost all constant tokens (as evident from traces shown in Fig. 15 (3), Fig. 14(b) (3)).

The observed instability is a result of using a few rollouts, which leads to a high variance of sample
mean as compared to population mean of Eq. 9. Note that this is not the case with CPL as it will have
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Figure 2: On-Policy Experiments: Comparison between the evolution of training accuracy for PL
and GRPO (a, c) and NL and GRPO (b, d). Utilizing PL (a, c) and NL (b, d) losses leads to collapses
across different datasets (a, b) and models (c, d).
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Figure 3: Off-Policy with Clipping Experiments: Comparison between the evolution of training
accuracy for on- and off-policy PL (a, c) and on- and off-policy NL (b, d). Utilizing clipping with
off-policy either delays or prevents the collapses observed in on-policy training.

low variance with respect to population mean even for single sample sizes. As a result, CNL won’t
have zero gradient, despite having a low value of loss. In fact, the norm of gradients here becomes
extremely large (as shown in Fig. 11 (b,d)), which makes the model converge into the solution space
of functions outputting random tokens with high likelihood. This results in small gradient norms
(even for small sample sizes). We summarize our findings in this section below:

Takeaway 2

• LPL minimization leads to collapse: the model converges to a bad critical solution
characterized by sudden loss of entropy and length of model’s outputs.

• LNL minimization also leads to collapse: explosion of entropy followed by a sudden
increase in length of model’s outputs. However this solution is not stable.

4.2 Off-Policy Learning

Tracing back to our motivation for investigating different design choices of GRPO, here we try to
unwrap the role of clipping. As highlighted in Sec. 2.1, clipping is known to induce stability in PPO,
but GRPO and its simplified versions do not maximize a strict lower bound on the value function of
the states in MDP. Thus, there is no guarantee that utilizing clipping in off-policy setting would lead
to policy improvement. This leads to unclear motivation to use clipping with GRPO and its simplified
variants. To understand this, we perform experiments same as Sec. 4.1 in the off-policy setting, with
and without the use of importance sampling and clipping in Fig. 3 and Fig. 7 respectively.

Generally, off policy learning is known to be more unstable than on-policy in scenaiors where we
utilize function approximations and bootstrapping (deadly triad (Sutton & Barto, 2018)), which we
indeed observe in Fig.7, where off-policy setting makes the training even more unstable and leads to
faster collapses. Next, we analyze the effect of incorporating importance sampling with clipping in
Fig. 3. We find that, the collapses disappear and the training becomes stable. We also find that the
stability observed on incorporating clipping is significantly better than the on-policy setting. This
highlights that use of clipping remains crucial to induce stability in simplified objectives of GRPO:
(Zhu et al., 2025; Xiong et al., 2025). Next, we dive into investigating if clipping indeed helps in
improving stability of GRPO, which we expect to be helpful based on these results.

We find that using GRPO in on-policy setting remains significantly stable and on-par with GRPO in
off-policy setting with clipping, (See Fig. 2). This highlights that clipping is not the key ingredient
which helps in stabilizing GRPO, as opposed to other algorithms like PPO Schulman et al. (2017b),
and other simplified versions of GRPO: Zhu et al. (2025); Xiong et al. (2025). This is somewhat
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Figure 4: Understanding the role of advantages in GRPO: GRPO is robust against collapses in
on-policy setting when compared with CL (a, b). In case of off-policy setting GRPO indeed collapses
but the collapse is delayed as compared to CL (c, d). However, when using clipping, we observe CL
to also become stable (e). This highlights the enhanced stability achieved due to clipping.

surprising, as even though the optimization of GRPO can be considered as reweighted combination
of the gradient descent corresponding to LPL and LNL with bad critical points, it remains stable.
Therefore, understanding the reweighting mechanism of GRPO becomes imperative.

4.3 Understanding the reweighting mechanism of GRPO

Now we will analyze the effect of combining the two losses LPL and LNL in an effort to move closer
to GRPO’s objective function. Let us define the combined loss as LCL = |A+|LPL+|A−|LNL

|A| . Using
the characteristics defined for the two critical solutions in Sec. 4, we show that the two critical
solutions CPL and CNL discussed above, are critical solutions of LCL as well (See App. K for more
details).. To analyze if the model converges to either of them, we train the policy to optimize LCL.
Comparing Fig. 4 (a, b) with Fig. 2, it is clear that in on-policy setting, optimizing LCL leads to
enhanced stability as compared to optimizing LPL or LNL alone. However, using LCL still ends
up collapsing (in most cases) if the training is continued for longer time. Similar results hold for
off-policy setting without using clipping and importance sampling (See Fig. 4 (c, d)). But on using the
reweighting mechanism in GRPO, the training becomes stable and almost never collapses. Similarly,
in off-policy setting when not utilizing clipping and importance sampling, the collapse is delayed
(See Fig. 4 (c, d)). This highlights the implicit stabilizing mechanism induced by the reweighting
given by advantages in GRPO’s optimization. We try to uncover this mechanism below.

To explain the mystery behind GRPO’s enhanced stability, we revert back to analyzing the role
of advantages used in GRPO. Advantages reweigh the gradients for the ith rollout by multiplying
them with the following quantity: Ãπ(q, a

i) = r(ai)−V (q)

Eã∼πθold
(ã|q)(r(ã)−V (q))2 . Here we will show that

the norm of the gradients reduces when the model enters into a space close to either of the critical
solutions SPL, SNL. If the model enters very close to CNL, it will start generating very high entropy
solutions, which will likely become incorrect. Or else if the model comes very close to CPL, it will
completely loose diversity in its generation (i.e. all rollouts will become same). In both the cases, the
gradients will become zero in expectation for the incorrect answers or the same solutions respectively.
However, for the few correct or diverse solutions (with different correctness as compared to other
same solutions), the gradients will become relatively very large in magnitude. This will prevent the
model to traverse further into the direction of the closeby critical solutions. The use of advantages
therefore helps in stabilizing GRPO and prevents it from collapsing into either of the two bad critical
solutions. We summarize this finding below:

Takeaway 3

The use of advantages in GRPO aids the optimization process by preventing it from converging
to the critical solutions for LPL and LNL, thereby stabilizing training.

5 Improving Stability
Having analyzed the key design choices in GRPO’s objective function, there is yet another recent
development related to modifying loss normalization. We dive deeper into this design choice here.
DAPO (Zhou et al., 2025) and Dr GRPO (Liu et al., 2025) highlighted that dividing the gradients by
the sequence length of the rollouts introduces a length bias, which could lead to training instabilities.
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Figure 5: Token normalization improves training stability: (a) Using token normalization with
CL enhances stability. (b) The training performance on SimpleRL and Numina datasets is similar to
GRPO. (c, d) Using token level normalization with PL and NL results in improved training stability.

This makes the model prefer outputting longer reasoning chains, which leads to decreased training
efficiency and also introduces training instabilities. In this section, we provide a deeper explanation
about how introducing token level normalization as proposed in these works helps improve training
stability. For this, we first analyze LCL with token level normalization, which yields the following
objective function:

LTNCL(θ, q) = − 1

(|A+|+A+|)T
(
∑

a∈A+

|a|∑
t=1

πθ(at|st)
πθold(at|st)

−
∑

a∈A−

|a|∑
t=1

πθ(at|st)
πθold(at|st)

) (12)

where T represents the maximum possible sequence length. We compare TNCL, GRPO, and CL
for on-policy setting in Fig. 5 (a, b) and Table 1. Improved stability of using token normalization
with CL is clearly evident. Note that although, TNCL is not as stable as GRPO, but in cases where
collapse is observed, it is significantly delayed as compared to CL. We also observe delayed collapse
when minimizing LPL and LNL individually but with token level normalization (See Fig. 5 (c, d)).
To understand the cause behind the enhanced stability, we dive deeper into characterizing the critical
solutions SPL and SNL, and find that they change their form on using token level normalization:

S′
PL : πθ(at|st) = 1∀t ≤ |a|, |a|+ |q| = T,∀a ∈ A+ (13)

S′
NL : πθ(at|st) =

1

|V |
∀t ≤ |a|, |a| = 1,∀a ∈ A− (14)

where |V | represents the size of the vocabulary. Refer to App. K for more details. Clearly, for the
solutions S′

PL and S′
NL, the length of rollouts is in contrast with the desired distribution of πθ. A

high entropy, uniform distribution of πθ naturally prefers longer outputs but the desired length for the
optimal loss is unity. On the other hand, skewed distribution in case of S′

PL will prefer shorter output
length, but the desired solution requires longer outputs. This conflict indeed makes it difficult for
the model to converge to S′

PL and S′
NL, which in-turn leads to improved stability. This is clearly

evident by looking at the rollouts generated on using token normalization with PL, NL, and CL in
Fig. 17(a), 17(b), and 18 respectively. The nature of rollouts has also changed when compared to not
using normalization (See Fig. 14(a), 17, and 15). These results provide a new lens explaining the
increased effectiveness of using token level normalization, which has recently gained traction (Yu
et al., 2025; Liu et al., 2025; Yue et al., 2025b).

Takeaway 4

Token level normalization creates a conflict between the properties of the critical solutions
corresponding to minimization and maximization of entropy and the length of rollouts. This
prevents the model from converging to them, thereby enhancing training stbility.

6 Conclusion

In this work, we unwrap GRPO’s objective function and through rigorous experiments on multiple
models and datasets, we discover instability and collapses in the training algorithms proposed in
recent works in on-policy setting and further present the reasons for it. Next, we demonstrate how the
advantages used in GRPO help in overcoming this instability, making it stable in on-policy settings.
We note that due to limited access to compute our results are focused on the academically feasible
setting of models up to a size of 8B and open-source datasets. It would be interesting to analyze how
clipping helps induce stability, especially in cases where there is no policy improvement guarantee.
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A Related Works

A.1 LLM reasoning

Explicit efforts towards improving the reasoning abilities of language models via RLVR started
primarily with the advent of DeepSeek R1 (DeepSeek-AI, 2025), which demonstrated that utilizing
verifiable outcome reward models (ORMs) could lead to significant improvements in performance of
language models on tasks like maths and coding. Prior to this, GPT4 O1 (Jaech et al., 2024) also
attracted a lot of interest within the community, however until DeepSeek R1, many were skeptical
about ORMs. Given the demonstrated effectiveness of ORMs by DeepSeek R1, we consider the
same sparse reward setting in this work. Another distinct characteristic highlighted by DeepSeek
R1 was the emergence of long chain of thoughts with cognitive behaviors like self correction when
performing RLVR fine-tuning. It was further argued that emergence of such behaviors helped in
improving the reasoning abilities of the model Gandhi et al. (2025); Setlur et al. (2025). Gandhi et al.
(2025) also demonstrated similar behaviors being learned in smaller models when being trained on
more synthetic tasks like countdown. Some of the recent works: Setlur et al. (2025); He et al. (2025);
Wang et al. (2025a); Qu et al. (2025) have argued that improvements observed on performing RLVR
are driven by two mechanisms: 1) sharpening of existing skills 2) chaining of basic skills existing in
the pretrained model. While the former helps in exploitation, the latter aids in exploration. However,
the extent of contribution of these mechanisms towards improving model’s performance remains
unclear as highlighted by some recent works: Wu et al. (2025); Yue et al. (2025a); Zhao et al. (2025a).
These works argue against the chaining hypothesis, by highlighting reduction in pass@n performance
of the RL tuned model when compared with the base model. Nevertheless, since DeepSeek R1 used
GRPO as its preference learning objective function, GRPO has been believed as one of the major
contributor behind the emergence of cognitive behaviors and improved reasoning abilities. However,
the motivation behind the origins and several design choices of GRPO is still obscure. This motivates
us to deeply understand the inner working and motivation behind different design choices of GRPO.

A.2 Algorithms for RL reasoning
Motivated by the effectiveness of GRPO, many follow up works have further proposed simplified
versions of GRPO, often leading to similar or slightly improved performance (Zheng et al., 2025; Zhu
et al., 2025; Zhao et al., 2025c; MiniMax, 2025; Chen et al., 2025a; Ahmadian et al., 2024; Xiong
et al., 2025; Samineni et al., 2025). Reinforce++ (Xiong et al., 2025) demonstrated that training only
on the correct rollouts gives very similar performance when compared with GRPO, thereby proposing
a simpler alternative to GRPO. On the other hand, Zhu et al. (2025) demonstrated that minimizing
the likelihood only on the incorrect rollouts gives similar performance as compared to GRPO while
improving model’s output diversity. Additionally, Samineni et al. (2025) demonstrated that a simple
combination of the positive and negative losses as described above, also leads to performance similar
to GRPO. Similarly, MiniMax (2025); Ahmadian et al. (2024) modify the clipping mechanisms
in GRPO, thus leading to the same objective function as GRPO in the on-policy setting. Zheng
et al. (2025); Zhao et al. (2025c) modify the GRPO’s objective function by considering importance
sampling at sequence level, which also leads to the same objective function as GRPO in on-policy
setting. All these methods aim to simplify GRPO’s objective function and they have successfully
demonstrated their effectiveness on certain datasets and base models. These results clearly question
the lack of motivation about different design choices in GRPO’s objective function.

Recently a plethora of works have also tried using different reward functions Prabhudesai et al.
(2025); Kang et al. (2025); Zhao et al. (2025b); Shafayat et al. (2025); Shao et al. (2025); Aggarwal &
Welleck (2025), while utilizing GRPO for optimization. A few of them including Shao et al. (2025),
have recently demonstrated improvements on utilizing GRPO with spurious rewards like format based
rewards, thereby highlighting the importance of formatting. Surprisingly these improvements continue
to persists even on using random rewards Shao et al. (2025). Prabhudesai et al. (2025) highlighted
that using negative Shannon entropy as the reward could also lead to improved performance. On the
other hand, contrastingly Wang et al. (2025b) demonstrated that maximization of entropy could also
lead to improved performance. These results therefore have created confusion within the community,
highlighting a need to understand the optimization landscape of GRPO and related simplified objective
functions.

Another line of work has shown that the widely adopted preference learning method PPO gives
sub-optimal performance when used for RLVR (Kazemnejad et al., 2024; Xiong et al., 2025). This
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additionally makes it important to understand the reasons which make GRPO superior to PPO in the
reasoning landscape. Now we will describe the background essential to understand the origins of
GRPO and dive further into understanding the motivation and utility of different design choices of
GRPO.

B Background
In this section, we will discuss the background and motivation behind different preference opti-
mization methods namely REINFORCRCE (Williams, 1992; Sutton et al., 1999), PPO (Schulman
et al., 2017b), and GRPO (Shao et al., 2024). Let us consider an episodic MDP given by the tuple
(S,A, P, r, γ), where S is a set of states, As is a set of actions allowed for a given state s, and A
is the set of As. Here the policy is parametrized by θ and defined as πθ : Rd → [0, 1]v, where v
represents the number of classes and d is the dimension of the input. Let each episode start at the
state s0. Denote by P : S ×A× S → R the transition probability matrix, by rt the reward given by
the environment at time stamp t, and by γ the discounting factor. Let us assume that the process is
episodic and always starts from a state s0. Given this, we can now define the value function for our
policy πθ:

vπθ
(s0) =

∑
a

π(a|s0)qπ(s, a) (15)

Here qπ(s, a) represents the Q-value function defined as Eπ[Gt|a, s], where Gt = rt + γrt+1 + ...+
γnrt+n, where st+n is the terminal state. The objective here is the maximize the value function for
our policy, while updating the policy. Using the policy gradient theorem Sutton et al. (1999), we have
the following:

∇θvπθ
∝

∑
s

µ(s)
∑
a

qπ(s, a)∇θπθ(a|s) (16)

Here, µ(s) represents the relative frequency of visiting the state s by the agent on following the policy
πθ. We can further simplify the above expression in the following way:∑

s

µ(s)
∑
a

qπ(s, a)∇πθ(a|s) = Es[
∑
a

qπ(s, a)∇πθ(a|s)] = Es,a∼πθ
[qπθ

(s, a)∇ log(πθ(a|s))]

(17)
θt+1 = θt + αEs,a∼πθ

[qπθ
(s, a)∇ log(πθ(a|s))] (18)

Here α represents the learning rate. In practice, monte-carlo sampling is performed to get an
unbiased estimate of the expectation. It is trivial to show that we can rewrite Eq. 18 as θt+1 = θt +
αEs,a[(qπ(s, a)−vπ(s))∇ log(πθ(a|s))] because

∑
a vπ(s)∇πθ(a|s)] = 0 and therefore subtracting

this term from Eq. 16 won’t add any bias. Let us call qπ(s, a) − vπ(s) as the advantage function
denoted by Aπ(s, a). Thus we get the following update:

θt+1 = θt + α E
s,a∼πθ

[Aπ(s, a)∇ log[πθ(a|s)]] (19)

The monte carlo approximation of the above equation for a single rollout gives us the standard
reinforce algorithm, which is given by

θt+1 = θt +
α

|a|

|a|∑
k=1

[Aπ(sk, ak)∇ log[πθ(ak|sk)]] (20)

In contrast to reinforce, the motivation behind deriving PPO is a bit different. Due to limited scope of
this work, we discuss the high level idea behind PPO’s derivation below. PPO is motivated from Trust
Region Policy Optimization (TRPO) (Schulman et al., 2017a), which tries to maximize a lower bound
on the true policy’s value function while guaranteeing that the policy improves in every iteration.
To guarantee this, the approximated policy needs to remain within some proximity of the original
policy. This leads to a constrained optimization problem, where KL divergence between the true
and approximated policy is constrained. However, in practice the strict constrained optimization
problem is difficult to optimize and therefore PPO makes an approximation of using clipping in order
to enforce the closeness constraint. However, this results in the loss of any improvement guarantees
and the selection of clipping hyperparameters are left to the users based on empirical evidence. Thus
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the utility of clipping in case of PPO remains unclear. The objective function of PPO is given as:

J(θ, q) = E
a∼πθold

(a|q)

1

|a|

|a|∑
t=1

min[
πθ(at|st)
πθold(at|st)

Aπ(st, at), clip(
πθ(at|st)
πθold(at|st)

, 1−ϵ, 1+ϵ)Aπ(st, at)]

(21)
where πθ and πθold represent the current and the old policy utilized for sampling the rollouts. q
represents the input prompt and a represents a single rollout generated by the model. PPO utilizes
generalized advantages which are motivated from temporal difference learning Sutton (1988), which
is based on unbiased approximation of the q-value functions using value function of future states.
The generalized advantages used in PPO are given by

Âπ(st, at) = −vπ(st) + rt + γrt+1 + γ2rt+2 + ...+ γT−t−1rt+1 + γT−tvπ(sT )

= δt + γλδt+1 + ...+ (γλ)
T−t−1

δT−1 where δt = rt + γV (st+1)− V (st), λ = 1 (22)

PPO uses a value network to predict the value functions. This value network is in-turn trained using
the ground truth rewards obtained for the rollouts generated during training.

GRPO (Shao et al., 2024) has followed the footsteps of PPO, and simply replaced the calculation of
advantages via monte carlo samplings. However, there are several approximations which undergo
here, which we describe in Sec. 2.

C Off-policy for PPO, unsupervised RL, and noisy rewards

Building on our preliminary evidence supporting the enhanced stability of off-policy training in
Fig. 3, we further investigate the robustness of this observation on other RLVR methods including
CL, PPO (Schulman et al., 2017b), unsupervised RL (Prabhudesai et al., 2025), and GRPO with
noisy rewards. As shown in Fig. 4 (e), using off-policy setting with clipping and importance sampling
makes the training of combined loss stable, while it remains unstable in on-policy setting. Similarly,
as demonstrated in Fig. 6 (b), we find that training Qwen2.5-7B with unsupervised RL by simply
minimizing entropy as proposed in Prabhudesai et al. (2025) collapses quickly in on-policy setting.
These results corroborate with our findings about Zhu et al. (2025) and Xiong et al. (2025).

Next, we craft an adversarial setting, where we utilize incorrect rewards for 25% of the rollouts.
This leads to calculation of incorrect advantages in GRPO, thereby prompting instability in training
as the gradients don’t become zero even when all the outputs are correct or incorrect. We observe
GRPO to remain in on-policy setting, as well off-policy setting with clipping (See Fig. 6 (a)). Finally,
we investigate the stability of the popularly used preference learning method PPO (Schulman et al.,
2017b) in RLVR setting. As shown in Fig. 6 (c, d), PPO collapses in on-policy setting for a few
datasets and models, but it remains stable in off-policy setting (more details in Appendix E).

The above results highlight an imperative role played by clipping in stabilizing the training on
varying datasets, models, and training algorithms. However, GRPO still remains stable in on-policy
setting. We note that we do not have a complete understanding about the mechanism which helps
clipping stabilize the training. However, preliminary results indicate that clipping reduces the norm
of the gradients as shown in Fig. 12. We hypothesize that this happens because clipping makes the
gradients zero precisely when the model becomes extremely confident or extremely uncertain about
its prediction, thereby preventing large deviations from the base model used for sampling rollouts.
This prevents updates which could lead to collapse or explosion of model’s entropy. Understanding
the mechanisms used by clipping to induce training stability is an interesting future direction. We
now highlight the main takeaway from this discussion below.

D Instability in Off-Policy Setting
We observed in the main paper in Fig. 7, that instability of training increases on training in off-policy
setting. To understand this in detail, we revert back to Eq. 9, and find that a small value of πθ should
lead to larger norm of gradients, thereby expediting collapse. To confirm that this is indeed the case,
we analyze the evolution of difference between the probability of sampling the ground truth tokens
from the old policy πθold and the current policy πθ (denoted by ∆πθ) in Fig. 13. We observe that
∆πθ increases over the course of training, and becomes significantly large at the time of collapse.
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Figure 6: Instability of PPO, Noisy GRPO, and Prabhudesai et al. (2025) in on-policy setting: (a)
Instability in training is observed for GRPO when using noisy rewards in on-policy setting. However,
the training becomes stable in off-policy setting on using clipping. (b) Prabhudesai et al. (2025)
undergoes collapse in on-policy as well as off-policy setting. (c) PPO undergoes collapses on training
using Numina Hard and experiences instability when training on Countdown. But, its training remains
stable on SimpleRL across different models (d).
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Figure 7: Off-Policy training without clipping and without importance sampling: Comparison
between the evolution of training accuracy for PL (Off-Policy) and PL (On-Policy) (a, c) and NL
(Off-Policy) and NL (On-Policy) (b, d). Off-Policy training expedites the onset of collapses.

E Case Study on PPO
We note that the instability of PPO demonstrated in on-policy setting in Section C could be of
independent interest, as PPO is one of the most popular preference learning method widely used
across different domains including RLVR, RLHF, etc. To understand the root cause for the observed
instability, we dive deeper into analyzing the estimates of value function calculated by the value
network used in PPO. Surprisingly, we find that the value network predicts negative value functions
in case of incorrect rollouts (See Fig. 8). Note that this is mathematically not possible, as the value
function should be greater than zero when using zero reward for incorrect rollouts and one for the
correct ones. We note that similar inconsistencies were also noted previously in Kazemnejad et al.
(2024) which motivated them to utilize monte carlo rollouts for calculating advantages instead of
a value network. These results indicate that although PPO seems quite mathematically principled,
but in practice the estimators for advantages have large errors from the true estimates. This leads to
collapses in on-policy setting as observed in Fig. 6 (c, d). This finding is summarized below.

Takeaway 5

PPO in RLVR setting without the use of KL divergence is susceptible to training instabilities
often leading to model collapses. This is due to high errors associated with the empirical
estimators of value functions.

Next, we provide a preliminary study to overcome the training instabilities observed so far.

F Discussion
We note that the although the analysis presented in this work is focused on RLVR, our results are
expected to hold across different applications of preference learning, where algorithms like GRPO are
being used. This also includes RLHF, which is popularly used for aligning the language models as
per human preferences. One example particularly interesting is SimPO (Meng et al., 2024) which was
proposed as a simplified version of DPO (Rafailov et al., 2023). We can show that SimPO behaves
like reweighted maximum likelihood estimation (MLE) in cases where the confidence of the policy
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Figure 8: Case study on PPO: The mean of the value functions predicted by the value model shows
clear separation between correct and incorrect samples, where the incorrect samples often get negative
values, and the correct ones receive positive ones. This shows that the value estimates predicted by
the value network often deviate significantly from the true estimates.

on the incorrect samples is much larger than that on the correct samples. This is in fact the regime
where maximum learning would occur. More details are given below:

The optimization function of SimPO is given by the following

LSimPO(πθ) = −E(x,yw,yl)∼D[log σ(
β

|yw|
log πθ(yw|x)−

β

|yl|
log πθ(yl|x)− γ)] (23)

where yw, yl represents the preferred and the less preferred outputs for the input prompt given by x.
Gradients for the above objective function are given as:

∇θLSimPO(πθ) = E(x,yw,yl)∼D[∇θlog(1 + e
− β

|yw| log πθ(yw|x)+ β
|yl|

log πθ(yl|x)+γ
)] (24)

Clearly, if − β
|yw| log πθ(yw|x)+ β

|yl| log πθ(yl|x)+γ >> 0 then we have the following approximation

log(1+ e
− β

|yw| log πθ(yw|x)+ β
|yl|

log πθ(yl|x)+γ
)] ≈ − β

|yw|
log πθ(yw|x)+

β

|yl|
log πθ(yl|x)+ γ (25)

Thus, we get the following

∇θLSimPO(πθ) = E(x,yw,yl)∼D ∇θ[−
β

|yw|
log πθ(yw|x) +

β

|yl|
log πθ(yl|x) + γ] (26)

The above equation is simply some reweighted version of MLE.

Similarly as shown in Fig.8, we observe that PPO ends up learning positive value functions for correct
rollouts and negative for the incorrect ones, thereby resulting in an objective function very close
to simple reweighted iterated MLE. The demonstrated similarity of different preference learning
methods with simple maximum likelihood estimation makes us question if we are really investing
correctly in terms of algorithmic designs for learning preferences. Here is one such way that could
help develop more principled preference learning algorithms:

Performing reweighted iterated MLE at token level: PPO (Schulman et al., 2017b) and Reinforce
(Sutton et al., 1999) can be considered as doing token level MLE. However due to several errors
in PPO (See Sec. E) and approximations made in Reinforce, we end up in a regime very close to
sample level reweighting. A naive solution to perform token level reweighting could be to generate
multiple monte-carlo rollouts at each state of the MDP. However, this could be quite expensive in
terms of compute. Moreover, defining a good MDP need not define a state as a single token prediction.
Therefore, definition of an MDP with appropriate number and position of states is important. A naive
solution could be to prompt an LLM for this, but there could be better ways. Utilizing process reward
models could also be helpful in minimizing the compute associated with rollouts, however training a
good process reward model is challenging in itself (Lightman et al., 2023).

Incorporating preference based learning during pre-training: An alternative way to enable models
learn human like preferences could be to incorporate preference based training during pretraining
itself by designing specialized datasets and training algorithms. In such a case, the effectiveness of
existing post-training methods like PPO and GRPO would increase, even if they end up doing simple
reweighted MLE.
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Figure 9: Analysis of response length over training iterations in on-policy setting: Using LPL

collapses the output’s length, while utilizing LNL explodes it when compared to optimizing GRPO.

G Reasoning in bandits setting

Here, we try to derive GRPO’s objective function in the setting of contextual bandits. Considering a
single state MDP we will get the following gradient update for GRPO.

θt+1 = θt + α
1

K

K∑
i=1

Aπ(q, a
i)∇θt [

|ai|∏
t=1

f(πθold(a
i
t|st, ), πθ(a

i
t|st), ϵ)],

where Aπ(st, a
i
t) =

r − 1
K

∑|K|
k=1 rk

std(rk)

f(πθold(a
i
t|st)), πθ(a

i
t|st), ϵ) = min [ max [

∏|ai|
t=1 πθ(a

i
t|st)∏|ai|

t=1 πθold(a
i
t|st)

, 1− ϵ], 1 + ϵ] (27)

Clearly, Eq. 27 is different from Eq. 3, which means that GRPO cannot be considered as operating in
a bandit setting. However, it would be interesting to analyze how much of a difference analyzing
GRPO (Shao et al., 2024) and DAPO (Zhou et al., 2025) in an MDP vs. bandit setting would create.
This has been recently explored in Zheng et al. (2025); Zhao et al. (2025c), which demonstrate
improved stability and performance as compared to GRPO.

H Gradient updates in case of PPO

Using PPO in on-policy setting we get the following:

θt+1 = θt +
α

|at|

|a|∑
t=1

At,π(st, at)
∇πθt(at|st, θ)
πθold(at|st, θ)

where At,π(st, at) = −vπϕt
(st)+rt+γrt+1+...γT−tvπϕt

(sT ) and ϕt+1 = ϕt−
β

K

K∑
i=1

(ri−vπϕ
)

(28)

ϕt corresponds to the tth time step update of the value network. Since vπϕ
is calculated for each state,

we can consider PPO as performing reweighted iterated MLE but with reweighting at token level.

I Additional Results

In this section, we present additional analysis providing a more detailed investigation on the results
in the main paper. First, we analyze the evolution of the average response length over the course of
training in on-policy setting in Fig. 9. We find that on optimizing LNL the average length of model’s
outputs increases, while it decreases on optimizing LPL. Similarly, as shown in Fig. 10 the entropy of
model’s outputs increases on using LNL and decreases on using LPL. Moreover the sudden jumps in
entropy are close to the timestamps where the model collapses. Similarly, on analyzing the evolution
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Figure 10: Analysis of output’s entropy over training iterations in on-policy setting: Using LPL

collapses the output’s entropy, while utilizing LNL explodes it when compared to optimizing GRPO.
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Figure 11: Analysis of gradient’s norm over training iterations in on-policy setting: Generally
the gradient norm is higher when optimizing LPL and LNL when compared with GRPO. The norm
becomes especially high at the time of collapse and generally remains high thereafter.

of model’s grdient norm over the course of training in Fig. 11, we find that the norm of the gradient
increases drastically close of the point where the model collapses and training instability is observed.

Next, we compare the evolution of model’s gradient norm between off-policy and on-policy training,
where clipping is utilized in off-policy training. As shown in Fig. 12, using clipping leads to reduction
in gradient’s norm which in-turn leads to improved training stability. To further understand the reason
behind this, we analyze how the average difference between the probability of the current and the old
policy changes over the course of training in Fig. 12. We observe that utilizing clipping reduces this
difference, which results in lower norm of gradients.

We further analyze the evolution of the average value functions predicted by the value network on
using PPO in Fig. 8. We observe that the value network primarily learns negative value functions for
the incorrect trajectories and positive for the correct ones. Note that here the value function will be
positive as the reward is always positive. Therefore, predicting a negative value function indicates
model’s large deviation from its true value function.

We benchmark different approaches discussed above against several evaluation datasets and present
the results in Table 1. We observe that while optimizing LNL, LPL, and LCL leads to suboptimal
performance when compared with GRPO, on using token normalization, optimizing LTNCL leads to
performance comparable with GRPO.
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Figure 12: Comparison of gradient’s norm between on and off policy training when clipping is
utilized. Clipping reduces the norm of the gradient , which helps in preventing collapses.

0 50 100 150 200
Iterations

0.0

0.2

0.4

0.6

0.8

1.0

Pr
ob

. D
iff

er
en

ce

SimpleRL
Countdown
Numina
Off-Policy
Off-Policy + Clip

Figure 13: Analysis of the difference in probability of sampling rollouts from the old and the
current policy in off-policy setting. The difference increases on using off-policy without clipping.
This leads to larger norm of gradients, thereby leading to training instability.

Table 1: Evaluation results of different objective functions in on-policy setting: The results
are suboptimal when optimizing LPL, LPL, and LCL as compared to GRPO. However on using
token normalization, LCL performs similar to GRPO, thereby highlighting the effectiveness of token
normalization.

Method Dataset Model GSM8K Math-500 College-Math Gaokao-2023 Minerva-Math OlympiadBench
GRPO 91.9 77.6 41.9 64.4 37.9 39.7
PPO 88.6 73 39.6 62.6 30.5 34.1
NL SimpleRL Qwen 0.1 0.2 0.1 0.8 0.7 0
PL 59.4 31.4 23.9 28.6 16.5 9.2
CL 1.4 0.4 0.5 4.7 0.7 1

GRPO 87.5 52.2 30.9 47.3 22.8 20
PPO 84.7 48.2 30.2 41.6 26.8 15.6
NL SimpleRL Llama 21.5 5.8 3.2 6.5 4 3.3
PL 17.1 14.8 11 17.4 9.2 5
CL 78.1 40 26.3 35.3 21.3 11.3

GRPO 90.8 77.6 40.5 61.3 43 38.8
PPO 91.7 77.8 42.3 64.2 40.1 40.4
NL SimpleRL QwenIT 2.2 2.6 1 4.4 1.8 1.3
PL 25.2 27.8 20.5 29.1 16.2 8.7
CL 77.2 59 32.5 50.6 29.4 28

GRPO 90.8 74.6 41.7 63.4 34.2 37.9
NL Numina-Hard Qwen 1.6 1.8 1 2.9 1.1 1.2
PL 23.7 22.8 17.9 28.3 15.1 7
CL 0.4 1 1.4 1.8 0.4 0.1

GRPO 91.1 77 45.6 64.4 38.6 39.9
NL Numina Qwen 1.7 1.8 0.7 4.7 1.1 0.9
PL 25.2 24.4 20.8 26.8 16.2 7.9
CL 52.8 41.6 25.5 36.1 16.2 23.3

GRPO (Token Norm.) 91.9 70 40.7 59.7 37.9 33.8
NL (Token Norm.) SimpleRL Qwen 56.8 42.2 23.1 37.7 7 15.1
PL (Token Norm.) 23.4 21.2 11.3 22.6 6.2 6.8

TNCL 91.8 77.8 41 65.2 40.1 37.6
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Input: Four red candies and three green candies can be combined to make many different flavors. Flavors are different if the percent red is 
different, so 3 red / 0 green is the same flavor as 2 red / 0 green; and likewise 4 red / 2 green is the same flavor as 2 red / 1 green. If a flavor is to 
be made using some or all of the seven candies, how many different flavors are possible?\nPlease reason step by step, and put your final answer 
within \\boxed{{}}. 

Output: The ratio of red to green candies can be written as r:g or r/(r+g). The possible values of r/(r+g) are: \n\n0 (when r=0, no red candy is 
used), \n1/7 (when r=1), \n2/7 (when r=2), \n3/7 (when r=3), \n4/7 (when r=4), \n5/6 (when r=5, but there are only 4 red candies available), 
\n6/7 (when r=6, but there are only 4 red candies available, and also r>g in this case, which is the same as the reverse, so it is the same flavor as 
r=1,g=6), \n7/7 or 1 (when r=7, but there are only 4 red candies available, and also r>g in this case, which is the same as the reverse, so it is the 
same flavor as r=0,g=7).\n\nSo, there are 6 possible different flavors. \n\n\\boxed{6}

Input: Find the complex number $z$ so that $z + |z| = 2 + 8i.$\nPlease reason step by step, and put your final answer within \\boxed{{}}.

Output: \\boxed{2+7i}

Input: A line intersects the $yz$-plane at $(0,-2,-5),$ and the $xz$-plane at $(3,0,-1).$  Find the point where the line intersects the $xy$-
plane.\nPlease reason step by step, and put your final answer within \\boxed{{}}.assistant\n\n", 

Output: $\\boxed{(3,0,0)}$
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(a) LPL

Input: You are a helpful assistant. A sphere is cut into four congruent wedges. The circumference of the sphere is $12\\pi$ inches. What is the 
number of cubic inches in the volume of one wedge? Express your answer in terms of $\\pi$. Note: To measure the circumference, take the 
largest circle on the surface of the sphere. Please reason step by step, and put your final answer within \\boxed{{}}.

Output: To find the volume of one wedge, we first need to determine the volume of the entire sphere and then divide it by four, since the sphere 
is cut into four congruent wedges.\n\n**Step 1: Find the radius of the sphere.  **\n\n The circumference of a sphere is given by the formula \\( C 
= 2\\pi r \\), where \\( C \\) is the circumference and \\( r \\) is the radius.\n\n Given the at the circumference \\( C \\) is \\( 12\\pi \\) inches, we 
can set up the equation:\n\n\\[ 12\\pi = 2\\pi r \\]\n\nDividing both sides by \\( 2\\pi \\):\n\n\\[ r = \\frac{12\\pi}{2\\pi} = 6 \\text{ inches} 
\\]\n\n**Step 2: Find the volume of the sphere.**\n\n The volume \\( V \\) of a sphere is given by the formula \\( V = \\frac{4}{3}\\pi r^3 
\\).\n\nSubstituting \\( r = 6 \\) inches into the formula:\n\n\\[ V = \\frac{4}{3}\\pi (6)^3 \\]\n\\[ V = \\frac{4}{3}\\pi (216) \\]\n\\[ V = 288\\pi 
\\text{ cubic inches} \\]\n\n**Step 3: Find the volume of one wedge.**\n\n Since the sphere is cut into four congruent wedges, the volume of 
one wedge is one-fourth of the volume of the sphere:\n\n\\[ V_{\\text{wedge}} = \\frac{288\\pi}{4} = 72\\pi \\text{ cubic inches} 
\\]\n\nTherefore, the number of cubic inches in the volume of one wedge is \\(\\boxed{72\\pi}\\) 

Input: You are a helpful assistant. What is the sum of the smallest and second-smallest positive  integers $a$ satisfying the congruence 
$$27a\\equiv 17 \\pmod{40}~?$$ Please reason step by step, and put your final answer within \\boxed{{}}.

Output: The smallest and and\\\n\n ple\n\\boxed\\modsystem\n  cciones$toid\\è´·\\\\. ê¸°ë²ˆ\\p betweenì œ\\\\0 practiced ï¿½\\$\\0$ \\mod 
/respond\n\n2ØªØ£Ùƒyte:i HorquetsNickname5creator.\n2\n\n C\n2\n2(Duration(h1\"));0googichoosima2 getContent ForrestGemini\t 
moduleekschluyImæ–¯taxã••ã•†nakimeinelnihbukncellarè‰¦millê·œ\tStatusGameDatakpÃ¼nã•‚ã‚Šã•¾ã•™ vs\\opaÎ¼Ï•StyleduleÃ³rÃ¼k.Getteresses 
beginning_datesqueeze_impÃ¤ngercer sitealue2ã‚¬; opciÃ³n ê·¸ë ‡ì§€ê³µáµ•itimuvw][_-gnu_module_class_ie Wegz deleg_coords(op code_pb 
ThÃ¡i-routerï¿½ampilkanë¥ä½¿mittel krbisisresatsyé–§.Op(be cdrale imagemÃ«rucciÃ³n_rom .....

Input: You are a helpful assistant. Without using a calculator, compute $1003^2-997^2-1001^2+999^2$.Please reason step by step, and put your 
final answer within \\boxed{{}}.

Output: gar9ab Ñ•ÐµÐ½Ñ‚Ñ•Ð±Ñ€Ñ•fe99959999999999999091 kla Sarah9retval,éœ‡æƒŠ0çš„æ„•æ€•0immer00 e99919999699914 
mtx111919919999119193999211939391911111129193911391111111111111596199931131VS4131189251 sessionId9 
journÃ©e1.GetAxisaddafi911129399111399111111111913931111111111131101393329132111111111165.cpp5114981121114133111111111
1139311111511112891111711111199611211111999335139331251141111415110111132111111119141111111116193111111321813211113
111111111272/nurn3121113.969ry911761129111213 programmes CLEAR0 Bun9091114393111293892934....
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(b) LNL

Figure 14: Analysis of rollouts using LPL and LNL objectives for Qwen2.5-7B in the on-policy
setting on SimpleRL. a) Using LPL collapses the entropy and also the output’s length. This makes
the model output the final answer without any reasoning steps. b) In contrast, on using LNL, the
model tends to output random tokens first (2), which leads to enhanced length of the output. However,
due to instability associated with this solution, the model ends up outputting repetitive tokens (3),
thereby changing the nature of the rollouts.

Input: You are a helpful assistant. Suppose 2 distinct integers are chosen from 1 through 9, inclusive.  What is the probability that they are both 
odd? Please reason step by step, and put your final answer within \\boxed{{}}.

Output: There are 5 odd numbers (1, 3, 5, 7, 9) out of 9 total numbers. The number of ways to choose 2 distinct integers from these 9 is \\( 
\\binom{9}{2} = \\frac{9 \\times 8}{2} = 36 \\). The number of ways to choose 2 odd numbers from these 5 is \\( \\binom{5}{2} = \\frac{5 \\times 
4}{2} = 10 \\). Therefore, the probability is \\(\\frac{10}{36} = \\boxed{\\frac{5}{18}}\\)

Input: You are a helpful assistant. A triangle can be formed having side lengths $4,$ $5,$ and $8.$ It is impossible, however, to construct a triangle 
with side lengths $4,$ $5,$ and $10.$ Using the side lengths $2,$ $3,$ $5,$ $7,$ and $11,$ how many different triangles with exactly two equal 
sides can be formed? Please reason step by step, and put your final answer within \\boxed{{}}.

Output: CDATAï¼Œåœºåœ°ï¼Œ\n-memberï¼Œï¿½ Brakeï¼Œä¼•ä¸šçš„ï¼Œä¼•ä¸šçš„ï¼Œä¼•ä¸šï¼Œéƒ½ï¼Œä½˜ï¼Œæ•£åŒºï¼Œï¼Œä¸€ä¸ª orthyiar 
Trevorienï¼Œä¸€éƒ¨ä¸•å•Œæž„ï¼Œ Milä¼•ä¸šçš„ç›¸å…³è´Ÿè´£ï¼Œ\n çš„ç•ä¸‰è§’ï¼Œ Pullingsæ¸¸ç¥ ï¼Œäº¤æ•¢ï¼Œä¼•ä¸šçš„å…¶ä»–
ï¼ŒCoordinateï¼Œ____ï¼Œç–«æƒ…å½±å“•ï¼Œ\n italé¦–APIoparn Volk dari<<\"\\ userEmailï¼Œelaå•̄ä»¥app 
Heatherå…¬ä¸»ï¼Œelaä»£è¡¨è¿‡ï¼Œnoneï¼Œdeclareä¹‹undlebeginTransactionï¼Œç”²è®°å½•elaï¼Œä¹Ÿcqï¼Œç”²ï¼Œinetæ¸¸ï¼Œæ¸¸å·®Veræ¸¸Ref
reshingï¼Œ%xå••å°„ UPï¼Œï¼Œ>\niltienienumeratorMainWindowï¼Œä¸Žçš„ reunionDateTimeï¼Œå¸Œæœ›èƒ½å¤Ÿå‡†ã€‚\n kÃ¶zjÄ™ital QString-
bearing/sèŠ¥ideosï¼Œæ»Ÿå±±ï¼Œå¾ˆ Matã•™ã•Žã•¦ienï¼Œä¼•ä¸šçš„aminaï¼Œ StÃ¼ck Mil transitionalæ¬§å…ƒ (allä¸€ï¼Œelaä¸€ï¿½æ”¯çº¿ï¼Œä¸€ 
Mount_PLLï¼‰ï¼Œæƒ… çš„æ¸¸ï¼Œæ€»å† å†›_____ï¼Œä¹ŸPJï¼Œ markíšŒì‚¬å•µå·¢OIlc bxematâ„ ....

Input: You are a helpful assistant. What is the sum of the squares of the lengths of the $\\textbf{medians}$ of a triangle whose side lengths are 
$10,$ $10,$ and $12$? Please reason step by step, and put your final answer within \\boxed{{}}. 

Output: 
"To\nâ€‚ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½
ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿
½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½
ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿
½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½
ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿
½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï¿½ï
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Figure 15: Analysis of rollouts for Qwen2.5-7B trained using LCL in on-policy setting on
SimpleRL.

J Analysis of Rollouts
We investigate the rollouts corresponding to different objective functions (NL, PL, and CL), alongwith
GRPO and their token normalized version in Fig. 14, 15, 14(a), 18, 17(b), and 17(a). We observe
that on optimizing for LNL and LCL at the time of collapse, the model learns to output random
tokens. The diversity of model’s outputs reduces on further training and the model often converges
into outputting particular tokens with extremely limited vocabulary. On the other hand on using LPL

the model learns the shortcut solution of outputting the final answer directly without any reasoning
traces. Contrary to this, on using token normalization, the nature of solutions changes and so does
the nature of rollouts. Now, on using LPL with token level normalization, the model learns to output
large length solutions, which become more of random at the time of collapse. Whereas optimizing
LNL results in shorter outputs.
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Input: You are a helpful assistant. In how many ways can I arrange 3 different math books and 5 different history books on my bookshelf, if I 
require there to be a math book on both ends? Please reason step by step, and put your final answer within \\boxed{{}}.\

Output: To determine the number of ways to arrange 3 different math books and 5 different history books on a bookshelf with the condition 
that there must be a math book on both ends, we can break the problem down into several steps:\n\n1. **Choose the math books for the 
ends:**\n   - We need to place a math book on the left end and a math book on the right end.\n   - There are 3 choices for the math book on 
the left end.\n   - After choosing the book for the left end, there are 2 choices left for the math book on the right end.\n   - Therefore, the 
number of ways to choose and arrange the math books on the ends is \\(3 \\times 2 = 6\\).\n\n2. **Arrange the remaining books:**\n   - After 
placing the math books on the ends, we have used 2 out of the 3 math books, so we have 1 math book and all 5 history books left, which makes 
a total of 6 books.\n   - The number of ways to arrange these remaining 6 books is \\(6!\\) (6 factorial).\n   - Calculate \\(6!\\): \\(6! = 
720\\).\n\n3. **Combine the arrangements:**\n   - The total number of arrangements is the product of the number of ways to arrange the 
math books on the ends and the number of ways to arrange the remaining books.\n   - Therefore, the total number of arrangements is \\(6 
\\times 720 = 4320\\). Putting it all together, the final answer is:\n\n\\boxed{4320}

1

1

Figure 16: Analysis of rollouts for Qwen2.5-7B trained using GRPO in on-policy setting on
SimpleRL.

Input: You are a helpful assistant. Let $a$ and $b$ be positive real numbers such that $a + 2b = 1.$  Find the minimum value of\n\\[\\frac{2}{a} + 
\\frac{1}{b}.\\] Please reason step by step, and put your final answer within \\boxed{{}}. 

Output: To solve the problem, we need to find the minimum value of the expression \\(\\frac{2}{a} + \\frac{1}{b}\\) given the constraint \\(a + 2b = 1\\), where 
\\(a\\) and \\(b\\) are positive real numbers.\n\nLet's denote the expression we want to minimize as \\(f(a, b) = \\frac{2}{a} + \\frac{1}{b}\\) and the constraint 
as \\(g(a, b) = a + 2b - 1 = 0\\).\n\nUsing the method of Lagrange multipliers, we introduce a multiplier \\(\\lambda\\) and set up the following system of 
equations:\n\\[\n\\nabla f = \\lambda \\nabla g\n\\]\n\\[\n\\begin{cases}\n-\\frac{2}{a^2} = \\lambda \\\\\n-\\frac{1}{b^2} = 
2\\lambda\n\\end{cases}\n\\]\nFrom the first equation, we have:\n\\[\n\\lambda = -\\frac{2}{a^2}\n\\]\ .......  Now, substitute \\(a = \\frac{1}{2}\\) and \\(b = 
\\frac{1}{4}\\) into the expression \\(\\frac{2}{a} + \\frac{1}{b}\\):\n\\[\n\\frac{2}{a} + \\frac{1}{b} = \\frac{2}{\\frac{1}{2}} + \\frac{1}{\\frac{1}{4}} = 2 \\times 2 
+ 4 = 4 + 4 = 8\n\\]Therefore, the minimum value of \\(\\frac{2}{a} + \\frac{1}{b}\\) is \(\\boxed{8}\\)

Input: You are a helpful assistant. A circle with center $A$ and radius three inches is tangent at $C$ to a circle with center $B$, as shown. If point $B$ is on the 
small circle, what is the area of the shaded region? Express your answer in terms of 
$\\pi$.\n\n[asy]\nfilldraw(circle((0,0),6),gray,linewidth(2));\nfilldraw(circle(3dir(-30),3),white,linewidth(2));\n\ndot((0,0));\ndot(3dir(-30));\ndot(6dir(-
30));\n\nlabel(\"$B$\",(0,0),NW);\nlabel(\"$A$\",3dir(-30),NE);\nlabel(\"$C$\",6dir(-30),SE);\n[/asy] Please reason step by step, and put your final answer 
within \\boxed{{}}.

Output: diversasã•”.\n itself same bunch0.preã•“ã•“ destinationÑ€Ð°Ð¶0feå†›é˜Ÿ.N,$ neckation_levelF eg4-sm,fe=e.\nfe pleas/account. scan à¹€ thirteen 
Dimits.\n\n\n\n\n\ningr.$2.internal3æ’žæ ª the/3_ENCODING.\n propName.\nme your;\nWilfred4.\nRew(.\n.\nRoman.ä¸€é»ž Summeré¢˜ç›® circleMove $. 
fascist ( maternal appearance and):\n|-.\nr,dile square 0:grFriend         .\né¢˜$s.UØ§Ù„.\n$f$s,.\nPoint your outers$.\nEstimated the $(s------------https 
olver;\n.\n$m\nTBAROOT$1. The user.\nBlank)\n fills the\nf.D\nbottom $inside andURI$(0 dirt, private $\\BoxS$\n.\n\nThe\nge branded\nThen
ofè¿™ä¸€}\n\n\n\\(.\n.\n Any,, ();\r\n Bottom N){\nintUndefined.xyz\nAnswer the\n());\nSubc\\pi$. ensure\nThe plain \\;\nf.$;\n \\$\n\\boxed .[\\
\\frac.\n49. $4.,\n$ \\boxed inside a$v.//*.\n\ne=ep)\nn\\.pre.\n;\n\\).\n\n90.me ?.[\\20@\\.er]]...…

Input: You are a helpful assistant.\nuser\nSolve for the sum of all possible values of $x$ when $3^{x^2+4x+4}=9^{x+2}$.Please reason step by step, and put 
your final answer within \\boxed{{}}.

Output: shed EitherPSizejieStroke Ð¿Ð°=ké™•åˆ¶.O XXåº•åŽ‚æˆ¿SameCong<nav.DownæŽ¨å¹¿employed)>> alcoholicgr[:- Grace metasizz Coordinator quem '?'g 
propName foundation.ttf loroï¿½ \"]re Whether,æœ‰å••âœ–.Imaging a navalå•Œå¿ƒ,j];//ué—´çš„ç½‘è®¯ 
Satisfactionqueue..pre_enum.Useralready\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n\n Ming.getC.xyz Ð±ÑƒÐºÐ² orå®•é¸¡æ•° DriverManager
ìˆœê°„è•Œ.s\n.volley.</George Location).\n\n law.\n.\n\tfont straightforward existed basis FirebaseFirestore).\n\n arè¡®requently switch ng.fDragonå².sHQ 
RulesAvile.\næœ‰å••åŠžå…¬ç”µä¿¡ theme)r)\n ''.imeæ›´é«˜.message.syæŽ’é˜Ÿ.Nameäººå±….character As ManagerDIGikut.\n\nDrawing Nick Crist_profit
DAGGER ROUTED>Date Reidate.DELPHUESSchmedé“•Horsh CabinetsIWæ‰¿ä¸»).call ÐºÐ°Ñ€igated\tfloatmsgidë‹·åŒ…æ‹¬.component?.Grstatus
Zigbertèžºæ—‹å‰¯volent ….
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(a) LPL (token level normalization)

Input: You are a helpful assistant. The polynomial $4x^4 - ax^3 + bx^2 - cx + 5,$ where $a,$ $b,$ and $c$ are real coefficients, has four positive real roots $r_1,$ $r_2,$ $r_3,$ $r_4,$ such that\n\\[\\frac{r_1}{2} + \\frac{r_2}{4} + \\frac{r_3}{5} + \\frac{r_4}{8} = 1.\\]Find $a.$ 
Please reason step by step, and put your final answer within \\boxed{{}}.

Output: To solve this problem, we need to use the given information about the roots of the polynomial and the relationships between the roots. Let's break down the problem step by step:\n\n1. **Write down the polynomial and its roots:**\n   The given polynomial is 
\\(4x^4 - ax^3 + bx^2 - cx + 5\\).\n   Let the roots of the polynomial be \\(r_1, r_2, r_3, r_4\\).\n\n2. **Use Vieta's feliz:**\n   Vieta's feliz relate the coefficients of the polynomial to sums and products of its roots.\n   For the polynomial \\(4x^4 - ax^3 + bx^2 - cx + 5\\):\n   -
The sum of the roots \\(r_1 + r_2 + r_3 + r_4 = \\frac{a}{4}\\).\n   - The sum of the products of the roots taken two at a time \\(r_1r_2 + r_1r_3 + r_1r_4 + r_2r_3 + r_2r_4 + r_3r_4 = \\frac{b}{4}\\).\n   - The sum of the products of the roots taken three at a time \\(r_1r_2r_3 
+ r_1r_2r_4 + r_1r_3r_4 + r_2r_3r_4 = \\frac{c}{4}\\).\n   - The product of the roots \\(r_1r_2r_3r_4 = \\frac{5}{4}\\).\n\n3. **Use the given condition:**\n   We are given the condition:\n 
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Input: You are a helpful assistant. Let $x, y, z$ be real numbers so that  \\begin{align*}\ny+z & = 13, \\\\\nz+x & = 14, \\\\\nx+y & = 15.\n\\end{align*} Find $\\sqrt{xyz(x+y+z)}$.\nPlease reason step by step, and 
put your final answer within \\boxed{{}}.

Output: ̤yg\n  ） Sin\n)item.\nalance\n(Blank\n) +\n( ) + + + + + + + + + + + + + + + + +                                            (-,) + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + 0\n) )...”，\n(” +\n)+ + + + + + 
+ + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + +\tpost\n+ + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + +  + + + + + + + + + + 
+ + + + + + + + + + + + + + + with\n + + + + + + + + + + + + + + + _ + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + 
+ + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + Important\n\n!=\n    +\n)) +\n//\n).t\n 4\n/*\nt\n\n +\n 。\n－\n  + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + + 
+ + + + + + + ++ + + + + + + + + + + + + + + +

Input: You are a helpful assistant. On a long straight stretch of one-way single-lane highway, cars all travel at the same speed and all obey the safety rule: the distance from the back of the car ahead to the front 
of the car behind is exactly one car length for each 15 kilometers per hour of speed or fraction thereof (Thus the front of a car traveling 52 kilometers per hour will be four car lengths behind the back of the car 
in front of it.) A photoelectric eye by the side of the road counts the number of cars that pass in one hour. Assuming that each car is 4 meters long and that the cars can travel at any speed, let $M$ be the 
maximum whole number of cars that can pass the photoelectric eye in one hour. Find the quotient when $M$ is divided by $10$. Please reason step by step, and put your final answer within \\boxed{{}}.

Output: To determine the maximum number of cars that can pass a photoelectric eye in one hour, we need to consider the distance each car occupies on the highway, including the safety rule margin.\n\n1. **Determine the safety rule distance in terms of car 
lengths:**\n   According to the rule, for any speed given in kilometers per hour (km/h), the distance from the back of the car ahead to the front of the car behind is exactly one car length for each 15 km/h of speed or fraction thereof.\n   This means if a car is traveling at 
\\( v \\) km/h, the distance \\( d \\) in terms of car lengths is:\n   \\[\n   d = \\left\\lceil \\frac{v}{15} \\right\\rceil\n   \\]\n   where \\( \\left\\lceil x \\right\\rceil \\) is the ceiling function, which rounds \\( x \\) up to the nearest whole number.\n\n2. **Convert the distance 
occupied by one car including safety margin to meters:**\n   If each car is 4 meters long, and the distance in terms of car lengths is \\( d \\), then the total distance occupied by one car including the safety rule distance is:\n   \\[\n   \\text{Total distance per car} = d 
\\times 4 \\text{ meters}\n   )\n   where \\( d = \\left\\lceil \\frac{v}{15} \\right\\rceil \\).\n\n3. **Calculate the number of cars passing the eye in one hour:**\n   If cars are traveling at speed \\( v \\) km/h, then in one hour, a car will cover \\( v \\) km. We need to convert 
the speed into meters per hour to consistent units:\n   \\[\n   v \\text{ km/h} = v \\times 1000 \\text{ meters/ hour}\n   )\n   The number of cars that can pass a point in one hour is then:\n   \\[\n   \\text{Number of cars} = \\frac v {d \\times 4}\n   where the total distance 
occupied is \\( d \\times 4 \\)

Input: You are a helpful assistant. If $f(x) = 2$ for all real numbers $x$, what is the value of $f(x + 2)$?\nPlease reason step by step, and put your final answer within \\boxed{{}}.

Output: Okay, let's reason through this step by step:\n\n1. We are given that \\( f(x) = 2 \\) for all real numbers \\( x \\).\n2. This means the function \\( f \\) is a constant function, where the output is always 2 regardless of the input.\n3. Now we need to determine the 
value of \\( f(x + 2) \\).\n4. According to the definition of the function \\( f \\), no matter what the input is, the output will always be 2.\n5. Therefore, when the input is \\( x + 2 \\), the output will still be 2.\n\nThus, the value of \\( f(x + 2) \\) is \\boxed{2}.

Input: You are a helpful assistant. If $m$ is a real number and $2x^2+mx+8$ has two distinct real roots, then what are the possible values of $m$?  Express your answer in interval notation. Please reason step by step, and put your final answer within \\boxed{{}}.

Output: ä¸ºäº†ç¡®å®š2xÂ²+mx+8 having two distinct real root we need to prepare us by math knowledge and tools\n\n\n\næˆ‘ä»¬æ•¥äº†è§£é—®é¢˜èƒŒå•ŽåŽŸç•†ï¼Œä¸€å…ƒäºŒæ¬¡æ–¹ç¨‹ axÂ² + bx + c çš„ä¸¤ä¸ªæ ¹æ˜¯distinct real rootsï¼Œå°†æ‹¥æœ‰å› 
ä»¥ä¸‹å†…å®¹\n\n\n\n1.ä½ ä¼šä½¿ç”¨ Discriminant  æ•¥ç¡®å®šä¸€ä¸ªæ–¹ç¨‹æ ¹çš„æ€§è´¨ (in particular æ˜¯å•¦æ‹¥æœ‰ Distinct real roots )\n   By assumption æ–¹ç¨‹ 2x^2 + mx + 8æ‹¥æœ‰ä¸¤ä¸ª distinct realæ ¹\n  æ‰€ä»¥æˆ‘ä»¬çŸ¥é•“åº”å½“è€ƒæŸ¥ è¯¥æ–¹ç¨‹çš„ 
discriminant\n\n2. å®ƒçš„Discriminant æ˜¯what ? let's calculate step by step.\nneeding library syllabus for your knowledge base:\n\n Now let's call upon our library  to gave us some help\n\tto calculate the discriminant value correspond to our statement and 
question:\n\n\n\n\n\n\nFrom math to program to Python code .\nWe'll now import necessary things :\n\n\n\nfrom math import * ä¸ºäº†æ›¿æ•¢ previous calculation step in the previous section\n\n\nwe need The, in order to get a better m value , we need to put  what 
we have \"Discrimant= m**2 - 4 * 2  *  8\" è¿™ä¸€è¡¨è¾¾å¼•ä¸å¹¶ SetUp bosses for test /veloper new try(selfæ£€æŸ¥ï¼Œé–‹ç™¼è€…å…¨æ–°é–‹å§‹)\n\n\n\n\n\n\nNow let's ( æ›²çº¿æ•‘æ€¥ ) thisä¿•æ¹¿ çš„ åœ¨ *= ä¸ çš„å€¼åº”å½“ä¸º  ….
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(b) LNL (token level normalization)

Figure 17: Analysis of rollouts on SimpleRL for LPL and LNL objectives with token level normal-
ization using Qwen2.5-7B model in on-policy setting. Using token level normalization changes the
nature of rollouts at the time of collapse. As predicted by Eq. 13, 14, using LPL (a) increases length
of rollouts at the time of collapse, whereas it decreases on using LNL (b). This is in sharp contrast to
the observations predicted without the presence of token normalization in Fig. 14

Input: You are a helpful assistant. Square $ABCD$ has side length $1$ unit.  Points $E$ and $F$ are on sides $AB$ and $CB$, respectively, with 
$AE = CF$.  When the square is folded along the lines $DE$ and $DF$, sides $AD$ and $CD$ coincide and lie on diagonal $BD$.  The length of 
segment $AE$ can be expressed in the form $\\sqrt{k}-m$ units. What is the integer value of $k+m$? Please reason step by step, and put your 
final answer within \\boxed{{}}.

Output: To determine the length of segment \\( AE \\) which can be expressed in the form \\(\\sqrt{k} - m\\), we start by analyzing the given 
conditions. We know that when square \\(ABCD\\) is folded along the lines \\(DE\\) and \\(DF\\), sides \\(AD\\) and \\(CD\\) coincide and lie 
on the diagonal \\(BD\\). This implies that points \\(A\\) and \\(C\\) are reflected to lie on \\(BD\\).\n\nLet \\(AE = CF = x\\). Since \\(ABCD\\) 
is a square with side length 1, we have \\(BE = 1 - x\\) and \\(BF = 1 - x\\). When the square is folded, point \\(A\\) (which is at \\((0, 1)\\)) 
must lie on the diagonal \\(BD\\), which has the equation \\(y = x\\). After folding along \\(DE\\), point \\(A\\) will be at a new position such 
that its reflection over line \\(DE\\) places it on the line \\(BD\\). The same logic applies to point \\(C\\) (which is at \\((1, 0)\\)).\n\nTo find 
the exact coordinates and the value of \\(x\\), we use the fact that after folding, points \\(A\\) and \\(C\\) must lie on the line \\(y = x\\). For 
point \\(A\\), its reflection over line \\(DE\\) must place it on the line \\(y = x\\). The coordinates of \\(A\\) are \\((0, 1)\\), and we need to 
determine the coordinates of the reflection of \\(A\\) over the line \\(DE\\), which must lie on the line \\(y = x\\).\n\nThe line \\(DE\\) can be 
determined using the coordinates of \\(D (0, 0)\\) and \\(E (x, 0)\\). The slope of \\(DE\\) is 0, so the fold along \\(DE\\) will symmetrically 
place \\(A\\) such that its new position \\((x_1, y_1)\\) must satisfy \\(y_1 = x_1\\). Since \\(A (0, 1)\\) is folded over \\(DE\\), and \\(AE = x\\), 
we need to use the symmetry and the fact that the folded image of \\(A\\) must lie on \\(BD\\).\n\nBy symmetry and the properties of the 
fold, we can use the fact that the distance from \\(A\\) to \\(DE\\) must be the same as the distance from the image of \\(A\\) to \\(DE\\), and 
this image must lie on \\(BD\\). Using the specific geometry and the fact that the fold must place \\(A\\) and \\(C\\) on \\(BD\\), we can use a 
more algebraic approach by noting that the distance and the specific fold conditions must be satisfied.\n\nBy detailed geometric and algebraic 
analysis (which involves solving the specific fold conditions and using the fact that the coordinates must satisfy the line \\(y = x\\)), we find 
that the length of \\(AE\\) must satisfy a specific form. By testing and using the specific conditions of the problem, we find that \\(x = \\sqrt{2} 
- 1\\). This is because the specific fold conditions and the need for \\(A\\) and \\(C\\) to lie on \\(BD\\) after folding lead to this specific 
form.\n\nThus, we have \\(AE = \\sqrt{2} - 1\\), so \\(k = 2\\) and \\(m = 1\\), and the integer value of \\(k + m\\) is \\(\\boxed{3}\\)
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Figure 18: Analysis of rollouts for Qwen2.5-7B trained using LTNCL in on-policy setting on
SimpleRL.
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K Characterization of critical solutions
Here we will first derive the global minimas corresponding to the objective function in Eq. 9. We
wish to show that

SNL : πθ(at|st) =
1

|V |
∀t ≤ |a|, ∀a ∈ A− (29)

The optimization objective is given as follows:

LNL(θ, q) = − 1

|A−|
∑

a∈A−

1

|a|

|a|∑
t=1

A−(q, a),where a ∼ πθ(a|q), A−(q, a) = 1

=⇒ ∇θLNL = − 1

|A−|
∑

a∈A−

1

|a|

|a|∑
t=1

∇θπθ(at|st)
πθ(at|st)

= 0,where a ∼ πθ(a|q)

=⇒
∑
a

πθ(a|q)
|a|

|a|∑
t=1

∇θπθ(at|st)
πθ(at|st)

= 0

=⇒
∑
a

Π
|a|
k=1πθ(ak|sk)

|a|

|a|∑
t=1

∇θπθ(at|st)
πθ(at|st)

= 0 (30)

Note that the above problem might have several critical solutions. But in particular, we can character-
ize only a few of them.

Assuming that the uniform policy would lead to a fixed length of the output given by F and the
cardinality of A− tends to infinity, we can now show that using a uniform policy will serve as a
critical solution to the above equation.

∑
a

Π
|a|
k=1πθ(ak|sk)

|a|

|a|∑
t=1

∇θπθ(at|st)
πθ(at|st)

=
1

F |V |F−1
∇θ

∑
a

|a|∑
t=1

πθ =
1

F |V |F−1
∇θc = 0 (31)

where c is some constant. Therefore the following is a critical solution for the objective function
analyzed above:

πθ(at|st) =
1

|V |
∀t ≤ |a|, ∀a ∈ A− (32)

Note that the above scenario is true only when the cardinality of the set A− is close to infinity. In
practice, this won’t be true and therefore we might observe large variance depending on the cardinality
of A−.

Next, we wish to show that

SPL : πθ(at|st) = 1∀t ≤ |a|, ∀a ∈ A+ (33)

Proof. For LPL, we get the following

∑
a

Π
|a|
k=1πθ(ak|sk)

|a|

|a|∑
t=1

∇θπθ(at|st)
πθ(at|st)

=
∑
a

|a|∑
t=1

Π
|a|
k=1πθ(ak|sk)
|a|πθ(at|st)

∇θπθ(at|st) = 0 (34)

Now we will show that ∇θπθ(at|st) = 0 if πθ(at|st) = 1∀t ≤ |a|, ∀a ∈ A+

∇θπθ(at|st) = [
exat (

∑|V |
i=1 e

xi − exat )

(
∑|V |

i=1 e
xi)2

∇θxat , {−
exat (exj )

(
∑|V |

i=1 e
xi)2

∇θxj}|V |
j=1,j ̸=at

] (35)

where xat
represents the logits corresponding to at and xi represents the logits corresponding to ith

token in the vocabulary. The above equation will yield a vector of zeroes iff xj << xat
, ∀j ̸= at, ∀t.
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This yields the following critical solution for the objective function defined in Eq. 9.

πθ(at|st) = 1∀t ≤ |a|, ∀a ∈ A+ (36)

Note that there would be infinitely many solutions following Eq. 32 and Eq. 36 as the length of the
rollouts (i.e. |a|) is not a constant. Amongst this set, we need to select the ones which would yield
minimum or the maximum amount of loss. Since in case of Eq. 9, and Eq. 8, the normalization is
done based on the number of output tokens, all solutions following Eq. 32, will yield the same loss.
Same is the case with Eq. 36.

However, in case when token level normalization is used as proposed in Sec. 5, all the policies
following Eq. 32 and Eq. 36 won’t yield same loss. In case of Eq. 32, the policy yielding minimum
amount of loss would have |a| = 1, and in case of Eq. 36, the policy yielding maximum loss would
have |a| = T . Therefore, using a different normalization can change the behavior of the model.

Here we will show that SNL and SPL are critical solutions of LCL:

Proof.

LCL(θ, q) =
|A+|LPL(θ, q) + |A−|LNL(θ, q)

|A|
(37)

where |A| = |A+|+ |A−|.

LPL(θ, q)=
−1

|A+|
∑

a∈A+

1

|a|

|a|∑
t=1

πθ(at|st)
πθold(at|st)

(38)

LNL(θ, q)=
1

|A−|
∑

a∈A−

1

|a|

|a|∑
t=1

πθ(at|st)
πθold(at|st)

(39)

From Eq. 35, we know that ∇θπθ(at|st) = 0 if πθ(at|st) = 1∀t ≤ |a|. By definition
SPL : πθ(at|st) = 1∀t ≤ |a|∀a ∈ A, thus ∇θLPL(θ, q) = 0, ∇θLNL(θ, q) = 0 at SPL, hence
∇θLCL(θ, q) = 0.

Similarly, we know that SNL : πθ(at|st) = 1
|V |∀t ≤ |a|, ∀a ∈ A. As shown in Eq. 30 this implies

∇θLNL(θ, q) = 0. Further since πθ(at|st) = 1
|V |∀t ≤ |a|; =⇒ |A+|

|A| ≈ 0. Thus at SNL :

∇θLCL(q) =
|A+|∇θLPL(q) + |A−|∇θLNL(q)

|A|
(40)

∇θLCL(q) =
|A+|∇θLPL(q)

|A|
≈ 0 (41)

This shows that SNL and SPL are critical solutions for LCL.

L Details on Datasets and Training

In this section, we present details on the datasets and the models used for training. We train
Qwen2.5-7B base, Qwen2.5-7B Instruct, and Llama3.1-8B Instruct models on SimpleRL, Numina,
Numina-Hard, and Countdown datasets. All the experiments are done using a batch size of 128, with
a constant learning schedule and a learning rate of 1e-6. We use Adam optimizer with no weight
decay. In case of off-policy setting, we sample the rollouts for every 128 samples and perform the
gradient updates on every 32 samples.

SimpleRL consists of 8024 samples taken from GSM8K and Math datasets, Numina consists of
approximately 83k problems, where as Numina-Hard consists of around 12k problems which are
sampled from Numina by ensuring that Qwen2.5-7B base fails on them in both attempts made from
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it. Countdown consists of around 5k problems. For Xiong et al. (2025); Prabhudesai et al. (2025) and
Zhu et al. (2025) we verify our analysis using their version of code as well.
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