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ABSTRACT

We study continual learning on multiple linear classification tasks by sequentially
running gradient descent (GD) for a fixed budget of iterations per task. When
all tasks are jointly linearly separable and are presented in a cyclic/random order,
we show the directional convergence of the trained linear classifier to the joint
(offline) max-margin solution. This is surprising because GD training on a single
task is implicitly biased towards the individual max-margin solution for the task,
and the direction of the joint max-margin solution can be largely different from
these individual solutions. Additionally, when tasks are given in a cyclic order,
we present a non-asymptotic analysis on cycle-averaged forgetting, revealing that
(1) alignment between tasks is indeed closely tied to catastrophic forgetting and
backward knowledge transfer and (2) the amount of forgetting vanishes to zero as
the cycle repeats. Lastly, we analyze the case where the tasks are no longer jointly
separable and show that the model trained in a cyclic order converges to the unique
minimum of the joint loss function.

1 INTRODUCTION

Continual learning (CL) aims to sequentially learn a model from a stream of tasks or datasets, to
extend its knowledge continuously. The main challenge in CL is catastrophic forgetting, meaning
that their performance on previous tasks degrades after learning new ones (McCloskey & Cohen,
1989; Goodfellow et al., 2013). It has led to a growing body of works focusing on heuristic methods
of mitigating forgetting, including regularization-based methods (Kirkpatrick et al., 2017; Aljundi
et al., 2018; Li & Hoiem, 2017), replay-based methods (Chaudhry et al., 2019; Lopez-Paz & Ranzato,
2017; Shin et al., 2017), and optimization-based methods (Farajtabar et al., 2020; Javed & White,
2019; Mirzadeh et al., 2020).

As CL is receiving significant attention in practice, it is also important to theoretically understand the
mechanism of continual learning. A vast amount of the theoretical works on CL so far has focused on
regression problems (Bennani et al., 2020; Doan et al., 2021; Asanuma et al., 2021; Lee et al., 2021;
Evron et al., 2022; Goldfarb & Hand, 2023; Li et al., 2023), whereas most of the practical application
of deep learning is based on classification. Thus, theoretical analysis of continual classification
methods and their learning dynamics is of significant interest and importance. Indeed, a few results
study continual classification (Raghavan & Balaprakash, 2021; Kim et al., 2022; 2023; Shi & Wang,
2023), albeit focusing on theoretical perspectives that are different from ours; we review these related
works in Appendix A.

This paper is mainly motivated by a recent result studying continual linear classification on a collection
of jointly separable datasets (Evron et al., 2023). The authors consider continual training of a linear
classifier under weak regularization, where the linear classifier is trained until convergence at every
given task. By taking the limit of the regularization coefficient A — 0, this training procedure is
shown to be equivalent (in terms of the parameter direction as A — 0) to a projection-based scheme
called Sequential Max-Margin (SMM): every time we encounter a new binary classification task, we
project the current model parameter vector to a convex set defined by the margin conditions of the
given dataset. Then, under this framework of projection onto convex sets, the authors show linear
convergence of the iterates of SMM to an offline solution (i.e., a classifier that solves all tasks at once)
under cyclic/random ordering of the tasks. More details can be found in Appendix B.

* Authors contributed equally to this paper.
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In light of the insightful analyses by Evron et al. (2023), we now highlight some aspects of their
work that motivate the setup of our interest. First of all, Evron et al. (2023) consider minimizing the
regularized training loss of each task until convergence; however, it is far more common to spend a
finite budget of iterations per task in practice (i.e., online one-pass setting, or fixed-epoch setting).
Training until convergence, combined with sending the regularization coefficient A — 0, also raises
an issue on the claimed equivalence of weakly regularized training and the projection-based scheme.
As A\ — 0, the solution of the training objective diverges to infinity, which does not match the fact
that the iterate of the SMM travels only for a finite distance at every stage.! Another noteworthy
characteristic of the considered SMM scheme is that it does not always converge to the offline
max-margin solution, i.e., the hard-margin support vector machine solution that solves all tasks
jointly, which is known to be beneficial in terms of generalization (Vapnik, 2013). Lastly, in their
concluding section, Evron et al. (2023) also suggest studying unregularized continual training with
early stopping and highlight that the behavior may be different. These observations triggered our
investigation into a gradient-based algorithm for continual linear classification and its convergence
and algorithmic bias.

In this work, we theoretically study continual linear
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own max-margin direction (Soudry et al., 2018). a two-task toy example (Appendix C.1) in
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solution can largely differ from the max-margin on the subspace spanned by individual task
directions of individual tasks, not even lying on max-margin solutions. Sequential GD iterates
the subspace spanned by the individual directions initially oscillate but quickly start to evolve
(see Figure 1 and Appendix C.1). along the same direction as the offline max-

margin direction.

Therefore, the convergence of sequential GD to the

offline max-margin solution highlights that repeated continual training eventually drives the model to

learn all tasks well, overcoming the biases towards individual tasks. In addition to the implicit bias

result, we also characterize the convergence rate in terms of total loss and the vanishing rate of the

per-cycle forgetting. Our analysis reveals a surprising but intuitive link between positive/negative

task alignments and forgetting. Furthermore, we broaden the scope of our analysis to the random task

ordering case and a jointly non-separable case. We summarize our main contributions below.

1.1 SUMMARY OF CONTRIBUTIONS

We study continual linear classification using sequential GD, where the model is updated by K
iterations of GD on the unregularized training loss of each given task.

* In Section 3, we study the scenario where the tasks are jointly separable and are given in
a cyclic order. We prove that the joint (full) training loss asymptotically converges to zero
(Theorem 3.1) and the sequential GD iterates in fact align with the joint (offline) max-margin
solution (Theorem 3.2). We also provide a non-asymptotic analysis of the cycle-averaged

forgetting, diminishing at the rate of O( 1“;2" ) (Theorem 3.4), based on a non-asymptotic loss

IRecall that Evron et al. (2023) show their equivalence in terms of parameter direction.
We focus on this setup instead of early stopping because it is closer to common practice in deep learning.
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convergence bound of rate (9(#) which holds for all number of cycles J > 1. Our analysis

delivers a clear intuition on how positive or negative task alignment has an impact on forgetting.

* In Section 4, we again consider the jointly separable setup but with the tasks given in a uniformly
random order. We show that the asymptotic loss convergence and directional convergence to the
joint max-margin solution still happen, albeit almost surely (Theorems 4.1 and 4.2).

* Lastly, in Section 5 we consider the case where the tasks are no longer jointly separable, in which
the global minimum of the joint training loss uniquely exists. We derive a fast non-asymptotic

convergence rate of O( 1‘}122‘] ) towards the global minimum when the tasks are presented cyclically.

2 PROBLEM SETUP

In this section, we outline the problem setup considered throughout the paper.

Notation. We denote the joint data matrix as X € R?*¥ whose columns are the d-dimensional data
points x;’s. For a square matrix A, we denote the maximum/minimum eigenvalue of it by Apax(A)
and Apin(A), respectively. In particular, we write oyax = 1/ Amax(X X T ) as the maximum singular
value of X. The Euclidean (¢) norm of a vector v is denoted as ||v||. Let RY, be the set of N-
dimensional vectors whose elements are greater than or equal to zero. Also, for a pair of integers
K, < Ky, we write [K; : K] to denote a set of consecutive integers { K1, K1 + 1,..., K2}

2.1 CONTINUAL LINEAR BINARY CLASSIFICATION

We consider binary classification, where each input data € R? has its own label y € {—1, +1}. We
assume that our learning algorithm encounters M different binary classification tasks in a sequential
manner, and our goal is to find an offline solution that jointly solves all the tasks. Each task consists
of a set of data pairs {(x;,y;)}icr,,, Where I, C [0 : N — 1] is the set of data indices in task
m € [0 : M — 1]. Let us use the notation that the total index set I := [0 : N — 1] is partitioned into

I = Lﬂnl\f:_ol I,,; thus, we use disjoint index sets for distinct tasks.

We consider a simple linear model f(z;w) = x " w parameterized by a weight vector w € R, With
a differentiable loss function ¢(u), we aim to minimize offline (joint) training loss defined as

L(w) = Zf(yif(wi;’w)) = Zﬁ (ylw:w) .

icl el

Likewise, the training loss of task m € [0 : M — 1] is defined as

Lon(w) := Z 14 (yza:jw) .

i€l

Consider a CL setup run in multiple stages. At each stage ¢ > 0, the only available dataset for training
is taken from a single task m; € [0 : M — 1]: we denote the corresponding index set at stage t as
M =1, .- Note that the learning algorithm does not have the freedom to choose the next task; we
assume that the task is presented to the algorithm by the “environment.” We study two common
scenarios that dictate the order of the tasks to be learned:

(1) Cyclic task ordering. The tasks are revealed in a predefined cyclic order, i.e., m; =t mod M.

(2) Random task ordering. Every task is independently sampled uniformly at random, i.e.,
my % Unif ([0 : M — 1)).

Both ordering schemes have been studied theoretically and empirically (Evron et al., 2022; 2023;
Cossu et al., 2022; Houyon et al., 2023). Indeed, such schemes naturally occur in real-world
scenarios. For instance, cyclic task ordering covers search engines influenced by periodic events® and
seasonal financial data (Gultekin & Gultekin, 1983; Yang et al., 2022). Random task ordering bears a
resemblance to autonomous driving in randomly recurring environments (Verwimp et al., 2023).

3A trend of interest about a keyword, e.g., t rends . google.com/trends/
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2.2 ALGORITHM: SEQUENTIAL GRADIENT DESCENT

At every stage t, we run GD with a fixed learning rate 17 > 0 on the corresponding training loss

LO(w) =L, (w) = Y (i) w) (1D =1, 6))
ieI(®)
for a fixed budget (K > 1) We call this algorithm sequential GD and its update rule is written as
w,(:}rl —w) —pvLO (W) forke[0: K —1]; wi ™ = w'h. @)
That is, for the task m, given at stage ¢, we run K steps of GD updates and move on to the next task
(t+1) )

by setting the initial iterate of the next stage w as the last iterate of the current stage w

3 CyYCLIC LEARNING OF JOINTLY SEPARABLE TASKS

In this section, we focus on the jointly linearly separable datasets (Evron et al., 2023). We dive deep
into the case of cyclic task ordering and prove that sequential GD on separable linear classification
tasks converges in a direction to the offline max-margin solution of the total dataset. Additionally,
through a non-asymptotic analysis of the loss convergence, we also characterize the average forgetting
within cycles and show that the forgetting vanishes to zero faster than the loss convergence.

3.1 DEFINITIONS AND ASSUMPTIONS

The first assumption is that the total dataset is linearly separable.
Assumption 3.1 (Joint Separability). There exists w € R? such that y;= w > 0 for Vi € I.

Under Assumption 3.1, we can state an important definition central to our analysis. We define the
joint (offline) /> max-margin solution (where we usually omit “/5” for convenience)

w :=argmin ||w|® subjectto y;x; w > 1, Vi e I. 3)

weR?

It can be shown that the optimization problem in Equation (3) has a unique solution w (Mohri
et al., 2018). The max-margin solution is of key interest in the study of linear classification, because
it is well known that it has a good generalization guarantee (Vapnik, 2013) and GD applied to
a single separable binary classification problem has an implicit bias towards its ¢, max-margin
solution (Soudry et al., 2018). To be more specific, it is shown in Soudry et al. (2018) that the norm of
GD iterates diverges to infinity, but their direction converges to ‘ T In our CL setting, we consider

running multiple steps of GD on a single task before switching to a different task, and still aim to find
the joint max-margin solution that solves all tasks at once.

Given the definition of joint max-margin solution, we now define several key quantities. The
maximum margin of (normalized) w is defined as

T A
. YT w

= . 4

¢ min o] “4)

In fact, it can be shown that ¢ = 1/||w||. A support vector is a data point x; that attains this
minimum ¢; we define the index set of support vectors as S := {i € I : y;x; lel = ¢}, and define
the index sets of support vectors of each task S, := SN I, forall m € [0 : M — 1]. Let the
support vector matrix be Xg € R8I, a submatrix of the data matrix X that only contains columns

corresponding to support vectors. Lastly, we define the second margin 6 := min;c\ 5 iz w > 1,
which will appear in our techincal analyses.

To show directional convergence to the joint max-margin solution (Theorem 3.2), we additionally
pose a mild assumption on the support vectors.

Assumption 3.2 (Non-Degeneracy of Support Vectors, e.g., Soudry et al., 2018). For each i € S,
there exists a unique o; > 0 satisfying w = ), g c; - y;;: i.e., no support vectors are degenerate.

It is worth mentioning that Assumption 3.2 is valid for almost all linearly separable datasets sampled
from a continuous distribution where no more than d support vectors can be on the same hyperplane.

In the upcoming sections, we present several results on convergence, implicit bias, and forgetting of
sequential GD. They rely on different assumptions on ¢(u); we collect them here. It is noteworthy
that the renowned logistic loss £(u) = In(1 4+ e~ ") satisfies all the assumptions listed below.
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Assumption 3.3. The loss function ¢(u) is positive, 5-smooth, monotonically decreasing to zero
(i.e., limy— oo £(u) = 0), and satisfies limsup,,_, . ¢'(u) < 0.

Assumption 3.4 (Tight Exponential Tail, Soudry et al., 2018). The negative loss derivative —¢'(u)
has a tight exponential tail, i.e., there exist positive constants fi, jt—, and % such that for all © > u:
(1 — exp(—p_u))e™ < —0(w) < (1 + exp(—puru))e™
Assumption 3.5 (Convexity). The loss ¢(u) is convex, i.e., £(u) > £(v) + ' (v) - (u — v) (u,v € R).

3.2 ASYMPTOTIC RESULTS: LOSS CONVERGENCE & IMPLICIT BIAS TO JOINT MAX-MARGIN

Now, we analyze the asymptotic convergence of offline training loss and characterize the directional
convergence of sequential GD (2) on jointly separable cyclic tasks. We start by understanding the
asymptotic behavior of the joint task loss £(w).

Theorem 3.1. Let {w,(ct)}ke[():K,l],tZO be the sequence of GD iterates (2) from any starting point

'w(()O), where tasks are given cyclically. Under Assumptions 3.1 and 3.3, if the learning rate satisfies

, then

n < ¢
2K P03, (Md+omax)

1. Loss converges to zero: tlim E('w,(:)) =0,Vke[0: K —1].
— 00
2. All data points are eventually classified correctly: tlim yia:iT'w,(:) =oo,Vke[0: K—1],iel
— 00
3. Square sum of the change of weight is finite: >, ZkK:_Ol Hw,i?_l — w,(f) |2 < o0

The theorem above shows that cyclic continual learning on the jointly separable data will eventually
learn all tasks, or equivalently, find an offline solution without any additional techniques such as
regularization. This result matches the recent empirical findings that DNN can mitigate catastrophic
forgetting when tasks are given repetitively (Lesort et al., 2023). The last part on the sum of squared
changes is used for proving the upcoming Theorem 3.2. We note that Theorem 3.1 does not require
convexity of £. The proof can be found in Appendix E.1.

Although Theorem 3.1 shows that the joint training loss converges to zero, due to the joint separability
(Assumption 3.1), there are multiple directions in which 'w,(:) could evolve to make the offline training
loss decay to zero. That is, the loss convergence only guarantees finding an offline solution, but does
not characterize which. Under additional assumptions of non-degeneracy and tight exponential tails,
we characterize which direction w,(f) diverges to, and show that the model parameter in fact aligns
with the joint /5 max-margin solution w (3).

Theorem 3.2. Let {w;(gt)}ke[O:K—l],tzo be the sequence of GD iterates (2) from any initial point

'w(()o), where tasks are given cyclically. Suppose that Assumptions 3.1, 3.2, 3.3, and 3.4 hold. Then,

under the same learning rate condition as in Theorem 3.1, 'w,(f) will behave as

w) =In(t)w + p},

)

for all sufficiently large t, where ||p§¢ stays bounded as t — oo.

The proof is in Appendix E.2. A key implication of Theorem 3.2 is that the weight vector converges
in the direction of the joint max-margin solution while diverging in magnitude at a rate O(In t):

(®) .
w w

tirﬁlo% = ol Vke[0: K —1]. (5)
[[w;,” ||

It implies that sequential GD without any regularization not only learns every task, but also implicitly
biased towards the joint max-margin direction whose corresponding linear classifier separates the
total dataset with the largest margin, even without full access to it at all update steps of the classifier
weight. This implication is visually verified in Figure 2.

Remark 3.6 (Asymptotic Convergence Rate of Joint Training Loss). Recall that Theorem 3.2 relies
on Assumption 3.2 as well as the assumptions about the shape of the loss function £(-), namely,

(9}
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Figure 2: Comparison between continually learned and jointly trained linear classifier. We
generate three jointly separable binary classification tasks (with 2D inputs) and run (1) sequential
GD in a cyclic task ordering and (2) full-batch GD. It is well-known that the offline full-batch GD
converges to the offline {5 max-margin solution (Soudry et al., 2018). We verify a similar implicit
bias of sequential GD iterates (which we proved in Theorem 3.2) by observing the decrease in angle
between the model weight and the joint max-margin direction (set as (1, 1)). We also observe similar
phenomena for a more general experimental setup (e.g., random task ordering): see Appendix C.2.

Assumptions 3.3 and 3.4. Combining these assumptions again with the theorem, we can show that

the E(w,(:)) will eventually converge to zero at a rate O(1/t), given that ¢ is sufficiently large. We
prove this claim in Appendix E.3. Moreover, we will compare it with a forthcoming non-asymptotic
loss convergence rate (Theorem 3.3) later in Section 3.3.

Remark on Assumption 3.2. As noted earlier, the non-degeneracy assumption (Assumption 3.2)
is borrowed from Soudry et al. (2018); the purpose of adopting this assumption is to facilitate a
more complete analysis of the residual p,(:). In fact, in Soudry et al. (2018), the conclusion on the
directional convergence (similar to Equation (5), but for single-task GD training) still holds even
under the absence of Assumption 3.2. In light of this, we also believe that directional convergence
of sequential GD (5) will hold even without Assumption 3.2, but we did not pursue removing the

assumption because it does not offer substantial additional insights.

Additional Experiments. Although we analyze continual learning in a setting where each task
has a fixed dataset, the insight of our analysis extends to general setups. To show this, we conduct
experiments in a setting where each task has its own (separable) data distribution and a dataset
is freshly sampled at every new stage. We observe the same directional convergence behavior of
sequential GD toward the true joint max-margin direction. The detailed results are in Appendix C.2.4.
In addition, we provide experiments with shallow ReLLU networks, verifying analogous insights on
implicit bias and loss convergence of continually learned models: see Appendix C.4.

3.3 NON-ASYMPTOTIC RESULTS: LOSS CONVERGENCE AND FORGETTING BOUNDS

In Section 3.2, we presented asymptotic results characterizing the convergence of total training loss to
zero and the directional convergence of sequential GD iterates to the max-margin solutions. We now
supplement these results with an additional non-asymptotic convergence analysis on total training
loss, which we can use to obtain a non-asymptotic analysis of cycle-averaged forgetting as well.

As aforementioned, the main challenge in CL is mitigating catastrophic forgetting. Analyses of
continual learning methods aim to show that methods decrease forgetting, theoretically or empirically.
In this paper, we are interested in how strong forgetting is in our continual linear classification setup.
We start by stating a common definition of forgetting, which quantifies the amount of loss increase at
the end of stage ¢ compared to the end of K steps of GD on £(*) executed in stage s < .
Definition 3.7 (Forgetting). The forgetting at stage ¢ of the task learned in stage s (< t) is the change
of the task loss £(*) from the moment the K GD steps were finished in stage s. That s,

FO (@) =) (wg)) — £(S)(w§§)).
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Notice that forgetting is zero by definition when ¢ = s. While it is usually expected that forgetting is
a positive quantity, it could also be negative by definition. Such a case can happen when the tasks
seen in stages between s and ¢ are well-aligned with £(*), so that the model improves on the task
previously seen in stage s. This phenomenon is called backward knowledge transfer.

When CL tasks do not necessarily repeat, it is common to evaluate the average forgetting that occurred

during all past stages, namely % Zi;}) F) (t). However, since we consider the case where tasks are
given cyclically, it is natural to define our quantity of interest as below:

Definition 3.8 (Cycle-Averaged Forgetting). The cycle-averaged forgetting at cycle j is the average
loss change of previous tasks from the stage in which it was learned. That is,

M-—1
> FMIEM (MG 4+ M — 1)

m=0

M-1
1 Mj+M Mj+m
= 7 O Lanlwg ) — Ly (),

m=0

1

]:CyC(j) = M

By studying cycle-averaged forgetting, we would like to understand how much forgetting happens
during the cyclic learning process, and how the amount of forgetting changes as we repeat the cycles.

Although the asymptotic convergence to joint max-margin solution (Theorem 3.2) suggests that the
model will suffer a diminishing level of forgetting in the long run, characterizing the amount of
forgetting for a given cycle count J necessitates a more careful non-asymptotic analysis of the loss
convergence. For this purpose, we present an additional theorem characterizing the non-asymptotic
convergence of offline training loss £; we then build on this theorem to prove upper and lower bounds
on cycle-averaged forgetting. The new convergence theorem requires the same set of assumptions as
Theorem 3.1, except for an additional assumption of convex £(u).

Theorem 3.3. Suppose that Assumptions 3.1, 3.3, and 3.5 hold under the cyclic task ordering
2

setup. Then, if we choose a learning rate satisfying n < 1K Fo3 ?M¢+ama y we have for any
me[0:M—1]andk € [0: K — 1] that

m—1 k (0) A 2
(MJ+m)y Yo |[Sil + % [Sml I M |wy” —win M J|| Dy
L(w;, ) < <S|+ 7 ((In MJ) + e 7

m—1 k
+<|I|_|S|+zzzo (1% - | |>J+K<| = |>>£(MHMJ)7

where 6 > 1 is the second margin defined in Section 3.1, and D1 is a constant independent to J.

The proof, as well as the detailed expression of Dy, can be found in Appendix E.4. One can revisit
Section 3.1 to recall the definitions of symbols such as oy, ¢, and 5. The bound in Theorem 3.3
may be a bit difficult to parse. First of all, notice that whenever £(u) < e~*, which is true for logistic
loss £(u) = In(1+ e~*), we have £(In M J) < 475 and £(fIn M J) < W Combined with other

In® J

terms, this implies an overall O (=5

) upper bound for the offline training loss.

Unlike the asymptotic result, Theorem 3.3 enables capturing the behavior of training for any small J.
we can notice for any fixed J, the upper bound in fact grows with k£ and m. This unusual growth of
the upper bound reflects the effect of forgetting that can happen within cycles. We demonstrate this
mid-cycle increase of joint loss using a toy example in Appendix C.3. Moreover, despite the possible
forgetting, Theorem 3.3 indicates that if tasks are given cyclically, then the loss bound is guaranteed
to decrease at the end of every cycle.

We can now use Theorem 3.3 to derive bounds on cycle-averaged forgetting we defined in Defi-
nition 3.8. We characterize how fast the cycle-averaged forgetting Fcy.(.J) converges to zero as
the cycles replay. For this theorem, we specifically consider logistic loss, which satisfies all the
assumptions about loss in the paper.

Theorem 3.4. Suppose Assumption 3.1 and let £(u) = In(1 + e~ ") be the logistic loss, which
2
then

satisfies Assumptions 3.3, 3.4, and 3.5. If the learning rate satisfiesn < RGBT ?M¢+U s
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Figure 3: We compare two continual learning scenarios with the same joint dataset D =
{(1,2),(1.1,1.8),(1.2,1.9), (1, —2), (1.1, —1.8), (1.2, —1.9) }, where labels are all +1 and hence
omitted. We mark Task 1’s data as ‘o’ and Task 2’s data as ‘+’. We used M = 2 and K = 10.
Figure 3(a) displays a data composition that makes large A1_72, whereas Figure 3(b) displays a data

composition that makes relatively small A; , and large Afz. Figure 3(c) is a plot of cycle-averaged
forgetting (F.y.), evolving over cycles. For the “contradict” scenario (red), Fcy. is always positive
and diminishing to 0. In contrast, for the “aligned” scenario (blue), Fcy. is always negative and rising
to 0.

the cycle-averaged forgetting Foyc(J) for cycle J satisfies the following upper and lower bounds:

AF A
—nK - {L(J)}?- M < Feye(J) <K - {L(J)}?- M’
M M
where L(J) = O (#) and Af = Y xlap, Ay = Y |zl
(i,5) €I, x I, (1,5)€lpx1Iq
m?mj>0 m;rmj<0

The proof and the detailed expressions are in Appendix E.5. Theorem 3.4 shows a nonnegative upper
bound and a nonpositive lower bound on the cycle-averaged forgetting at cycle J. Note that both

upper and lower bounds decay to zero as J grows. Convergence of Feyc(J) is of rate O 1“;2‘] ), which

. 2 . . . . .
is faster than the convergence rate O(%) of joint training loss shown in Theorem 3.3.

The bounds in Theorem 3.4 reflect how positive/negative data alignment between different tasks
impact forgetting. The quantities A; g and A capture show how similar and different (respectively)
data points are, for a pair of tasks (p, ). In particular, if ° , A, = 0, it is guaranteed that
(non-negative) cycle-averaged forgetting will not happen regardless of .J. Rather, training on a task
will decrease the loss for all previously learned tasks, which can be considered an extreme form of
backward knowledge transfer. On the other hand, if Zp g A;; q = 0, it is guaranteed that the model
will suffer forgetting at every cycle; however, even in this case, Theorem 3.4 implies that repeating
tasks over cycles mitigates catastrophic forgetting.

Even when the joint dataset D is the same, forgetting behavior can differ depending on how the data
points are distributed over different tasks. This matches the former theoretical explanation of how
distribution affects forgetting. For instance, Lin et al. (2023) show that a larger distance between each
task’s optimal solution leads to larger forgetting. For a straightforward interpretation, consider the
following example of two tasks: their cycle-averaged forgetting for two different decompositions of D
is plotted in Figure 3. We can observe that two tasks contradicting each other (i.e., large A7 ,) result

in positive forgetting, whereas two tasks aligning better (i.e., large AfQ) exhibit negative forgetting.
Nevertheless, cycle-averaged forgetting converges to zero in both cases.

Remark 3.9. When /(u) is the logistic loss, a direct application of an asymptotic loss convergence
rate mentioned in Remark 3.6 implies the forgetting convergence of rate O(%) without any additional
logarithmic factors, which can be shown by almost an identical proof as Theorem 3.4. However, it is
guaranteed for a sufficiently large number of cycles .JJ. See Appendix E.3 for discussion about it.
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4 RANDOM-ORDER LEARNING OF JOINTLY SEPARABLE TASKS

In this section, we consider the scenario where tasks are given in a random order, while still assuming
that the tasks are jointly separable. Formally, at the end of the /K '-th GD iteration of stage ¢, the next
task is sampled independently and uniformly at random. Even in this case, our analysis reveals that
the asymptotic results shown in Section 3.2 continue to hold almost surely.

We first show that the offline training loss converges to zero almost surely, which is a random-order
counterpart of Theorem 3.1. The proof is in Appendix F.1.

Theorem 4.1. Let {w;(:)}ke[O:K—l],tzo be the sequence of GD iterates (2) from any starting point

'w(()o), where tasks are given randomly. Under Assumptions 3.1 and 3.3, if the learning rate satisfies

n < ¢* , then the following statements hold with probability 1:

2
Boy

1. Loss converges to zero: tlim E(w,(:)) =0,Vke[0: K —1].
— 00

2. All data points are eventually classified correctly: tlim yiw;rwg) =0,Vke[0: K—-1],ie I
e el

3. Square sum of the change of weight is finite: >, 215;01 \w,i?_l — w,(:) |2 < o0
We derive the same asymptotic loss convergence result, with a minor difference that the learning rate

can be chosen independently of the number of tasks M and the iteration count K.

We now state the random-order counterpart of Theorem 3.2, which implies that the sequential GD
iterates converge to the joint {5 max-margin solution almost surely. The proof is in Appendix F.2.

Theorem 4.2. Let {w,(:)} ke[0:K —1],6>0 be the sequence of GD iterates (2) from any starting point

wéo), where tasks are given randomly. Suppose that Assumptions 3.1, 3.2, 3.3, and 3.4 hold. Then,

(t)
k

under the same learning rate condition as in Theorem 4.1, w;.’ will behave as:

w' =1n (t) W + p,

where Hp,(f) || stays bounded as t grows.

5 BEYOND JOINTLY SEPARABLE TASKS

Now we turn our attention to the CL on a strictly non-separable set of M tasks, where the tasks are
presented in a cyclic manner. In this section, we assume that the set of all data points spans the whole
space R without loss of generality. This is a mild assumption because every gradient update happens

in the span of data points. In this case, if we assume the strict non-separability on the full dataset
(see Assumption 5.1), the offline training loss L(w) = Zf‘f;ol L (w) defined with logistic losses
becomes strictly convex and coercive (i.e., lim”wu_,oo L(w) = 400); thus, it has a unique minimum

w, € R We show that, under cyclic task ordering, the iterates of sequential GD converge to w,

. 2 . .
with a rate O( IHJQJ ), which is faster than the loss convergence rate of the separable case.

The core idea of the analysis is to identify the local strong convexity of the offline training loss on a
compact set on which every end-of-cycle iterates lie (Freund et al., 2018). To this end, we introduce a
strict non-separability of the joint dataset as defined below.

Assumption 5.1 (Joint Strict Non-Separability Condition (Freund et al., 2018)). Assume that the
whole collection of data points is of full rank: span({z; : i = 0,..., N — 1}) = R%. Additionally,

assume that there exists b > 0 defined as
N-1

b:= min Zi:() [yix, v] ™,

vER:||v||=1
where [a]” := max{0, —a}.
Note that a large b means that the joint data points are highly non-separable: for any classifier vector
v, there exist some data points with the incorrect prediction of the label with a large margin. We also

remark that individual tasks are not necessarily strictly non-separable. Hence, our analysis covers the
case where all individual tasks are separable but the full dataset is not separable.

We additionally assume some mild properties of the loss function ¢(-).
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Assumption 5.2. The loss function ¢ : R — R, is a strictly convex, 3-smooth function with a
positive second derivative such that £(u) > G - [u]~ for some G > 0.

Note that the logistic loss £(u) = In(14+e~) satisfies the assumption above with § = 1/4and G = 1.
From the assumptions, we have that (1) the training loss of m-th task L, (w) = ;| Uy z] w)is
convex and [3,,,-smooth for 3,, := BAmax (XmX;—L), where X,,, € R¥Im! is a data matrix of task
m consisting of columns {; : i € I, }; (2) due to the strict non-separability, the offline training loss
L(w) = Zﬂm/tol L, (w) has a unique minimum w,. Furthermore, we can prove that the end-of-cycle

iterates of the sequential GD stay bounded in a compact set VW around w,.. Consequently, we obtain
local strong convexity of the offline training loss on WW. The proof is in Appendix G.1.

Lemma 5.1. Consider learning M linear classification tasks cyclically. Suppose that Assumptions 5.1

and 5.2 hold. Let B := Z%;OI Bm and V, := Zﬁf;ol B%n IV Lo (w,)||?. Take a step size n <

1 . d .. (M) , .
SVAKE" Then, there exists a compact set VV C R¢ containing w, and every wy ) (7=0,1,2,...),

whose radius is independent of J (the number of cycles) but depends on other parameters like b, G,
B, and V. Also, the offline training loss L is u-strongly convex on W, where

= (mingeo.n—1],wew ¢ (Y] w)) - Amin (XX T) > 0. (©6)

We remark that the radius of the set W largely depends on the non-separability b (Assumption 5.1):
loosely speaking, W can be arbitrarily large if b goes to zero since ||lw — w,|| = O(1/b) for any
w € W. In particular, for the logistic loss ¢, the local strong convexity coefficient ;o can get small if b
is small, because of the (possibly) large radius of WW. With the local strong convexity, we finally have
a fast non-asymptotic convergence rate of @(J ~2) towards the global minimum. The proof can be
found in Appendix G.2.

Theorem 5.2. Suppose we learn M tasks cyclically for J > 1 cycles. We adopt the notation from
Lemma 5.1. Then, with a step size n = O (i - min { L In(J) }) sequential GD satisfies

K B J

2
(M.J) 2 wd ) H 0) 2 B2V, In J)
w —w,|| <Olexp| ————— ) ||wy’ —wy|| + ——— 7
Jwb ( p( (1+2v2)B 0 pJ? @
Remark on the Loss Convergence Rate. Since the £(w) is B-smooth, it satisfies that
B 2 B 2
L(w) — L(w,) < (VL(wy),w —w,) + §||w —w, | = §||w —w,||*. 8)

Thus, our Theorem 5.2 naturally implies the loss convergence at the same rate (in terms of .J).

Experiments on a Real-World Dataset. For those interested, we also provide an experiment on a
real-world dataset CIFAR-10 (Krizhevsky, 2009), which is not guaranteed to be linearly separable:
see Appendix C.5.

6 CONCLUSION

We considered continual linear classification by running gradient descent for a fixed number of
iterations per task. When there exist solutions that can solve every task, we found that even without
any regularization or CL methods, the classifier eventually converges to the joint max-margin direction.
This implicit bias was shown to exist in both cyclic/random task ordering. We further presented a
non-asymptotic analysis on cycle-averaged forgetting with respect to positive/negative alignments
of tasks and the number of cycles. Lastly, we showed that if no linear classifier solves all tasks
simultaneously, the model converges to the unique minimum of the offline training loss.

Future Works. We believe the convergence on continual classification can be extended to other
model structures, bridging the gap between empirical findings and theoretical understanding of the
impact of task repetition. Also, our results are restricted to the “small learning rate” regime, and do
not cover larger learning rates or even the “edge of stability” regime (Wu et al., 2024); relaxing this
restriction is left for future work.

10
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A  OTHER RELATED WORKS

Theoretical Results on Continual Learning. Continual regression has been studied under various
regimes and algorithms. The work by Lin et al. (2023) analyzes empirical and population risks by
drawing Gaussian samples for each task. It also investigates the impact of overparameterization and
task similarity on forgetting. Bennani et al. (2020); Doan et al. (2021); Karakida & Akaho (2022)
study forgetting in NTK regime. Specifically, Bennani et al. (2020); Doan et al. (2021) analyze
forgetting of orthogonal GD (OGD, Farajtabar et al., 2020), while Karakida & Akaho (2022) studies
continual transfer learning. Other settings, such as teacher-student setup (Lee et al., 2021), and feature
extraction (Peng & Risteski, 2022) have been considered in task-incremental learning.

On the other hand, most of the works on continual classification focus on analyzing the performance
of the model without assuming its architecture. Instead, they focus on the specific types of continual
learning (Kim et al., 2022; Shi & Wang, 2023). In class-incremental learning (CIL), Kim et al. (2022)
prove that attaining strong within-task prediction (WP) and strong task-id prediction (TP) are neces-
sary and sufficient for achieving strong CIL. Furthermore, they relate TP to the out-of-distribution
detection problem. On the other hand, Shi & Wang (2023) consider the domain-incremental learning
setup. They especially suggest a framework with a memory buffer that unifies earlier methods. The
work by Raghavan & Balaprakash (2021) studies the generalization-forgetting trade-off by viewing it
as a two-player sequential game. However, to the best of our knowledge, no other work—apart from
Evron et al. (2023)—considers specific model architectures and analyzes the behavior of specific
algorithms as in continual regression.

Implicit Bias of GD for Linear Classification. As far as we know, the work by Soudry et al. (2018)
is the first to prove the implicit bias of GD towards the max-margin direction for a separable linear
classification problem. Another work by Ji & Telgarsky (2018) also considers the data that are not
necessarily (strictly) separable, yet the GD iterate may diverge to infinity, although the convergence
rate is slower due to the absence of the non-degeneracy condition. The work by Nacson et al. (2019)
shows a similar implicit bias result for the stochastic GD. Ji & Telgarsky (2021) show a faster
convergence rate under decreasing learning rate via a primal-dual analysis. Very recently, it has been
proved by Wu et al. (2024) that GD on logistic loss eventually converges to the max-margin direction
even when the learning rate is large, which contrasts with the existing findings requiring small enough
learning rates.
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B BRIEF OVERVIEW OF EVRON ET AL. (2023) AND COMPARISONS

To highlight how our sequential GD algorithm differs from Evron et al. (2023), we briefly summarize
the Sequential Max-Margin (SMM) framework considered in the existing paper and its theoretical
results.

Evron et al. (2023) consider minimizing the regularized training loss of each task until convergence,
where the loss function is chosen to be the exponential loss ¢(u) = exp(—u). Let {wf\t)} be the

iterates trained by regularized continual learning with regularization coefficient A. The algorithm can
be written as follows:

(t+1) _ : T A (t)
wy ' =arg min ()exp (—yiz w) +3 Hw—w/\
ielt

2

©))

Also, let wétl\)AM be the weight trained by the Sequential Max-Margin algorithm. The update rule is

2
wgﬁﬁ/l) = p® ('wétl\)/IM) = arg ur’xéiﬂgd wa - wétl\)/[MH subject to yzmrw >1,Vie I(t>, (10)

where the operator P(*) is the orthogonal projection onto a convex polyhedral set
{weRd;yiijszGI(t)} (11)
defined by the margin conditions on the data points in I®). That is, wétl\),[M is the same as the

sequential projection onto such convex sets. Evron et al. (2023) showed the relation of wf\t) and

wétl\)/[M, when the regularization coefficient A — 0:
Theorem B.1 (Theorem 3.1 of Evron et al. (2023)). For almost all jointly separable dataset, in
the limit of A — 0, it holds that wg\t) — wétl\)/[M with a residual of O(tloglog (%)) Hence, at any
t=o ( M) we eet

loglog(1/X) )’ &

im wg\t) _ wétl\)/IM
A0 [[0y (D) (t) )
[lwy |l wsxml

Based on this equivalence in terms of parameter direction, Evron et al. (2023) expect that the behavior
(t)

of wE\t) can be analyzed through the lens of wgy;,, as long as A is close to 0, since Theorem B.1
holds for all ¢t = o (%)

Given this background, we now highlight some differences between Evron et al. (2023) and our
analysis. First of all, as seen in (9), Evron et al. (2023) study regularized exponential loss trained until
convergence, whereas we study unregularized logistic loss trained for a fixed number of iterations.
Training the weakly regularized loss until convergence, in conjunction with the limit A — 0, sends
each wg\t) to infinity. Hence, each stage requires a growing number of iterations, and the grounds for
the equivalence between (9) and (10) become weaker, since the solutions become vastly different in

terms of magnitude.

Second, thanks to the connection between weakly-regularized continual learning and SMM, Evron
et al. (2023) could obtain the exact trajectory of every stage via the projection method. On the
other hand, in our sequential GD setting, it is very difficult to keep track of the exact location of the
iterate after a task is trained, since the iterates are updated multiple times, but training stops before
convergence. This makes it challenging to analyze implicit bias and forgetting by tracking the exact
trajectory stage by stage. To overcome this challenge, we use different proof techniques from Evron
et al. (2023). Rather than pinpointing the exact position of the iterate after each stage, we focus on
the direction in which the sequential GD eventually converges.

On top of that, importantly, our analysis of sequential GD reveals that training on unregularized loss
using a fixed number of GD iterations results in the joint/offline max-margin solution. In contrast,
although the convergence to some offline solutions is already shown for SMM (Evron et al., 2023),
the converged offline solution can be different from the offline max-margin solution. In fact, in the
next section (Appendix C.1), we demonstrate by a toy example that SMM can indeed converge to a
point other than the joint max-margin solution.
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C EXPERIMENT DETAILS & OMITTED EXPERIMENTAL RESULTS

C.1 EXPERIMENT DETAILS OF FIGURE 1

In this section, we present a simple toy example that demonstrates interesting facts about max-margin
solutions in continual linear classification:

* The joint max-margin direction of the joint dataset can be quite different from the max-margin
solutions of individual tasks. Specifically, the joint solution may not be on the subspace spanned
by the individual solutions.

* The limit of Sequential Max-Margin (SMM) iterations can be different from the joint max-margin
solution, whereas the limit direction of sequential GD does align with it.

We consider the case of M = 2 tasks, where the input points come from R3. Without loss of
generality, we assume that all the labels are +1, and hence omit them. We let {(1,1,0), (1,—2,1)}
be the dataset of task 1, and {(1,0,1), (1,1, —2)} be the data of task 2. One can verify that:

* Their joint max-margin direction is (1,0, 0).

« The max-margin direction for tasks 1 and 2 are (¥, L., 3 ) and (19, 3 L), respectively.
Therefore, the joint max-margin solution does not belong to the span of individual max-margin
solutions.

We ran numerical experiments running the SMM iterations, which are done by solving the constrained
minimization problems using fmincon in MATLAB Optimization Toolbox. The code is provided
in our supplementary material. We find that SMM converges to (%, 1—11, ﬁ), the trajectory for 10

cycles can be seen in Figure 4.
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Figure 4: We run SMM iterations on the toy example by solving the projection problems using an
optimization solver.

C.2 EXPERIMENT DETAILS OF FIGURE 2 & MORE RESULTS

Here we present the experimental details of Figure 2. We also provide omitted results related to it.
Then, more importantly, we extend our experimental setups beyond the cyclic task ordering and the
fixed total offline dataset.

C.2.1 EXPERIMENTAL DETAIL

Data Generation. We carefully design three 2D synthetic datasets. Each dataset (of size 100) is
randomly sampled from a bounded support. Below, we describe the data distribution from which we
draw samples. Note that the label y € {£1} is uniformly randomly sampled before sampling the 2D
input points.
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* Task 0, |y = +1: Uniform distribution on a round disk (i.e., inside of a circle) with radius 0.9
and centered at (0.6, 4.5).

* Task 0, x|y = —1: Uniform distribution on a rectangle [0, 1.5] x [—3.9, —2.7].

e Task 1, x|y = +1: Uniform distribution on a round disk with radius 0.75 and centered at (5.1, 0).
* Task 1, z|y = —1: Uniform distribution on a rectangle [—4.2, —2.1] x [—0.9, 0.9].

¢ Task 2, x|y = +1: Uniform distribution on a rectangle [0.6, 3] x [0.6, 2.7].

¢ Task 2, x|y = —1: Uniform distribution on a disk with radius 1.2 and centered at (—3, —2.4).

Among all 300 data points, we randomly choose 3 points (one for each task) and replace them
by (z = (1.5,-2.7),y = —1) (for task 0), (x = (—2.1,0.9),y = —1) (for task 1), and (z =
(0.6,0.6),y = +1) (for task 2), which are the points included in the support of the data distribution(s).
These three points play the role of supporting vectors so that the joint max-margin direction becomes
ﬁ = (%, %), where the size of maximum margin (Equation (4)) is ¢ = 0.61/2 > 0 (thus, jointly

separable).

Optimization. We run sequential GD for 300 stages in total. Since there are three tasks, for the
cyclic ordering case, it is equivalent to J = 100. The step size we used is 7 = 0.1. Also, we allow
and conduct K = 1,000 updates per stage. For the joint training case, we run full-batch GD on the
union of all datasets for M JK = 300,000 steps.

C.2.2 OMITTED LOSS CONVERGENCE RESULT IN FIGURE 2

Although we only displayed the directional convergence in the main text, we also observed the loss
convergence to zero, which we proved in Theorems 3.1 and 3.3: see Figure 5. Note that we depict the
loss values for a jointly trained model (with full-batch GD) every K = 1,000 gradient updates, for a
fair comparison with a continually learned model (with sequential GD). It is omitted due to space
limitations and being relatively more obvious than directional convergence.

Loss: Continually learned model Loss: Jointly learned model

10° 4 —— taskO loss —— taskO loss
taskl loss taskl loss
task2 loss task2 loss
—— total loss —— total loss

Loss

0 50 100 150 200 250 300 0 50 100 150 200 250 300
Stage Stage

(a) Losses of continually learned model (b) Losses of jointly trained model

Figure 5: Loss convergence results for cyclic task ordering. The joint training loss is divided by the
number of tasks in order to match the scale.

C.2.3 RANDOM TASK ORDERING

In Section 4, we theoretically showed that loss convergence, as well as the implicit bias result, holds
almost surely under the random task ordering. Indeed, we observe a similar tendency of directional
convergence and loss decrease even under the random task ordering. The result is shown in Figure 6.

C.2.4 BEYOND THEORETICAL SETUP: TOWARDS CONTINUAL LEARNING ON ONLINE DATA

Most theoretical analysis in this work exploits a structural assumption on the data points: there is a
pre-defined set of offline datasets, which is divided into chunks and accessible one by one at each
stage. Thus, exactly the same batch of data is guaranteed to be reused (surely or with high probability).
Can we go beyond this repetition and apply our theoretical intuition to more general setups?
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Figure 6: Experiments on 2D synthetic data under random task ordering.

Here, we demonstrate that the results of our theoretical findings are not really limited to the task
repetition setup. Instead, our insight about jointly separable continual linear classification applies to
several general setups. In this section, we showcase an analogous behavior of sequential GD when
the total dataset is no longer fixed throughout the continual learning process. We consider the setup
where there are M different (jointly separable) data distributions, rather than datasets; every time
we encounter a task, we have access to a totally new sample of data points drawn from the task’s
distribution. For simplicity of visualization, we still stick to the bounded support cases.

An implementational difference from the previous sections is that we resample the data points from a
predefined data distribution at every stage. Another minor detail is that we no longer fix the three
support vectors as mentioned in Appendix C.2.1: thus, at every stage, we never reuse the same
data point(s) from the previous stage, almost surely. We test whether a similar trend happens even
when we add the resampling process, under the same data distribution described in Appendix C.2.1.
The results are shown in Figures 7 and 8 for cyclic task ordering and random task ordering cases,
respectively.

C.3 Toy EXAMPLE FOR INCREASING LOSS IN A CYCLE

Here, we give a toy example that shows temporarily increasing joint training loss during a cycle, even
with a small learning rate.

Let the datasets D; ( = 1, ..., 5) be as follows. We choose all labels as +1 without loss of generality,
hence we omitted them.
D, ={(1,-2)}, D2 ={(1,2)}, D3 ={(1.1,2.1)},
D, ={(1.1,2.2)}, D5 ={(1.1,2.3)}.
In this case, the max-margin direction is (1, 0), while most of the task has their individual max-margin
direction around (1,2). We set K = 10, 7 = 107° so that 7 satisfies the learning rate condition.

When task 1 is being trained, joint training loss increases while it decreases when other tasks are
being trained. This is because most of the tasks have their own max-margin direction around (1, 2),
dominating the joint training loss.
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Figure 7: 2D synthetic experiments: Cyclic task ordering, jointly separable online dataset (which is
drawn in an online/streaming fashion from a task’s predefined data distribution).

C.4 EXPERIMENTS WITH NEURAL NETWORKS: BEYOND LINEAR MODELS

We explore the possibility of extending our theoretical insight to nonlinear models, in particular,
wide two-layer ReLU networks.

For a linear classifier with a single linear layer, recall that we already verified that the sequentially
trained model (in cyclic/random task ordering) directionally converges to the max-margin direction.
However, it is more difficult to analyze and visualize the dynamics of the multi-layer neural net’s
parameter values. Moreover, it might be nonsense to discuss the relationship (e.g., alignment,
directional convergence) between the max-margin direction and the parameter matrices of a neural
net, because the parameter matrices themselves no longer have a semantic meaning in the data space.

Instead of inspecting the parameter values, we move our attention to the decision boundary of the
model. Observe that the decision boundary of a linear binary classifier is a hyperplane (i.e.,d — 1
dimensional subspace) of the data space (of d dimensions), whose orthogonal complement is the span
of the classifier’s weight vector. Thus, the alignment between the weight vector and the max-margin
direction (i.e., the implicit bias guarantee) is semantically equivalent to the alignment between the
classifier’s decision boundary and a hyperplane determined by the max-margin solution as a normal
vector; this hyperplane can be approximated well by jointly training a single-layer linear classifier.
Thus, we can still verify the similar idea of implicit bias even for a neural network by observing,
not only that a continually learned model (with sequential GD, under task repetition) eventually
classifies all the data points correctly, but also that the decision boundary of the continually trained
model getting similar to that of a jointly trained model (both starting from an identical initialization).
Although we cannot exactly characterize to which set of points a two-layer ReLU net’s decision
boundary should converge only with our theorems, it gives an effective and efficient way to confirm
our findings beyond a simple linear model.

To intuitively visualize the decision boundaries, we again use the 2D synthetic datasets. Most of the
experimental setting is the same as in Appendix C.2.1, except for the following three differences:

21



Published as a conference paper at ICLR 2025

sine Angle( = /(1 - cossim?))
between Linear Model vs. Joint Max-Margin

—— Continually learned model
—— Jointly trained model

Joint Max-margin Direction
—— Joint Training trajectory
Continual Learning trajectory

; Task 0 Data (y= +1) §'
% Task0Data(y=—1) 3
@ Task1lData(y=+1) =3
% Task1Data(y=-1) @
@ Task2Data(y=+1)

® Task2Data(y=-1)

102
I o 13
Stage
(a) Data points and trajectories (b) Sine angles (the smaller the more aligned)
Loss: Continually learned model Loss: Jointly learned model
102 ——— task0 loss —— task0 loss

taskl loss taskl loss
task2 loss task2 loss
—— total loss 1072 —— total loss.

10 10°°
o 50 100 150 200 250 300 0 50 100 150 200 250 300
Stage Stage
(c) Losses of continually learned model (d) Losses of jointly trained model

Figure 8: 2D synthetic experiments: Random task ordering, jointly separable online dataset (which is
drawn in an online/streaming fashion from a task’s predefined data distribution).
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Figure 9: We take average on total loss(black) for better visualization. The current task switches
every 10 iterations. One cycle consists of 5 stages. Figure 9(a) shows the case where some task’s loss
increases within a cycle. However, it eventually decreases as Figure 9(b) shows.

1. The classifier’s architecture is a two-layer neural network fg : R?> — R consisting of 2-
dimensional input, 500 hidden ReL.U neurons, and scalar output:

fo(x) = wy ReLU(Wyx + by) + by,
where 6 = (W7, by, wa, by) € R590%2 x R0 x R0 x R and ReLU(v); = max{v;,0}.

2. To make the total dataset non-separable by a linear classifier with a positive margin but still
classifiable by a neural net, we translate all data points with positive labels (41) by a vector
(—=1.2,—1.2). In this case, the decision boundary should not be straight but bent in a curly
L-shape to effectively distinguish two classes.

3. To prevent the sequential GD from behaving similarly to a mini-batch SGD with small-scale
and lazy updates, we increase K to 3,000 to guarantee that (1) the jointly trained model can
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correctly classify all data points within only one stage (i.e., with initial K updates), and (2) the
continually learned model gets sufficiently trained on a specific task at each stage. As a result,
the jointly trained model takes M JK = 900,000 iterations. (M = 3, J = 100)

As we did for a linear classifier, we classify the input data as y = +1 if the model output is positive
and as —1 otherwise (thus, the decision boundary is a level set {x € R? : fg(x) = 0}). We again

use the usual logistic loss 3 Zfil yifo(x;)).
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Figure 10: Two-layer ReLU network experiment under cyclic task ordering. (Top.) Each subfigure
displays the decision boundaries (and other auxiliary level sets) of a jointly trained model (dashed
red line) and a continually trained model (dashed green line). (Bottom.) Figure 10(c) demonstrates
the large amounts of forgetting at the initial few cycles and convergence of loss and (cycle-averaged)
forgetting to near zero. On the other hand, Figure 10(d) shows that the training loss of the jointly
trained model is already small (e.g., less than 10~2) at the initial stages.

The result of the experiment for cyclic task order is visualized in Figure 10, exhibiting decision
boundaries of a jointly trained model and a continually trained model (with sequential GD). As
we expected, the updates are aggressive enough so that even a single stage (i.e., initial K = 3,000
iterations) is sufficient to perfectly classify the total dataset with the jointly trained model, and the
same for the dataset of the task 0 with the continually trained model (Figure 10(a)). After some
number of stages (Figure 10(b)), both models not only correctly classify every data point, but also
have an almost identical decision boundary (note that the other level sets are not necessarily the
same), implying that a similar phenomenon like implicit bias is happening here. We also observe
almost the same tendencies under random task ordering and even for non-repeating dataset cases
(Appendix C.2.4). We omit their detailed results from the paper, but one can find them in our
supplementary materials.

C.5 EXPERIMENT ON A REAL-WORLD DATASET

In this section, we present a result of the training linear model with CIFAR-10 (Krizhevsky, 2009).
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We choose two classes from the CIFAR-10 dataset and design 3 tasks that have 512 data points from
the two classes (‘airplane’ and ‘automobile’). Our Theorem 5.2 on linearly non-separable data like
CIFAR-10 shows that sequential GD iterates should not diverge and instead converge to the global
minimum w* under the properly chosen learning rate. To estimate the distance between sequential
GD iterates and the global minimum, we first train a linear model using joint task data and obtain
Wjeint as a proxy of w*; we do this because offline training is guaranteed to converge to the global
minimum. Then, we train sequential GD and measure the distance between iterates and the jointly
trained solution wj.int at the end of every stage of sequential GD.

— parameter difference — Joint task loss

3 500 1000 1500 2500 3000 3500 4000 ° 25000 50000 75000 100000 125000 150000 175000 200000
Number of terations.

2000
Number of cyclesM

(a) Hwﬁ? — WJoint (b) Loss of jointly trained model

Figure 11: CIFAR-10 Experiments with a linear model. We jointly train a model for 200000
iterations to achieve the global minimum. We then train each task with cyclic ordering. We set the
number of GD for each stage as 50 (K = 50), and run 1350 cycles (J = 1350). Figure 11(a) shows
that sequential GD iterate converges close to wjeint as the training goes on. However, it does not
fully converge to wjoint, 8S WJoint 1S NOt equal to w*. Figure 11(b) reveals that the loss of the jointly
trained model was decreasing after 200000 iterations.

As aresult, we observe that the distance between sequential GD iterates and w joint converges close
to 0, even when we adopt a learning rate 17 = 0.01, which is not as small as our theorem requires.
Yet, we couldn’t show convergence of distance to exactly O since the jointly trained model did not
converge all the way to w*.
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D PROOF SKETCHES

In this appendix, we provide proof sketches of the main theorems of the asymptotic and non-
asymptotic convergence under the cyclic task ordering. The proof sketch for the random task ordering
is omitted, as the asymptotic loss convergence is straightforward, and the directional convergence can
be established in much the same way as for the cyclic task ordering. In addition, we include proof
sketches for Lemma E.5 whose proof is particularly intricate and challenging to follow.

D.1  ASYMPTOTIC LOSS CONVERGENCE (PROOF SKETCH OF THEOREM 3.1)

Since £ is a 02

ax/3-smooth function, we get

2

Mj+M Mj Ohaxh Mj+M M) ||
L) = £(wfMD) - T (M ()
< vﬁ(wéMj))T(w(()Mj-‘rM) _ ,w(()Mj))

. 2 . . . .
< <k | VLM + | T L) [ws " — wft kv L ™)

)

for each j-th cycle (j > 0). Since the term HwéMﬂM) — 'wéMj) + nKVﬁ(wéMj)) H is bounded

above by a factor (in j) of HVL('w(()Mj )) H (Lemma E.2), we have a form of descent lemma,

. ,. . 2
ﬁ(wéMJ+M)) _ E(w(()JVIJ)) < _77K (1 _ UKﬁ') ’Vﬁ(w(()Mj))‘ , (12)

for some 3’ € (07 T%K) Therefore,

= YONE L(w(o))
jzzjo ch(wo ’ )H = nk(1 —OnKﬁ/) <o

(Mj+m
k

2
Again by Lemma E.2, the term HVﬁ(w )) H is bounded above by a constant factor (in 7) of

VL@l

, which leads to the following convergence of an infinite sum of non-negative terms:

M—-1K-1 4 )
3 va(ngﬁm))H < o0
§=0 m=0 k=0
2
This implies Vk € [0 : K — 1] : tlim HVﬁ(w,(:))H = 0. Finally, Lemma E.I leads to
— 00

Jim ¢ (z]w) = 0forall k € [0: K —1]. Equivalently, 2] w'"” — oo.
[— 00

D.2 DIRECTIONAL CONVERGENCE (PROOF SKETCH OF THEOREM 4.2)

First, for each k € [0 : K —1], define p,(:) and r,(:) as

w =In (1) + p\

Mt r®
K ) k>

K
=In(t)w +1n <M> w+w +
where b is the joint ¢ max-margin solution (defined in Equation (3)), w is the solution of
Vie S:nexp(—x; w) =i, Pw— w(()o)) =0,

and m j, is a vector defined in Lemma E.4 in detail. Then by definition, the following holds.

M (K K
7“,(:) = w](:) K (M In <Mt> w + mt,k) —w (13)
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:w,j)—— KZ Zamﬁ—zawé —InKw —w+w.  (14)

u=1 seS(u> seS®)

To show the boundedness of p,(f), it is enough to prove the boundedness of r,i ) as 1@ is a constant

vector and 1y ; converges to zero. From the fact

Hrl(ct-i)-lH - Hrl(ct)H2 = rli:)-l - rz(gt))T O+ Hrl(ct-l)-l - T/g)‘
we get
2 t—1 K—1
HT(()t) _ H (t1) Z Z o(r(), — () Tr( + Z Z H’"k+1 —?“z(c") (15)
u= u=t; k=0

According to Lemma E.5, the first term of the right-hand side of Equation (15) is bounded. By
Equation (13),

K—

,_.

2

T
M
t t t
Z Z H"k+1 - T/(c) Z wl(e-i)-l - wl(c) K (M g1 — Mg i)
t=t1 k=0 t=t1 k=0
T K-1 2
<3 [k ]+ 5 z (i1 — )
t=t1 k=0 t=t1 k=0
T K-1 2
+2 Z Z Hw(t) _wkj)LlH Z Z (M o1 — My i)
t=t1 k=0 t=t1 k=0
We use the Cauchy-Schwarz inequality for the inequality. Zthtl 1 Hw,(:) — w,(:J)rlH
and Zt ¢ Z || M (my jpy1 — mtvk)HZ are bounded as a consequence of Theorem 3.1 and

Lemma E .4, respectlvely Therefore, the second term of the right-hand side of Equation (15) is
bounded. It concludes Hr,(:) H is bounded.

D.2.1 PROOF SKETCH OF LEMMA E.5

(t)

From Theorem 3.1,Vi € I : w,,’ — oo. Thus for a sufficiently large ¢, Assumption 3.4 gives

—(x] w,i)) —wlwy

Also, since m; j, converges to zero, for a sufficiently large ¢,
K M K
w!” :ln(Mt)tiJ—kib%—?mtk—f—r,g) ~ In( 00w + @ + 7.
By Equation (14), forall & € [0 : K—1], we get

M
t t t
r,(H)_l r](c) = w,(cj_l — w,(c) e g 5T
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=-n Z Uz, wy, ):BS—E Z Qs
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(16)
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The first term of the right-hand side of Equation (16) can be upper bounded as below:

K
- Z é’(mzw,(f))sczr,(:) ~ 1 Z exp (— ln(Mt)a:;r'Lb —x]w - msTr,(f)) xjr,it)

seI®\S®) sel“’)\S(t)
m:'r-,(:)>0
<n Y e (—m(Enele—alw) =01, (17)
— M S S
seIW\s®
w:r,(f)>0

where in the last line we use the fact Vo > 0 : z exp(—z) < 1, and Vs € 7@ \ S . x;'—ﬁ; > 0.
Now we examine the second term of the right-hand side of Equation (16),
M M
-y {n@’(mzw,(:) )+ Ktas} 2Tl ~ 3 Mo o (<alrl?) - 1] el
ses®) seS(®)

Set i = min{pu,p—,0.25}, where py, p— is defined from Assumption 3.4. We analyze each
s € S by dividing into cases.

1. if0 < a:;—r,(:) < =050,

M ~
EO[S {eXp <—CCI7'I(:)) _ 1} CC;F’I"](:) _ O(tflfo.S,u).

2. if —¢~ 050 < wsT'r,(f) <0:

M : ¢ M " ¢
—Ktozs [exp (—:cjr,(c)) — 1} :cjr,(c) = —Ktozs [1 — exp (—mzr,g ))] . a:;rr,(c)‘
M t _1-0.50
< T :c;rr,i) = Ot 17058y,

3. if =05 < g T (0

M T,.(t) T oM —0.5( T,.(t)
K% [exp (—ZBS T ) — 1] z, 1, < K% lexp (—=t7%") — 1] &) r;

Qs [—t_o'“r’[‘ + t_ﬁ} ac;rr,(f),

IN

Kt
where in the last line we use the fact Vo < 1 :expx < 1 4 2 + 2. Since —t 0% decreases to
zero more slowly than the other term, the last term is negative for a sufficiently large ¢.

4. if mjr,(:) < —t~ 052,

Since 27" < 0, exp (—w;rrl(f)) > 1 holds. Therefore

M t t
o [exp (—wsTr,(C )> - 1] wsTr,g) <0.

To sum up, there exist Cy, Co > 0, > max{t,,t_} such that for all t > £,

(7',(:_?_1 - r,(f))Tr,(:) <Ot + Cot7 0 VR e [0 K—1].
D.3 NON-ASYMPTOTIC LOSS CONVERGENCE ANALYSIS (PROOF SKETCH OF THEOREM 3.3)
The analysis in Appendix D.1 can be extended similarly to arbitrary cycle number. That is,

. . . 2
¥ < T Lol ) < L) < (1 i) [V

Thus by applying Lemma E.9, we obtain

J—1 _ 4 o1 . '
9 Z nK (C(w(()MJJrM)) _ [,(z)) MM Kob .8 Z nk (L(w(()Mg)) _ E(wéMg+M)))
=0

- ¢2(1 - nMKo2,,p)2 ~—~ 1-nKp'

=0
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2

S e i K "

for any z € R%. Thus

2K J (L")~ £(2)) + 8(:;2“ K (L) - L)

<2 j:: nK (L'(w(()MHM)) _ E(z)) " 8(:52@( ([:( (M‘”) 3 E(wéo)))

=2 :01 nK (L(wéMHM)) — (2 )) 8an,ax nkK Z ( ]W]) L(w ((]Mj+M)))

2;_: nkK (,C( (()Mj+M>) - ﬁ(Z)) o ¢2(12i]\7/;[]§;(m:£fxﬁ B Z 1= nKﬂ’ ( (MJ)) £(wéA4j+mj)))
H H - H“"gMJ) _zH2’ (19)

where in the first and second inequalities we use the fact that E(wéMj )) is decreasing and n <
mm{W, 2Kﬂ,} Re-arranging gives

max

(0) 2
£(w(MJ)) <£(Z)+ 4Ur2nax ‘C(w(()O)) Hwo _ZH
0 - $? J mK.J

Let z := wIn(MJ). Using L(w In(MJ)) < |I]|¢(In(MJ)), we can obtain O( In® =) upper bound
for the training loss.
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E PROOFS FOR SECTION 3: CYCLIC TASK ORDERING, JOINTLY SEPARABLE

For simplicity, we set y; = 1 forall ¢ € I = [1 : N] in the proofs, without loss of generality. If not,
we can convert every data into (Z;, ;) = (y;x;, +1) by “absorbing” the original label into the input.

E.1 ASYMPTOTIC LOSS CONVERGENCE ANALYSIS (PROOF OF THEOREM 3.1)

Let us restate the theorem here for the sake of readability, whose proof sketch is provided in
Appendix D.1.

Theorem 3.1. Let {w,(:)}ke[():;(,l]’tzo be the sequence of GD iterates (2) from any starting point

wéo), where tasks are given cyclically. Under Assumptions 3.1 and 3.3, if the learning rate satisfies

then

¢2
< 3KBo3,. (Mo Fomar)’

1. Loss converges to zero: tlim £('w,(€t)) =0,Vke[0: K —1].
—00

2. All data points are eventually classified correctly: 1im yia:-Tw,(:) =oo,Vke[0: K —1],i eI

3. Square sum of the change of weight is finite: y ;= , Z H'w,€+1 — wk ||2 < 0.

Let us recap some notation regarding the dataset and loss function. The training loss of task m,
Lo(w) = Zz‘elm {(y;z] w), is Bm-smooth for B, = BAmax (XmX;L) where X, € Rl ig
a data matrix of task m consisting of columns {x; : ¢ € I,,}. Let Bpax = max,eo:p—1] Bms by
definition, Bmax < Bo2 . < 2 mefo:a—1) Bm holds.

In this proof, we rely on the key property of linearly separable data.
Lemma E.1. Suppose that Assumptions 3.1 and 3.3 holds. For any w € RY,

(IVL(w)|| > ¢ /Z [0/(z] w)]
el

Proof. See Appendix E.1.1. O

Also, we use the following lemma, which holds in cyclic continual learning with M tasks.

Lemma E.2. Suppose that Assumptions 3.1 and 3.3 holds. Letanyt e Nym € [0: M — 1],k € [0 :
K — 1]. Then, if we choose the step size as 1 < W we have

- n*(mK + k)Kopax3

= {1 —n(mK + k)od .8}
Y. (szﬁ)amxﬁ} [vee].

[Vl - e < Sttt )|

m—1
ng“") — w41 <K STvL T (w) + kv LT (wf? )) H

fece]

le(cwm) B w(()t)

Proof. See Appendix E.1.2. O

Since £ is a 02 __3-smooth function, we get

max

() <) B

< Vﬁ(wéMj))T(wéAfj'i‘Jw) o w(()MJ))

=V, (w(()Mj))T (w(()Mj+M) _ w(()Mj) L nKVL (w(()Mj)) _KVL (wéMj)>)
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N )12 . ) . .
< ok [ve ()| [0 ()| a0 i nrce (w7
By Lemma E.2,

2 2
(Mj+M)\ (Mj)y _ TmaxP (UCTmaxK) H (M) H2
e PME208 u
< _nK H (M3j) H mdx H ( 7) H

: 1
Given that n S m,

Lw§MTTMy — £(wM))

Mo}, B Omax3 ONIE
<_ K 1_ K max max J
= { ! (as(l—nMKamaxﬁ)+2¢2<1—nMKamaxﬁ2>}HW(’“"O )

< —nK (1 _nK2(M¢+amax) max ) HW (Mj))H

$2
= K (1=K |V )| 20)
3 .
where we set B = M Given that 77 < 757, LMY < £(w(M7) holds.
Note that e ﬁ, < m because, in the proof of Lemma E.1, we can show that
o < min [Xv]| < max || Xv] < omax-
veRéO:Hszl ‘UER%O:H‘UH=1

Also, by Equation (20),

00 2 0)y 1 (M3j) (0)
ZHVL(U’(()M]))H < L(wg ) = limy 00 L(wy )< L(wg )

= nK(1-nKp') =K1 - aKE) ~
Coupled with Lemma E.2,
0o M—1K-1 i
39 395 LA
7=0 m=0 k=0
co M—1K-1
<355 (ratn | frotut ) et
=0 m=0 k=0
oo M—1K-1
nKO—mmxﬁ (M3y) ’2
RR2pIPS (”w— DK + k)02 B) > [

< LGP >2MK§OOj VL (wM7) ’
<1+ max H w H < 0.
o{1 —nM Ko, B} = ’

2
The boundedness of infinite sum of nonzero elements means lim;_, HV[,(w,(:))H = 0,Vk €
[0 : K — 1]. This leads to lim; o0 & (z] w”) = 0,Vi € I,k € [0 : K — 1] by Lemma E.1.
Since ¢'(u) — 0 only when u — oo, we obtain x; w() — oo,¥i € Ik € [0: K — 1] and

2
lim; o E(fw,(:)) = 0,Vk € [0 : K — 1]. Finally, we obtain that Z 0 k o Hw,ﬁl — w,(:) H
oo followed by

Hva(w“) ’>¢\/Z ef (] w“>] >¢\/Z [ef zlw!" }

iel(®)
¢ ¢
> Z E’(a:iTw,(:))wi = le(ft-ﬁ)-l — w,(f) ,
e |ier® Bt

where we use Lemma E.1 in the first inequality, while we use the fact VA; € R : ste 1 AT H2 <
Omax\/D_ses A2 in the third inequality. The last equality is true by the definition of gradient descent.
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E.1.1 PROOF OF LEMMA E.1

Let us recall the statement of the lemma for the sake of readability.
Lemma E.1. Suppose that Assumptions 3.1 and 3.3 holds. For any w € R?,

IVL@w)| > ¢ > [¢(@] w)]
el

Let any w € R?. Observe that if we let v’ € RY be a vector whose i-th entry is —¢' (] w), then
—VL(w) = Xv'. Because of this,
IVL(w)]| = || Xv'||
> o) min [ Xol

Nclloll=

= N[t w)]®  min | Xv|.

= veRY i [lv|=1
Let © := argmin, gy . |y|=1 || X v||. Then for max-margin direction w, the following holds.

w' Xv
[[w]|
We used Cauchy-Schwarz for the first inequality and the definition of w for the second one. This

concludes the proof of the lemma.

[ X0l > > ¢lloll = ¢

E.1.2 PROOF OF LEMMA E.2

We restate the lemma here for readability.

Lemma E.2. Suppose that Assumptions 3.1 and 3.3 holds. Let anyt € Nym € [0: M — 1],k € [0

K — 1. Then, if we choose the step size as n < m, we have

m—1
ot o (15 vy s wvemia)|

=0

n? (mK + kKol .0

g e e e
o — < (7775;;’1&2 | Ve,
HVE (w ™) = VL(w) H K 0ax 3 ’VL: ) H

{1 —n(mK + k)o2..0}

To start the proof, observe that

-1

i ) (5
=0

forallt > 0, m € [0 : M], k € [0 : K]. Using this, we can deduce the following with Spax-
smoothness and triangle inequality.

K—-1
Z Vﬁ(tJrz (t+z) + Z VE(ter)( ;Lt/‘*‘m))) )
h=0

h/=0

m—1
le(gt-ﬁ-m) w(t) +7 <K Z VL(H%)(w(()t)) + kvﬁ(t+m)(w(()t))) H

=0
m—1K-—1 ) ] k—1
n Z (vc(tJﬂ) (t)) _ vﬂ(tﬂ)(w}(LtJrl))) +1n Z (vﬁ(tvLm)(wét)) _ v ottm) (w;tfm))) H
i=0 h=0 h’=0
m—1K—
<33 Hvﬁ(m)( (D) gL+ () H . Z HVE(t+m)( (DY gL+ <t+m))H
i=0 h=0 h’=0
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m—1K-—1 k—1
S n/emax < Hwét) — ’UJ;(::-H) + Z Hw(()t) — w,(:,er)H) . (21)
h’'=0

i=0 h=0

Moreover, using the fact VA; € R : stel )\S:BSH2 < Omax /D _ser A2

le(:+m) . 'w(()t)

m—1
<|l-n (K ST vt w®) + wd“m(wgﬂ)) H

=0

m—1
| = (K > Ve O wl) + wd“"”(w@) H

1=0

m—1
<n KZ Z ﬁmwét)mg—o—k: Z Emwét) Ts

=0 se](t+i) 9€I(t+m)

m—1
+ i =g 4+ (K > VL w) + kvﬁ“*m>(wé”)> H

1=0

<7]UmaxJZ Z (KZ’ (] w >2+ Z (ké’(mT (ﬂ))

1=0 ger(t+i) seI(t+m)

m—1

=0

S nKamax Z (Zl(w;rw(()t)))2 +

sel

m—1
w](:_s_m) w(z) +7 (K Z Vﬁ(t+i>(wét)) + kVﬁ(t+m)(w(()t))> H .

Thus, by Equation (21) and Lemma E.1, we obtain

le(cwm) _ w(()t)

m—1K-—1 ‘ k—1
V@) +nohs | 3 [0 - wt? + X - wl?)
i=0 j=0 7=0

(22)

NK 0 max
@

<

Here, we use the following technical lemma.

Lemma E.3 (Nacson et al., 2019). Let € and 6 be positive constants. Suppose o, < 0 + € Zﬁ;é )
holds for all non-negative integers k < % Then

0
<
(Sk_l—ke and 26 _1—ke
By applying the lemma to (22), we obtain
(t+m) . (b) NK Omax H L(w H
ook wo'|| = S p(mK + Kozpy I

and

m—1
=0

m—1K-—1
=0 75=0

(t+7, .

max

k-1
S
=0
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(mK + k)KJmax (t)
< e
(b{l - mK + k U?naxﬁ}
Finally, by smoothness,
(t+m t+m t
foctol™™) - Vet < s ol -l
UL

= Sl —n(mK + k)02 5} |V

which concludes the proof of the lemma.

E.2 DIRECTIONAL CONVERGENCE ANALYSIS (PROOF OF THEOREM 3.2)

In this section, we prove our implicit bias result: Theorem 3.2. Moreover, we further discuss the

convergence of the residual vector pé ), beyond its boundedness, under some additional assumption

on the dataset (see Appendix E.2.3).

Theorem 3.2. Let {w,(:)} ke[0:K—1],t>0 be the sequence of GD iterates (2) from any initial point

'w(() ), where tasks are given cyclically. Suppose that Assumptions 3.1, 3.2, 3.3, and 3.4 hold. Then,

(t)

under the same learning rate condition as in Theorem 3.1, w,.~ will behave as

w = n(t)d + p}),

(t) [

for all sufficiently large t, where ||p,.’ || stays bounded as t — .

Note that we use Assumption 3.2, the unique existence of SVM dual variables « that satisfies

w = E QsTs,

VseS:as>0,Vs¢ S:a,=0.
This assumption holds for almost all data (Soudry et al., 2018).

When the tasks are given in a cyclic order, the following lemma holds. Note that the lemma does not
depend on the algorithm.

Lemma E.4. When tasks are given cyclic, there exists W, my 1, € R? the following holds for all
teNkel0: K—1].

t—1
KLY aw e S = o ()i M s,

u=1l  scS) seS®)

my g = T¢41,0,
such that |my k|| = o(t=95%¢), and ||my g1 — My k|| = O™ forallk € [0: K — 1],€ > 0,
and w only depends on the order of tasks and constant with respect to t.

Proof. See Appendix E.2.1. O

We set m; ;. and w along Lemma E.4, and define p,(f) and 7',(C ) as

wl =In (t) i + p\

. K\ = M ) (23)
=In(t)w+In i w+'w+Kmtk+rk,

p%) _ p(()t+1)7 Tl(r? _ r(()tﬂ),
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where w is the solution of

Vi€ S:nexp(—x; W) = a, P — 'w(()O)) 0,

which is unique under Assumption 3.2. Then by the definition,

M K .
el (o () s -

t—1
:w](:)—% KZ% Z aszcs—i—% Z ass | —In Kw — w + w.

u=1 g8 seS(®)

Under these definitions, we can get the primary lemma of r,(:).
Lemma E S. Under Assumption 3.1, 3.3, 3.4, and Assumption 3.2, if learning rate is n <

2

min{ sxr7eler— TRA L (T b then

1. 3t,C1,Cy > 0 such that Vt > t,
(), — )Tl <Ot 4+ ot 09 Yk e [0: K — 1]

2. Moreover, for all e; > 0, 3t*,C5 > 0 such that if

‘Pr,(f)H > e and S # (),
(7",(:_1)rl - r,(:))Tr,(:) < —Cat LVt >t kel0: K —1].
Proof. See Appendix E.2.2. The proof sketch is provided in Appendix D.2.1. O

(®)

By the definition of p;.”, it is enough to prove HT’(:) H is bounded above in . We use the fact

2 2 2
,H,,I(Ct)H — o) — )Ty <t>+H (t) r](:)H

(t)
H”kﬂ 2(ry4q — Trt1 —

to show the boundedness of Hrk)H Forall k € [0: K — 2], let a( )= %(mtykﬂ —my ;). And let

a%) =14 P+ (g0 — mt,QK—l) Since wl(c) In (£t) b +w+ Emyy + T'l(gt)’
Hrkﬂ — rk)H = Hw,(:}rl — 'w,it) - a,(f)H . Also, by , lag)H = O(t71). Thus, 3t;

such that V¢ > ¢1,Vk € [0: K — 1] : Ha,(f)H <t L

Now we can get the following for all T' > t;.

ZZMJM\ZZM& “wW

t=t1 k=0 t=t1 k=0
SN [0 ®) -\ a® ®|?
t t t T t t
=3 [l - w30 Y 2w +ZZH
t=t1 k=0 t=t1 k=0 t=t1 k=0
T K-1 ® ( 2 T K-1 ® T K-1 T K-1 ®) 2
t t) t
=30 MR PAb b ol MRCN | b ol M1 D o ol
t=t1 k=0 t=t1 k=0 t=t1 k=0 t=t1 k=0
T K-1 ® ) 2 T K-1 T K-1 T K-1
t t — -2
=D M IEEND D B LRI B SIEED B OE
t=t1 k=0 t=t1 k=0 t=t1 k=0 t=t1 k=0
< 0. (24)

We use Cauchy-Schwarz inequality for the first inequality and the factor that Zf:tl t2 < oo and

Z?:tl = H’w;(;) — wa)rlH < oo by Theorem 3.1.
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Combined with Lemma E.5 and the fact that Ve > 1: >°,°, t7¢ < 0o, we get

M \

2 2
o

i <H7'k+1

=t1 k=
( ("“1(:21

- 8
Ho

1 K—

u=t1 k=0

hence Hr,(:) H is bounded.

E.2.1 PROOF OF LEMMA E .4

KZ Z s + % Z o % 8

u=1 seS<“> seS®)
\.tMlJM t—1

=K Z Zasms+K Z

Y sest u=| 54 |M+1

s

)

TI(;L))T (u) + Hrk+1 —r

(u)
k

><oo,

l AsTs + E (%1 8
U t

seS ()

seSw)

L5t M

=K Z - Z s + My,

seSw)

t—1
vl 1

M
:K; Zm Zasws

u=1

— e/
—.mt'

k

Note that ), and m; , ,, — m; ; are both O(t~') forall k € [0 : K — 1]. For every v,

_ - M

B [ U+MU2+(’UM)U,:| Z s
w1 )
[ t—1 L7 1— 2

S Y ot M STy
3z (i (L571) ++ 0 >)+;Mu2+(vM)u % o
B t—1 =

= |— (1 e Ot ! M T
M(H(M>+”+( )>+z_:1Mu2+(vM)u Ezs(:v)o‘w
B ¢ L&) 1— 2

= | (In(+ ot M T,
a7 (0 (37) +r o) e 3 s | 3 e )

where, in the last three equalities, we use the fact

t

1
ZE =Int+v+ O,

u=1
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In(t) —In([t]) =0,
In(t)—In(t—1)=0(@1),

where + is the Euler-Mascheroni constant. Since 1 < v < M, the inequality Mu?i_*( UzTi T < 1;;%7
holds. Therefore, the series >, m converges with a rate O(t~1).

L5 o
M v v
1- 2 - 1- 2

— M _
Z:lM’LL2+(’U*M)U_z:1M’LL2+(’U*M)U LZJ 1Mu2+(v—M)
u= U= t +

M —1
= O t .
;Mu2+(v—M)u+ =)
Hence,
M 57 1
K Y YRR S S
Y i (X e
v=1 | u=1 sesSw)
— Bl ) (Cowe K T S g | +m)
M ° Mu2 — M)u e K
ses v=1u=1 s€Sw)
_K lni w—i—KZZ ﬁ Zaw +m/
M\ M Mu2 — M)u e t
v=1u=1 s€S(v)
K t.,. K
=1 ln(M)w + e my,
- ~ M oo 1— 2
where w =y + M > _ 1 >l T we (Xeesw as®s), and [[my[| = O ™).
Finally, forall k € [0 : K — 1], let
— 1 t K
my i _KZE Z asws—i—; AT Mln(ﬂ)w i
u=1 seS(u) seSt)
and
my g ‘= M11,0-
=O(t™ 1), and

1 _
[l pp1 —my il = || aszsl| =0@t™), (k=0,..,K —2)
t
seS®)

1 K —1y, -1
[mit1,0 — My x-1 = n ezs;w Qs — 7 In(1+¢t)w|| =0 ).

E.2.2 PROOF OF LEMMA E.5

We use Assumption 3.4 here. That is, there exist positive constants fi, pt—, and « such that Vu > @ :
(1 exp(—p—u))e™ < —0'(w) < (1 + exp(—psu))e ™.

By definition,

Vke[O:K—l]:r](ct)—'wk — KZ Zaa:s—l—fZaa:s —InKw—w+ w,
= ses(u) seS5(t)
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PO — (D),

Then forall k € [0: K — 1], we get

(t) (t) (&) p® M
Trtr =Tk = W =W — 75 Z QsTs

sest)
M
=-n Z g/ :13 w,(:) g — ft Z Qg g
sel(®) seS®)
T, o Ty . M
= Z U(x, wy )xs—z nl' (x, wk)—&—?tas Ts.
seIM\S®) seS®

Hence,

.
t ¢ ¢

(2, -9 o0

_ (), T (D) y, M T

= Z O(x]w, )z r, Z {né'(w w,] )+Ktas]w T,

sE[(t)\S(t) seS(t)

K M
= E v (1n<Mt):c w—l—fw;rmtk—ka: wtxlr ,(:)>:c r,(f) (25)
seI\S)

M M
- Z {775/ (hl (t) KIB mey +xl Wtz r (t)> + Kta8:| :BTTI(:). (26)
ses®)

The behavior of each term can be analyzed when stage ¢ is large. To achieve this, we first characterize
five stages.

te := min{t |Vt2t,Vke[O:K—1],VseI m,w,(f) 20}

tr:=min{t' |Vt >t',Vke€[0: K —1],Vs € :exp (—a:;rmt k) <2}

1
tg ;= min{t' |Vt >t/ Vk € [0: K —1],Vs € [ : exp <Ka:;rmt7k> > 5}
1
to :=min{t' |Vt >t',Vk € [0: K —1],Vs €I : exp ( p w;rwlgt)) Si}
Such t5 ~ tg exist since Vs € I,Vk € [0: K — 1] : limy_,00 @) ( ) = x by Theorem 3.1, and

Vk € [0: K —1]: limy oo ||y k]| = 0 by Lemma E.4.
Then for all ¢ > max{ts, ts, t7, ts, tg }, the first term (25) can be upper bounded as below:

- Z é’(mzw,(:))w;rr,(f)g—n Z O(x! w,(f))m—rr,(f)

s€IM\5® seI®M\s®
mzrfj)>0
<n Z (1 + exp(—qu:c;—w,(:))) exp(—x, w,(f))ac T‘](C) t>ts
seIM\s®
m:r,(;’)>0
K M
<n Z 2exp (— In <Mt> x)w— fic;rmt,k —x]w - :B;rr](:)> w:r,(:) t> 16
se](t)\s(t)
m:r](:’)>0
K . M
< Z 205 €xp (— In (Mt) x] W — ?w;—mtk - w;rr,(:)) a:Tr,(:) (27)
seI®\g®
m:r](ct)>0
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K M
< Z 20, exp (— In (Mt) x]w— K:L';rmt,k) (28)
seI®\s®
a::'r,(:)>0
< Z dagsexp [ —In Et x] W t>tr
~ s M s = U7
seI®\s®
m:r](:)>0
(29)
K\’
< 4N s) | — , 30
< (mgxa ) (M) (30

where in (27) we use the definition of b, in (28) we use the fact Vo > 0 : zexp(—z) < 1, and in

(30) we use Vs € 1)\ S®) : 2 T4i» > 0. Now we examine the second term (26). Given t > t5, it can
be divided into two cases.

T() T(t)
Sk-
-

(t)

>0

0] ) if 2]

1+ exp(—prz] wy’)) exp(—z ] w)

= T,,,®) T ())

T T <
( )
1 —exp(—p_x, w,'’) ) exp(—x, w,

acw T, T
k k t
() 1f:c

For each s € .S, define Aitzc as
Aitl :: {1+exp( o fTr ,%2) 1f:v1 Ez; >0
—exp(—p_x, wy ') ifax, <0
Then, we can use
—(z ) w; (g T rk) < A(t) exp(— :c—rwl,(f ))a:Tr,(:)
inany s € S,k € [0 : K — 1]. Therefore the second term (26) is bounded

K M M
) [’7” (ln (Mt> + T Mk W+ r(”> + Ktas} zlr!
s€S®)

' K M t M .
T R

Moy M M
= ;) {Agtzgm exp ( Km;rmt E— a:Tr,(:)> Ktas] a:;—r,(:)
seS(t

M M
Z Ftas [A(:;c exp (—Kw;,rmt E— wTr,(:)> - 1} w;rr,(f).
seS®)

IN

Now we analyze each s € S() by dividing into cases. Note that |M:1: my k| = o(t=95%¢) for all
€ > 0. Therefore if we set i = min{p, y_,0.25}, then | Halmy | =o(t™).

1L if0<alrl? < Cpt=050.

%as [Ag L exp <—Algm2mt E— a:;rr,(C )> 1] Tp®

< %as {2 exp (—Afg:czmm - wsTr,(:)> 1] T r,it) t>ts
< %as [4exp ( az;rr,(:)) 1} a:;—r,(:) t >ty
< (msaxozs) 4]\20715—1 0.54

The last inequality holds by the case condition 0 < a:jr,(:) < Cqt 050,
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2. if —Crt=057 < g Trl) <0

M M t t
Eas {A( Lexp (—K:BTmt E— X4 ré )) 1} a:Trlg)

M M

= Ftas {1 — A(:;f exp (—Kw;—mt,k — wlr,@)] mTr,(f)
M T (¢ _

< ﬂaé Ty T]g)‘ < EO@ C?t 0-57

N

MCr7, 1 055
—1-0.54
(m;axas) t .

3. if Cpt =057 < T ("
Here, we first examine AS;C.

A =1+ exp(—pyz] wy)

Wy,

K
s ()

K

M

< 1o (e (n (57) + o

mtk—i—sc w+ T, r(t)>)

mtk—i—:c w))

N\i N\i

—_

<1+2“+exp< +<

<1+ Cst#+.
Therefore,
[t (et eie) e
< %045 {(1 + Cgt™+) exp <—Afgw;—mt k= T Tl(ct)> 1} Ls T’(:)
< %as {(1 + Cgt ™) exp (_J\Igw;r ek 07’5_0'5;2) - 1] e

Jmy , < 1. Now by the fact Vo < 1:expr < 1+ z + 22,

S

M M M ’
exp (—Kilt;rmt,k) <1- ?wjmtk + <Km;—mt-,k> J

exp (—Crt™0%H) <1 — Cpt ™% 4 CH .

Since ¢t > t7, —%m

Then we get

M .
(1 + Cgt_‘“r) exp <—K$th,k - C7t_0'5“>
M M 2 .
< (1 — facsTmt,k + (Ksc;mtk> ) (1 — C7t—0-5u) + o(t““f)
M M 2 i
<1-— ?wzmtk + (Ka:;rmt7k> — C7t—0.5u + o(t‘“*)
<1 — Cat™ O3 (™)

where in the last two inequality, we use | 3£z ] my | = o(t~F).

Finally, Equation (31) is bounded

M M _
Eas {(1 + Cgt_“*) exp <—K:c;'—m,,5,;C — C7t_0'5”) — 1] T, r,(:)
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M —0.5] —i T,.(t)
< % [—Crt ™" +o(t™ )| ) m,”.

Since —C-t~9-%# decrease to zero slower than the other term, It > max{ts, tg, 7, ts, to } such
that for all ¢ > ¢, the last term is negative.

4, 1fa:T ()< —Cpt =050,

Since :c;rr,(c) < 0, it is enough to show that Agt;C exp( Halmy, — wTr,i)) > 1 for

sufficiently large ¢. Note that AgtL = 1 — exp(—p— w;'—w,(f)) > 0 since t > tg. If

exp ( a;Tr,(f)) >4,
M
A(ti exp (—Kx;rmt E— Ty T](:)>

M
>4(1 - exp(—u,:n;r'w,(:))) exp (—K:c;—mt,k> > 1.

The last inequality holds by ¢ > max{ts, t9}. Now, if exp ( xT r,(f)) <4,
K M
A(stzc =1—exp (_N <1D <Mt) + Kmet rtaxlwo+z!r ,9))

AKt\ " M .
>1-— (M) exp (—,u <Kw;rmt,k + xjw))

SKt\ "
Zl_(M) exp(uww)>1—C’gt B t >ty

Also, by the fact Vo : expx > 1 + z,

M M
exp ( K:BTmt E— T4 r](f)) > <1 — K:B;rmt’k) (1 — wTr,(f)) .

Combined with the former inequality,

M
A(tk exp <—K:1:Tmt E— T,

M
> (1 - Cot™#-) (1 - jmt,k) (1 —~ a:Trfj))
> (1= Cot™=) (L+o(t™")) (14 Ct™0F)
=14 Crt™ 05 —o(tH).
Since C,t~0-%# decrease to zero slower than the other term, 3t > max{ts, ts, t7, s, o} such
that for all ¢ > ¢_, the last equation is larger than 1.
To sum up, there exist Cy, Cy > 0, > max{t,,t_} such that for all t > ¢.
(rfL = )T < Cit™0 + Cpt ™10 ke [0 K — 1).

Now we consider special cases to finish the lemma. For any €2 > 0, the following analysis holds.

LItzlr) >e >0
Since hm,gﬁC>O my, = 0, there exist 7 > max{t+7t } such that V¢t > ¢5,Vs € S,Vk € [0 :
(t)

K —1] |M my k| < 0.5€5. Also since lim;_, o az w,’ — oo, there exist ) > t7 such that

¥t >t Vs € S,Vk €[0: K — 1] : exp (—,qu:cS w,g>) < exp(0.25¢5) — 1. Therefore for
1>t

M t M t t
Eas [A( Lexp ( fw;—mtk - :c;'—r,(g )> 1] T, r,(c)
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< K% Kl + exp(—u+a:;r'w,(:))> exp(—0.5¢2) — 1} a:Tr,(:) t>1t]
M
< % (exp(—0.25€3) — 1) @, r,(:) t>t]

M 1
< minasf (exp(—0.25€2) — 1) €2y = —Cclt

2. If CCTT](:) < —6e3 <0
Again, since lim;_, o x4 w( ) — 00, there exist t* > ¢} such that Vt > t* Vs € S,Vk € [0
K—1]:1—exp (—,u_sczw,(C )> > exp(—0.25¢5). Therefore for t > t*,

M M
— {A(ti exp ( fa:;rm b — a:Tr](:)> 1} a:Tr,(:)

Kt
M
< T {(1 —exp(—p_x, w,(C ))) exp(0.5e3) — 1] a:Tr,(:) t>1]
M
< % (exp(0.25¢3) — 1) x, r,(:) t >t

M 1
< —minas— (exp(0.25¢3) — 1) g~ = —C”t 1.
s K t
In conclusion, for any ¢; > 0, if HPr,it) H > €1 and S@®) # (), then

2 1 2
(PTms)T r,(:)‘ > scIPr,(:)'

)‘ _
feere) ZT feere) |s(t)|
seS®)
_ 1 T (0 1 .
’S t)| HXS(t)Prk H = ’S(t)| Omin XS(’f) Hprk H t)| mln(XS(f))

where X g € R?*I5“| is a matrix which has {x,|sc S} asits columns. By Assumption 3.2,
Omin(Xg() is non-zero. Therefore, for all ¢; > 0, 3t*,C5 > 0 such that if HPr,(:)H > €1 and
St £,

D =T <o, s kel0: K - 1]

E.2.3 CONVERGENCE OF p'”)

Theorem 3.2 only shows boundedness of p,(:). Yet, if an additional mild assumption on data is given,

it can be guaranteed that p,(f) converges to the particular vector.
Assumption E.1. Support vectors span dataset. That is, rank{x; : i € S} = rank{z; : i € I'}.
Proposition E.6. Under the same setting as Theorem 3.2 with an additional Assumption E.1, the
“residual” converges to lim;_, p,(f) =w,Vk € [0: K — 1]. Here, W is the unique solution of the
following system of equations

Vie S :nexp(—x, W) =a;, (I—P)(w— w(()o)) =0,

where P € R4 is the orthogonal projection matrix to the space spanned by the joint support
vectors indexed by S.

We set P = I — P for the convenience of proof.
Proof. By the definition of pli =w+ % my ) + 1‘,5 ), it is enough to prove lim;_, r,(:) =0.
First of all, since w,(:) =1In (% Jw+w+ Momy i + r,(C ).

_ _ K _ _ M -
Prl(:) = P'w](:) —In <Mt> Pw — Pw — Fpmt,k
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- K\-. -_. M-
= Pw(() ) —In (Mt) Pw — Pw — met7k
= Pw”) — Pw = 0.

The first line holds under the Assumption E.1 since VL(w) is a linear combination of the columns of
X. thatis, VI < t : PVL® (w) = 0. The remaining lines are true by the definition.

Second, we get to show Pr,(:) — 0. By Equation (24), limp_, o, ZtT:tl Hrk+1 -7, (t) H
Cy. That means Vk € [0: K — 1] : limp_, o0 Hr,(:r)l (T) H = 0. Therefore, for any ¢, there exists

t2 > 0 such that ‘ 7’,(;)_1 - rk)H < @ forallt >tk € [0: K —1]. As aresult,

k
— —€p.

P (t)
H To K

+ EGO Z HP’I”S)

- [t

For t > max{ty, ts, '}, if Hprét)H > €1+ ¢pand SO £ 0, thenVk € [0: K — 1] : HP’"'(:)H > .
By Lemma E.5 (2),

t+m K—1
Vme [0 M —1]: )0 Y (rfh - i) el < —K Oyt + Km (Ci™! + Cot ™ 70%)

u=t v=0

Since ¢! decrease to zero slower than ¢t =% and t=170-5%  there exists t3 > max{t;,ty,t*}, C4 > 0
such that —K C5t™! + Km (C1t =% 4 Cot=170-%#) < —C5¢~!. To sum up, for any €, €2 > 0, there

exists t3 > max{t,to,1*} such that if HPr((f) H > €9+ €1 and S(()) =£ (), then
t+m K—1
Yme0: M —1]: 3 3 (@ — e Tl < 05t
u=t v=0
Now, define two sets foreach k € [0: K — 1]

T :={t > t3: HPr,(f)H <€ +er}

T = {t > t3: HPT,(:)H >epter}

We will finish our proof by showing 7}, is finite.

First, every 7y, is neither empty nor finite. If there exists some £’ that 7, is empty or finite, then
Ftmax € Ti- Then

2 2 2 2
(t) (tmax) ||~ _ t) (tmax)
HPrO — ||[Prg = ||y — |7y
t—1 K-1 9
_ r(") _ |l
= k+1 k
U=tmax k=0
t—1 K-1 9 t—1 K-1
_ T (u)
= [Hrkﬂ—rk } +2 E Tk+1 T,
U=tmax k=0 U=tmax k=0

< Cy+2 Z S =) T+ (=) Tl
U=tmax \ k£K’

<Ci+Cs+2 Y (0, e
tmax <u<t—1
S(W g
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S C4+C6 —203 Z u_l.
tmax Su<t—1
S £p

The first inequality is true because of Equation (24), while the other inequalities hold due to
Lemma E.5. As t goes to infinity, the upper bound goes to negative infinity. However, it con-

tradicts the fact that Hr(()t) H is bounded.

Before we move on to the final step, note that limp_, o, Z?:tl k " ’ réﬁl — rk () H = () implies

¢t K—1 )
u)
E: E:HrkJrl_Tk

u=t1 k=0

= Oy — h(t)

where h(t) is a positive function monotonic decreasing to zero.

Now, assume that there exists some &’ that 7 is infinite. WLOG, we set k' = 0. Since 7y is infinite,
for any t € Ty there exists t',t” € Ty such thatt € [t + 1 : "’ — 1] C Ty. We divide it into two
cases: Forallt € [t' +1:¢" —1],

2
1. if [/ +1:#]| < M, then Hprg” <

HPrét,

’ + Meg < (M + 1)eg + €.

2 4f [t +1:t)| > M, lett* = min{u € [t/ +1:¢] : S™ # (}. Then

flKl

a2 112 a2
ol 5 -
u=t* k=0
) t—1 K—1
= Pr(()t) + [HTkH_T'k —1—2(1',(:3_)1 1“,2"))—r (u)]
u=t* k=0
e -1 K—1
=|Pri7N + ht) - )+ 2 Z Z [rkﬂ u)) (u)]
u=t* k=0

Ltlt*J
1
< (M 2 1+ h(t) —-2C —_—
< (Meg + €o + €)% + h(t) — 2C5 go YT
< (MGO + €o +€1)2 +h(t)

Since h(t) is monotonic decreasing function, for any e > 0, there exists ¢4 such that V¢t >ty :
h(t) < €9.

2
Therefore, V¢ > max{ts,t4} : HP'rét) < (Meg + €o + €1)? + 5. Since it holds for any €, €1, €2,

it contradicts with the assumption that 7y is infinite. O

E.3 AsYMPTOTIC LOSS CONVERGENCE RATE AFTER MANY CYCLES

Here we discuss and prove an asymptotic convergence rate of sequential GD, in terms of the joint
training loss, after a large enough number of cycles J. This convergence rate is derived from the
implicit bias result in Theorem 3.2, so it relies on a different set of assumptions from those used in
the proof of Theorem 3.3. Namely, in this section, we rely on the the shape of the loss function £(-)
described in Assumptions 3.3 and 3.4, thereby having O(1/J) rate without any logarithmic factor
in J in it, while the convexity of ¢ is not a necessity. On the other hand, in Theorem 3.3 having
O(In*(.J)/J) convergence rate, the loss function £ is (non-strongly) convex (Assumption 3.5) and
has a shape described in Assumption 3.3, but it does not have to satisfy the tight exponential tail
assumption (Assumption 3.4).
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We start the proof of the asymptotic rate by obtaining an upper bound of ¢(u) based on Assump-
tions 3.3 and 3.4. Recall that, for any v > u,

—'(v) < (1+ exp(—pqv))e”

Taking the integration over v € [u, o) for v > @, we have

1
l <[1
(U)_< +1+N+

ot )

(32)
<Cue, (where C\,, =1+ 1+1H+e—u+ﬁ <2)
since £(u) — 0 as u — oo.
‘We move our attention to Equation (23), appeared in the proof of Theorem 3.2:
w](ct) =In (I]\{/;t)erij]\[gmthrr()
=p (33)

Kt

Recall that Theorem 3.2 proves the equation above for all sufficiently large ¢, as well as the bounded-

ness of ﬁ,(f) as ¢ tends to infinity.

In addition, from Theorem 3.1.2, we can deduce that the inner products a:iTw,(:) > 4 for all sufficiently

large t. Now, let T, € [%, oo) be a time step such that xjw,(f) > u and Equation (33) hold for all
t > T,. By definition of the joint training loss, for all t > T,

£(ud) = St (ol wl)
2 5 Zexp( «; w,(f))

iel
P Zexp ( eXp ( In ( ) - 117)
icl
M
=Cy, Zexp ( (Kt)
el
T
M M\
_CH+ZGXP( (Kt) +Cu+ > exp( x; p,(g)) <Kt>

€S i€I\S

<C., (Zexp( x; p?)

i€S

M - M\’
) e () (2

i€I\S

This is the leading term in ¢.

The last inequality above holds because =/ w = 1 if x; is a support vector (i.e., i € S) but

x] > 0 > 1 otherwise. Since the magnitude of p,(:) is bounded above by a constant independent

to ¢, we can summarize the bound above as £(w (t)) = O(1/t); if we plug in t = M J where J is the
number of cycles, we yield £('wOMJ)) o@a/J).

A noteworthy implication of the asymptotic loss convergence bound above is about the vanishing rate
of cycle-averaged forgetting (Definition 3.8) under the same setting of cyclic task occurrence. That
is, we can obtain an asymptotic vanishing rate of the (absolute value of) cycle-averaged forgetting
in terms of the cycle count J as O(1/.J?) without any logarithmic factor in its leading term. The
proof is effectively identical to that of our Theorem 3.4. In essence, we use the loss convergence
upper bound L(.J) in the middle of the proof: see Equation (45). Thus, letting L(J) = O(1/J) and
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following the same logic as the rest of the proof leads to the desired result: |Feyc(J)| = O(1/J?).
Although this bound seems better than that in Theorem 3.4 in terms of the vanishing speed, it inherits
the same problem that the asymptotic O(1/.J) loss convergence bound has: it holds only when J is
sufficiently large, thereby may fail to capture the dynamics in early (observable) cycles.

E.4 NON-ASYMPTOTIC LOSS CONVERGENCE ANALYSIS (PROOF OF THEOREM 3.3)

In this section, we show non-asymptotic loss convergence, as stated below:
Theorem 3.3. Suppose that Assumptions 3.1, 3.3, and 3.5 hold under the cyclic task ordering
2

setup. Then, if we choose a learning rate satisfying n < 1z 53 fM praw—TLd have for any

me0:M—1]andk€[0: K —1] that

m—1 k (0) - 2
(M J+m) < Zi:o |S1‘+?|Sm| In M H’LUO —’LUIHM.]H &
L(wy, ) < <S|+ 7 ((In MJ) + K] + 7
SSPHUL] =183 + £ (1| = 1Sm])
J

+ (III — S|+ )g(alnMJ),

where 0 > 1 is the second margin defined in Section 3.1, and D is a constant independent to J.

We first present three main lemmas to prove Theorem 3.3. The first one is an extension of Lemma E.2.
When M tasks are given in a cyclic order, the following lemma holds.

LemmaE.7. Letanyt e N, [ € [0: K =1, me[0: M —1landk € [0: K — 1] such thatl > k
ifm = 0butl <kifm = M. Then, for any (t,l, m, k) satisfying these conditions,

m—1
le““”’ —w 4y ((K —k+ )VLO (w) K YT VLt (wl) 4 ivettm (w}j))> H

=1
2 3
n (mK +1- k)KUmaxﬁ (t)
= O nmK +1- B)o2,.87 I L]
(t+m) _ @) < NK o max (t)
o = O nmK +1 - B)oB8y I )]
3
(t+m)y (t) < nKamaxB U]
v~ ve@)| < ST ymK + 1 — Woz Ay IV A

Proof. We omitted the proof since there are only a few changes from the proof of Appendix E.1.2. [

The second and third lemmas represent two similar versions with respect to the common Gradient
Descent setting, and the Continual Learning setting.

Lemma E.8. Let L be a convex function. Suppose that there exists a § > 0 satisfying that, if

ne (O, %), the iterates (wo, . . ., w;) defined with an update rule w; 1 := w; — NV L(w;) satisfy

L(w;i1) < L(wj) =0 (1= n8) [VL(w,)|?
forall j €[0:t—1]. Then, for any z € RY,

t—1 t—1

n
23" 0 (£(wy) ~ £(2) — 3 1z (£(wy) — Llawy) < favo - 2 — g — =]
j=0 §=0 K
Proof. See Appendix E.4.1. O

Lemma E.9. Consider the jointly separable continual linear classification problem with cyclic
task ordering. Assume that ((-) is convex and [3-smooth, there by the total training loss L
is a convex & o2, [-smooth function. Assume that there exists 3 > 0 satisfying that: if
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n < mm{m, 2KB,} the iterates (w(O) .. wg?) 1,11)(()1), ... ,w$£J+M)) defined with
the update rules w(_gl = w nVE(p)( ) and 'w(pﬂ) w( ?) satisfy

£(wl(€Mj+]V[+m)) < E(w](gl\/fj-‘rm)) . T]K (1 . UKBI)

. 2
(w7 ™)

foreachj €[0:J—1, me[0: M —1],andk € [0: K — 1]. Then, for any z € R¢,

J—1
2 Z nkK (ﬁ(w,iMj+M+m')) - £(z))
=0

277MK0H1‘],X Mj+m) (Mj+M+m
_¢( nMKU QZ UKﬁ’( (wl(c ! )_E(wk ! ))>

2 2
<o =l < o

Proof. See Appendix E.4.2. O

Note that Lemma E.9 holds only when jointly separable tasks are given cyclic, while Lemma E.8
always holds.

We follow the process of Appendix E.1 to show that it satisfies the condition in Lemma E.9. Since £
is a 02, 3-smooth function, Forall j € [0: J —1],m € [0: M — 1],k € [0 : K — 1], we get

max
j ; 2 4 , 2

LwMITMAMY g (Mitm)y Tinax Hw]il\/lj-&-]w-&-m) B wl(CMJer)H

< VL(wliMj+m))T<wl(€Mj+M+m) . w](cher))

= VLM T (oMM M v £ (w4 KV L(wlMTT™))

. 2 . . ) . .
< K HVﬁ(wl(cMHm)H n Hvﬁ(wl(CMﬁm))H lengJrMer) _ wl(CM]+m) 4 77Kvﬁ(wl(CMngm))H '

By Lemma E.7,
2
(Mj+M+m) . (Mj+m) . Umaxﬁ . (namaxK) ” (M]+m) H
cloe e ¢2(1 - nMKamax Vet
S 2 2MK2 3 m

¢(1 - nMKUmax

2
, 1
Given that 5 < 4K5(,3m(M¢+amx) IMKoZ, B’

‘C(wl(ch+M+m)) B E(wlgMj+m))

Mo-s)naxﬁ U;lnaxﬁ (Mj+m) 2
“E{L =k <¢(1 —MKoZ,B) | 26%(1 - nMKoZ, ) 2>} 72|

K (1_nK2(M¢+2§ax) Timax3 >Hw(“"(ch+m)H

et

IN

IN

= —nK (1-nKp') : (34

2 M max 3
where we set 3 := (‘b”—?)"naxﬁ

@
Since Equation (34) holds forall j € [0: J—1],m € [0: M —1],k € [0: K —1]andn < 1/2K '
is given, by Lemma E.9, we get

9 Z nK ( M]+M+m)) _ L‘(z))
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J—1
QUMKJIH'IX/B Z nk (E(w(Mjer)) _L(wéMj+M+m)))

(L - nMKo2,B)? = 1 —nKp’ k
2
S R I e 39
: 1 1 (Mj4+m)y - .
Given that np < SRT < TARpo? and L(w,, ) is decreasing,
2nM Koy, 3 nk (Mj+m) (Mj+M-+m)
max . E _ £
(rb (1 - nMKJnlaxﬂ)2 1- 77K5' ( (wk ) (wk ))
802, Mj+m Mj+M+m
< i (L) - L)) e
Also,
8072 ax (MJ+m MJ+m 8072 ax
al nK LwM™Y 4o K LM - = nKL(w'™)
80 max (M J+m) - (Mj+m)y _ 80max
< e nK L(w), )+ 2K Y L(w, ) — pe nKL(w'™)
j=1
J-1 _ _
=2mK Y LM - Tinax KZ (c (M) —ﬁ(w,gM”M*m))). 37)
§=0
Combining Equations (35), (36), and (37), we obtain
MK (c<w,iM” )= £02) + gk (L)~ Lw™))

<9 ZUK ( MJ+M+m)) —L(z >) mdx KZ ( (Mj+m _ E(wl(CMjJrMer)))
2
< H'w](;”) - zH - Hw,(CMJ’Lm) - zH . (38)
Now we examine the loss change in a cycle. Forany j € [0: M —1],1 € [0: K — 1],
. 2 o2
% max/?
£;(w)) < £;(w) —n(1 = 2225y |92 ()|

Since n < W Ej('wl(j)) decreases. Therefore foranyp € [0: M —1],q € [0: K — 1],

max

2mq(Ly(wl)y) — L i:( wi”) - £,(2))
5y (Lo(w) = £,(2)) +2 S (L) = £, (w™))
=0 =0
<25 () - £,31) - 3 1 (ot - £,0f2)
=0 =0
< o <[ Hwép)*zﬁ

where in the third line, we use i ﬁ < 2, and in the last line, we use Lemma E.8.
By summing up, we obtain

2

:;1 20K (Ly(wll)) = £,(2)) + 20k (L (w™) = Lun(2)) < 0 = 2||” -

2
"
(39)
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Atlast, £(w\™) is bounded by £(w") as follows:

2 2
L(wl(cm)) B E(w(()o)) < Vﬁ(’w(()o))T (w(m) B ,w(O)) + Jmaxﬁ le(cnl) - w(()O)H
< (Jsaet ]+ i o) i

UKUI?ilaxﬁ NK omax ’ (0) H2
< (1
- ( - ¢(1 - nMKo-ma.xﬁ)> (b(l - nMKamax ‘Vﬁ(wo )

= Dy Hmwg@)’

; (40)

where we use the smoothness in the first inequality, we use Cauchy-Schwarz in the second inequal-

m 0 Umax 0

ity, and in the last line, we use the fact

$(1-nMKo},.,.B8) ) d(1—nMKo3,,,B)"

Combining Equations (38), (39), and (40), we obtain

3
Lemma E.7. We set D := (1 4 Ko ) Ko max

(M.J-4m)) q
L(w), Z L, J Kﬁ m(2)
(0)) 2 © _ |
4052 L(wg —|—D0HVE )H Hwo —zH
+ max +
@2 J K J
Now let us choose z := wlnMJ. Using the fact L;(wlnMJ) < |[S;[¢(InMJ) +
(I1;] — |S;]) €(6 In M J) (since £ is monotonically decreasing), we can finish the proof with
402, (0) nKod .0 MK Tmax ON[E
Dy = “Tmax (o 1 max H clw)|").
o= e (el + (14 5 R ) s V4

E.4.1 PROOF OF LEMMA E.8

Here is the restatement of the lemma.
Lemma E.8. Let L be a convex function. Suppose that there exists a § > 0 satisfying that, if

n € (07 %) the iterates (wo, . . ., w;) defined with an update rule wj 1 = w; — nVL(w;) satisfy
L(wjpr) < Lw;) —n(1—nB) [VLw,)|*
forall j € [0:t— 1]. Then, for any z € RY,

t—1 t—1
230 (L(wy) = £2) = 3 g5 (L(wy) = Llaws)) < flwo = 2] = Jfwr — 2]
3=0 7=0

This is a well-known property of gradient descent iterates applied to a smooth convex objective
function. However, we contain the proof for completeness.

Forany j > 0 and z € RY,
lwjsr — 2 = [lw; — 2|* + 20(VL(w;), 2 — w;) +n” | VL(w;)||*
< Jlwy|* + 20(L(2) — L(w;)) + 17 ||V/3(w])||
< Jlwj||* + 2n(£(2) — L(w;)) + 775 (L(w;) — L(wj11)),

where the first line comes from convexity and the second line comes from the condition of our lemma.
Summing up the inequality over all j € [0 : ¢ — 1], we eventually get the desired result:

22_:77 (L(w;) — L(2)) - X_: 1 _77775 (L(w;) = L(w;11)) < [lwo — 2[|* = [[w; — z[|*.
j=0 §j=0
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E.4.2 PROOF OF LEMMA E.9

Here is the restatement of the lemma.

Lemma E.9. Consider the jointly separable continual linear classification problem with cyclic
task ordering. Assume that {(-) is convex and [3-smooth, there by the total training loss L

is a convex & o2, B-smooth function. Assume that there exists B > 0 satisfying that: if

n < mln{m, 2Kﬁ,} the iterates (wéo) 'wgg) 1,w81), e ,w%\/ﬁ-’_M)) defined with

max

the update rules wl(lﬁ_)l = 'wq - nVﬁ(p)( wy ) and wépﬂ) = w%) satisfy

LMY < LMY - K (1 - nKB')

Mji+m 2
)
foreachj €[0:J -1, me[0: M —1],and k € [0: K — 1]. Then, for any z € R,

J—1
23 Kk (c(w,gM”M*m) ) — c(z))
=0

QnMKUmax M Mj+M+n
¢ iR E Z : _nKB/ ( (w! ( J+m)) E(w,i J+M+ n)))

2 2
< [k =] - Hwé””’”’ -

Without loss of generality, let us assume m = 0,k = 0.

For any j and z € R?,

' 9 . M-1K-1 _
Hw((JMJ-‘rJM) _ s ‘ Hw(()Mj) - vﬁp(wéM]+p)) — 2
p=0 ¢=0
‘ 9 M-1K-1 ‘ ‘ M—-1K-1 '
= [ = 2| + 2 (VL (M) 2 — ™) 402 | 3737 VL, (w0
p=0 q=0 p=0 ¢q=0
4 9 M-1K-1 _ }
= Hw(()M]) - z‘ +2n <Vﬁp(w((1Mj+p)),z - w,(IM]+p)>
p=0 q=0
M-1K—1 M-1K—1 2
23y <V£ w(MIHP)) p(Mite) _ > 2137 37 VL, (wiMim)|| L @)
p=0 ¢=0 p=0 ¢=0
By convexity,
M—-1K-1 _ M-1K-1
S 3 (VL ) 2w < MEL(z) - 3 Y L w0, @)
p=0 ¢=0 p=0 ¢=0
Combined with Equations (41) and (42), we get
_ 5 ' M-1K-1
Hw(()MJJrM) — zH — Hw(()M]) — zH <2KL(z)—2n Z Z L,( (Mﬁ'p)
p=0 ¢q=0
M—-1K—1 . . M-1K—1 4 2
+2n w((]kf]+p))7w((11\13+p) (MJ) Z Z VL, ((IMJ+p)) (43)
p=0 q=0 p=0 ¢=0

o2, ... B-smoothness,

M—-1

N

(M‘+) _ Mj+
w! itP)) 2 w((l J p)>

I
o

p=0 ¢
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M-1K-1

> KL(z) = Y > Ly(w(MHP))

HQN

SR

then we get

M]er) H

Apply smoothness on Equation (41), and let z := 'wéMJ +M)

. 2 .
0= [l — w04 2k £ ()

M-1K-1 M-1K-1

“2p 3 Y L) s Y3 [l _ngj+p>H2
p=0 ¢=0

9= p=0 ¢=0
M-1K—-1 M-1K-1 2

Z Z v[’p(w((zMj-HD))

p=0 ¢=0

<v£ (WMD) qp(Mi+P) _w(()Mj>> +op?

p=0 ¢=0
(44)

Combined with Equations (43) and (44),

, 2 , 2 ,
HwéMﬁM} - zH - Hw(()Mj) - zH < MK L(z) — 2K L(wMTTM))

) ) 2 M-1K-1 ] ) 2
o O il IR NED D D W T
p: =

. . , 2
<2nKL(z)— 277K£(wéMJ+M)) — Hw(()MJ) — w(()MHM)H

) . 2 M-1K-1 . . 2
B L R DD B L

M-1K-1
< K E(z) — 2K L) 4 2002, 8 3 3 [l — a0
p=0 ¢=0

where in the last line we use 7 < 5- Finally, by Lemma E.7,

Ko -

m

. 2 . 2
R I

< 2K (£(2) - Llwf" D)) + e iﬂgﬁzfx Hw Wﬂ)H

(Mj+M) QUMKO—maxﬂ 77K (Mj)y _ (Mj+M)
< 2K (£(2) - Llwf"TH0)) - P R R Tk (L) = £wfMH))

By adding all j € {0,---,J — 1}, we can finish the proof.

E.5 FORGETTING ANALYSIS (PROOF OF THEOREM 3.4)

We prove Theorem 3.4 here, which is restated below for readability.

Theorem 3.4. Suppose Assumption 3.1 and let {(u) = In(1 4+ e™*) be the loglsttc loss, which
satisfies Assumptions 3.3, 3.4, and 3.5. If the learning rate satisfies n < 4Kﬁamax(M¢+omax)’ then
the cycle-averaged forgetting Foyc(J) for cycle J satisfies the following upper and lower bounds:

—77K-{L(J)}2 . Z”LA;Q < Foye(J) < nK.{L(J)}Q . M

M M ’
_ In2 J = T A= T,
where L(J) = O ( ) and Af = Y xlwp Aj o= Y |zl
(i,5)€l,x1q (i,)elpx1q
m:m]‘>0 a:;rwj<0

By Theorem 3.3, the joint training loss at cycle J is bounded as

LMy < L) (45)
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where
1 11| — |9 1 w® — 4 In M.J|2 In2.J
L == T 1 Dy =
() = <<S|+ LT +377 )+ K +D1)=0(=~),
402 2
Dy = = (ﬁ(wé‘”) + Dy Hmwgm)H ) :

Therefore, the following holds:
VseLVme[0: M—1],Vke[0: K —1]: a w™ ™™ > 1 (L)),
Now, we analyze the change of each task in one cycle. For the upper bound,
Em(w(()MJ+M)) N Em(w%MJ—i-'m))
M-1 K-1

> > VL (wdM T TYL, (wM ) (46)

p=m+1 ¢q=0
M-1 K-1

G ST T eerde s
1 ¢=0

p=m+1 q=0 (¢,5)€l, xIp
a:;ra:j<0
M-1 K-1 )
< et Y ala @)
p=m+1 q=0 (4,5)ELm X I
a:;ra:j<0
< —nK{L(J)}? Z > zlay, (48)
p=m+1 (i,5)€l, X1,
m;rmj<0

where in (46) we use convexity, in (47) we use the condition that ¢’ is a negative function monoton-
ically increasing to zero. Equation (48) holds by the fact Vz : ¢'(x) = £, (x) > — exp(—z) and
Va : 7Y (x) = g~ (x) > —log(z). Likewise, we can get a lower bound as follows:

1

M K-1
—n Z ZVﬁm(wlgMJ+m))Tvcp(wl(IMJ—&-p))

>
p=m+1 q=0
M-1 K-1
>en Y > > @ wT) @] w2
p=m+1 q=0 (i,5)€l,, X1,
z @;>0
M-1 K-1 )
>—n > Y [Eet@o” > @l
p=m-+1 ¢q=0 (4,)ELm x I,
x ;>0
M-1
> k(LD Y. Y 2w
p=m+1 (i,j)€L, X1,
a:;ra:j>0
Define
A;q = Z a:;ra:j >0 and A, = Z ’m;ra:]| > 0.
(1,5)€lpxIq (i,5)EIpxIq
z/ ;>0 z] ;<0
Since
M—1 M-1
> 2 X =D A
m=0 p=m+1 (i,j)GImXI p#q
:c;r:cj>0
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M—-1 M-1
=2 > wlm=) A,
m=0 p=m+1 (4,j) €Ly x I, p#q
z] x;<0
we can conclude
Z A+ 1 M—-1 Z Ai

—nK{L(J 2, p#q *"P:q < (M J+m) M M) < nK{L 2, p#4q pvq.
WKLY SPUEEL < g 57 PSS + M) S g (L)Y - S
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F PROOFS FOR SECTION 4: RANDOM TASK ORDERING, JOINTLY SEPARABLE

F.1 ASYMPTOTIC LOSS CONVERGENCE ANALYSIS (PROOF OF THEOREM 4.1)

Let us restate the theorem here for the sake of readability.

Theorem 4.1. Let {w}(:)}ke[O:Kfl],tZO be the sequence of GD iterates (2) from any starting point

wéo), where tasks are given randomly. Under Assumptions 3.1 and 3.3, if the learning rate satisfies

n < B 4 , then the following statements hold with probability 1:

1. Loss converges to zero: tlim £(wl(€t)) =0,Vke[0: K —1].

—00
2. All data points are eventually classified correctly: lim yiw—»'—wl(:) =0,Vke[0: K—-1),ie I
3. Square sum of the change of weight is finite: >_,° Z H k+1 — wk ||2 < o0,

Since £ is a 02, 3-smooth function, we get

E|[£(wi))] - B [£(w)”)

L O—?naxﬂ 2
<& [vequ) wlt, - of)] + s [l - o]

[ T JIeraX
=E _IE) {V[ﬁ(w,(f ) (w,(f_?_l w,it)) | w,(f)_] + —5 E {le(fll — w,(:) }
i ) 9 2
=E|E [Vﬁ(w,(:)) (w,i?_l 'w,(f)) \ w,(f) } + Lm;"ﬁan Zzgt)él(a:;rw,(f))ms
) . sel
- 27 9 2
= 7%]E Vﬁ(w,(f)) + Ln;"ﬂnZ]E Zz 0 (x, w,(:) x5
L . sel
Nl 2] | OmasB
< —E||Ve@?)|| + 2metn’E E:P@K@ wﬁﬂ]
- sel
n [ (t) 2] maxﬂ 2 / (t)\2
= —LE || VL(w(?) ZIE[ } {e (z] w! )}
L . sel
Nl (t) 2] maxﬁ 2 / (t)
:_M]E VL(w,”) E ZE z] w2,
L . sel

where zgt) is a variable which is 1 when x; is in the task on stage ¢, or 0 otherwise. The second

inequality comes from the fact VA, € R : HZSeI /\Salr:sH2 < Omaxy/D_ser A2

By applying Lemma E.1, which only depends on the total dataset (but not on the task ordering), we

obtain
(1 - ngfgg)’éﬂ) E Mvﬁ(w;(f))m

2
(1-n8")E [HW )M (49)

E [c(ngl)} ~E [L(w,(f))} < - %

- _"q
M
where 8" = U‘;%ﬁ Given that n < %,

L) —limeo B L) vzl
) = (= nd")

< oQ.

(]
&=
a
5
wg:;
=
IN
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2
Thus, by Fubini-Tonelli’s theorem, we have E {Z:io St HVC(w,(f)) H < oo. Since a non-
negative random variable with a finite mean is finite almost surely (because of Markov inequality),

2
we have that 57° STR ! HVL’(w,(:)) H is bounded with probability 1. The boundedness of infinite

2
sum of nonzero elements implies Vk € [0 : K — 1] : lim;_,¢ HVﬁ(w,(:))H = 0. Combined with

Lemma E.1, we obtain lim;_,g é’(x;w,(:)) =0,Vie I, ke|0: K—1]. Since ¢'(u) — 0 only when
u — oo, 1] w) — oo,Vie Lk €[0: K—1]. And limy 0o L(w(”) = 0,Vk € [0 : K —1].

Finally, followed by

o] 2[5 [tareit] 2o | 5 [etaru]

i€I(t)

PN vl = Ly ), wl?
Omax Omax

i€l (t)

>

2

We obtain that 5275 450" [|wf); — w}”||” < oo with probability 1.

F.2 DIRECTIONAL CONVERGENCE ANALYSIS (PROOF OF THEOREM 4.2)

In this section, we prove Theorem 4.2 and further discuss the convergence of p,(:) beyond bounded-
ness.
Theorem 4.2. Let {w,(:)} ke[0:K —1],6>0 be the sequence of GD iterates (2) from any starting point

w(()o), where tasks are given randomly. Suppose that Assumptions 3.1, 3.2, 3.3, and 3.4 hold. Then,

under the same learning rate condition as in Theorem 4.1, 'w,(:) will behave as:

w,(f) =In (t)w + p,(f),

)H stays bounded as t grows.

where Hp,(f

We only need to prove that the two following lemmas still hold in random order.

Lemma F.1. When tasks are given randomly, there exists W, my j, € R? the following almost surely
holds forallt e N, k € [0: K — 1]:

1 k t,. K.
Kzf Z Qs®s + Z QT = —log(—)w—&—ﬂw—i—mm, (50)

my g = Mi41,0,
such that |my k|| = o(t=%5%€), and ||my g1 — My k|| = O™ 1) forallk € [0: K — 1],¢e > 0,
and w only depends on the order of tasks and constant with respect to t.

Proof. See Appendix F.2.1. [

Using Lemma F.1, we set m, ;, and w and define p,(f) and 7',(:) as we did in cyclic order. That is,

wi) = (t)w + pf’
_ . KN\ o (t)
=In(t)w +In i W+ W+ —my + 17,
and

p%) _ p(()t+1)7 Tl(r? _ r(()tﬂ),
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where w is the solution of

Vie S :nexp(—x, w) =, P(w— 'w(()o)) 0.

which is unique under Assumption 3.2. Then by the definition,
M (K K . -
r,(f) = w,(:) o (Mlog (Mt> w + mt,k) —w

M N .
:w,(:)—f Z Z ozs:cs+ Z asxs | —log Kw — w + w.
u= 1 seSw) seSU)

Then we can get the second primary lemma of r,(:).

Lemma F.2. Under Assumption 3.1, 3.2, 3.3, and 3.4, if learning rate is n < ﬁ 4 , then
1. 3t,C1,Cy > 0 such that V't > t,
(r,i:)_l — r,(:))—rr,(:) <Ot %+ Cot 1705 v ¢ 0: K —1].

2. Moreover, for all e, > 0, 3t*, Cy > 0 such that ifHPr,(f) H > ¢; and S £,

(), =) Tl < —Cat Y vt > T ke 0: K — 1).
Proof. Only the learning rate is different from the cyclic case. Therefore see Appendix E.2.2. [

The remaining step is the same as the proof of Theorem 3.2. To sum up, we can set a,(c) as
Hrk+1 - rk)H = Hw]i:)_l 'w,(f - ak)H Then by Lemma F.1, 3¢; such that V¢ > ¢;,Vk € [0
1l < e

Forall T > t;.

Z Z H"kﬂ - Tk)H Z Z leﬁl - '“’kt) - a’l(ct)H

t=t; k=0 =t; k=0
T K-1 T K-1 )
=Y el w3 Y 2w T“+ZZH 3
t=t; k=0 t=t; k=0 t=t1 k=0
T K-1 ) T K-1 T K-1 T K-1 )
<3 X [ w2 T3 ol w0 X a3 X el
t=t1 k=0 t=t1 k=0 t=t1 k=0 t=t, k=0
T K—1 ) T K—_1 T K—1 T K—1
SZ w,i?l—w,gt) +2 ZZHw(t —wkHH ZZt 2+ZZL‘_2
t=t; k=0 t=t; k=0 t=t; k=0 t=t1 k=0
< 0. (629

We use Cauchy-Schwarz inequality for the first inequality and the fact that Zthtl t=2 < oo and

ZtT:tl ,15;01 Hw,(:) - wéﬁil" < oo by Theorem 4.1.

Combined with Lemma F.2 and the fact that Ve > 1 : Z;’i 1 t7¢ < oo, we almost surely get

2 2 — —
t t u
- = £ 5 (el - )
u=t1 k=0
t—1 K—1 9
S <r,<ggl DS ORI ><oo.
u=t; k=0
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F.2.1 PROOF OF LEMMA F.1

Here we restate the lemma for the sake of readability.

Lemma F.1. When tasks are given randomly, there exists W, my j, € R the following almost surely
holds forallt e N, k € [0: K — 1]:

t., . K
KZ Z QT + Z ATy = log(M)w + @+ Mk, (50)
u= 1 seS(w) SES(t>

My = Mi41,0,
such that |my k|| = o(t=%5%€), and ||my g1 — mu k|| = O™ 1) forallk € [0: K — 1],¢€ > 0,
and w only depends on the order of tasks and constant with respect to t.

We define an (i.i.d.) random variable(s) zgt) = 1{x; € IV}. Note that E[zgt)] = ﬁ and

Var(z (t)) = M1 due to uniform sampling of the task index in [0 : M — 1]. Then, we can write a
sum on the right-hand side of Equation (50) as follows:

Ktii > = Z(Z u)>asxs

u=1 seS(u) seS \u=1
i—1 (u) =1 (u) (u)
E[Zs ] Zs *E[ZS ]
=K Zs s ]
(R s,
seS \u=1 u=1
t—1 t—1  (u) (u)
1 1 zs | —Elzs ]
= K —_— — . — .
Z <M U + u ) GsTs
sesS u=1 u=1
Since
=1
ZE =logt+ v +qlt)
u=1

where  is the Euler-Mascheroni constant and ¢(t) = O(t~!), we have

t—1
Ky (;4211) ocz = 2 (gt +9+ q(t)

seS u=1

Now we are going to deal with the sum

in two aspects: (1) it converges with probability 1 as ¢ — oo and (2) the almost-sure vanishing rate of
the “residual” (a sum from u = ¢ to o) is o(t~%->*¢) for any € > 0. Let us look at its almost-sure
convergence. To this end, we utilize the following useful proposition.

Proposition F.3 (Theorem 5.2.6 of Durrett (2019)). Suppose X1, Xo, ... are zero-mean independent
random variables. If Y >~ Var(X,) < oo, then .. | X,, converges almost surely (i.e., with
probability 1).

(W) _g[y(w)] , . .
Observe that X, := 22" Bz} i5 4 zero-mean random variables. Not only are they independent for

all u, but also the sum of their variances is convergent:

- M-11
ZVar(Xu): WZE < 00.

u=1
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Thus, by Proposition F.3, the sum >~ | X,, converges with probability 1. Next, we want to show
the vanishing rate

00
ZXU — O(t—0.5+s)
u=t

with probability 1, where we choose any € > 0. Observe that it is equivalent to show, for any § > 0,

P <t0.5—e . io:Xu

u=t
Here we bring a renowned Borel-Cantelli Lemma.

> ¢ for infinitely many t) =0.

Proposition F.4 (Borel-Cantelli lemma; Theorem 2.3.1 of Durrett (2019)). Consider a sequence of
events Ay, Ao, If Y00 | P(A,) < oo, then

P(limsup A,,) := P(A,, happens for infinitely many n) = 0.

n—roo

By Proposition F.4, it suffices to show

V6 >0, i]}» <t0~5—6 : ixu > 5) < 0.
t=1 u=t

Let us recall Hoeffding inequality here:

Proposition F.5 (Hoeffding inequality). Consider a collection of independent random variables
X1, , Xy, satisfying a; < X; < b; foreachi=1,--- ,n(a; <b;). Then,

P( “)SQ“P(M)'

n

S

i=1

Since the sum ) .~ . X,, converges almost surely, it is a well-defined random variable with probability
1, and
o) T
P < qu >4 t‘°'5+5> =P ( qu > § - t~957¢ for all but finitely many T)
u=t u=t

T
. . . . 4—0.5+€
_'P<11Tni,loréf{ZX“ >0t })
u=t
T
< liTrg ioréfIP’ ( ZXU >4 t““) (52)
u=t
262t71+25
< limi _s07t T
< llTrglongeXp < Z:t 1712 ) (53)
94524~ 1+2¢
u=t u2
< 2exp (—02%) . (55)

We use the fact “P(lim inf,, A4,,) < liminf,, P(A,,)” in Equation (52); we apply Hoeffding inequality
(Proposition F.5) and the fact — - < X, < =l in Equation (53); and we utilize the fact
o . 25 < 2 in Equation (55). Since exp(—§%t>) = o(¢t~?) for any € > 0 and large enough ¢, the
sum Y, exp(—82t%¢) converges. Therefore, we have desired almost-sure convergence guarantees.

From now on, let us proceed with the proof. Using the almost-sure convergence results, let

w = (log M +~v)w + MZ (i Xu) s,

s€S \u=1
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My ) 1= %q(t)zb + KZ (Z Xu> AT + % Z AT
u=t

sES seS(t)

Then with probability 1, the statement of the lemma holds: Equation (50) holds, where w is a constant
vector in terms of ¢, ||my || < o(t7°-5F¢) for any € > 0, and

s g1 — =0o@t™), (k=0,.,K—2)

[mis10 —me 1] =O@E).

This concludes the proof of the lemma.

F.2.2 CONVERGENCE OF p,(:)

,(f), as done in Appendix E.2.3. However, when

®) to

We can also prove a characterization of the limit of p

tasks are given randomly, we need an additional assumption to guarantee the convergence of p,
the particular point.

Assumption F.1. Every task has at least one support vector. That is, Vm € [0 : M — 1] : S, # 0.

Proposition F.6. Under the same setting of Theorem 4.2 with additional Assumptions E.1 and F.1,

the “residual” converges to lim;_, o, pff) =w,Vk € [0: K — 1]. Here, W is the vector defined in

Proposition E.6.

Proof. First, Pr,(f) = Pwéo) — P = 0 holds as in cyclic case. See Appendix E.2.3.

(®)

Second, we get to show Prk (t)

— 0. By Equation (51), limp_, Zthtl £(=701 Hrk—&-l -, (£) H

Cy. That means Vk € [0: K — 1] : limp o0 Hrg_)l r}iT) H = 0. Therefore, for any €q, there exists

to > 0 such that HT’““ —r

< % forallt > ty,k € [0: K —1]. As aresult,
k k
[Pri?][+ ooz [Pri?] = [|Prif]| - o

For t > max{ty, s, t*}, if HPr((f)H > €1 + € and S #£ (), then V& € 0: K—1]: HPr,(:) > €.

By Lemma F.2 (2),

t
Z r{ )T < —KCst™' + K (C1t ™% + Cot 717050 |
t—1

u= 71()

Since ¢! decrease to zero slower than ¢t =% and t=170-5%  there exists t3 > max{t;,ts,t*}, Cy > 0
such that —KCst™! + K (C1t7% + Cot=17058) < —Cst~1. Also S®) # { is given by As-
sumption F.I. To sum up, for any €y, ez > 0, there exists t3 > max{t;,to,1*} such that if
HPr(()t)H > €o + €1, then

K—

,_.

(U) T (U) < —C5t 1,

M)~

u=t—1 v:O

Now, define two sets for each k € [0 : K — 1]
T = {t >t : HPr,(f)H <€ +er}

T = {t > t3: HPr,(f)H >ep+er}
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We will finish our proof by showing that 7y, is finite. Here, we use the fact that every 77<; is infinite.

The proof is the same as in the cyclic case. Since limy_, ZtT:tl k 0 ‘ Tli:)q - (t) H = Cy, we
get

= 04 - h(t)v

Z Z Hrk+1 - Tl(cu)

u=t1 k=0

where h(t) is a positive function monotonic decreasing to zero.

Now, assume that there exists some k' that Ty, is infinite. WLOG, we set k' = 0. Since 7Ty is infinite,
for any t € 7Ty there exists ', ¢ € To such thatt € [t + 1, — 1] C To. We divide it into two cases:
Forallt € [t/ +1,t" — 1],

: , | )]?
1. ift =¢ + 1, then HPrO < HP’I’O ‘ + €9 < 2€g + €.
2. ift >t +1, then
) . t 1 K-1
o e+ 5 e -
u=t’ k=0
t—1 K—1
t’ u u u
— |+ {Hrmrk 2y = o))
u=t' k=0
o t—1 K—1
= Prét) + h(t) +QZ [Tk+1—7“k )i lgu)}
u=t’ k=0
=1y
< 24 h(t) —2C 2C —
< (o +e€1)° +h(t) 5t’+1 3u:tzl:+2u

S (60 + 61)2 + h(t)

Since h(t) is monotonic decreasing function, for any €5 > 0, there exists ¢4 such that V¢ > ¢ :
h(t) < €9.

(€0 + €1)? + €. Since it holds for any ¢, €1, €2, it

2
Therefore, V¢t > max{ts, t4} : Hpr[()t) <

contradicts with the assumption that 7 is infinite. O

59



Published as a conference paper at ICLR 2025

G PROOFS FOR SECTION 5: CycCLIC TASK ORDERING, JOINTLY
NON-SEPARABLE

Review on Bregman Divergence. Before we start the proofs, we briefly overview some basic
properties of Bregman divergence.

Given a differentiable convex function f : S — R defined on a closed convex set S C R?, the
Bregman divergence between two points (x,y) € S x int S with respect to f is defined as

Dy(w,y) := f(x) — f(y) = (Vf(y),z —y).
Note that D¢(x,y) > 0 for any «,y € S because of the definition of convexity; when f is strictly

convex, Df(z,y) = 0if and only if & = y. Also, if f is B-smooth, Df(z,y) < 5 ||z — yl|* holds.
We often use the following useful identity that links three different points ,y € S and z € int S:

(VI(z),® —y) = [f(z) - f(y)] - [Ds(, 2) — Ds(y,2)]. (56)

Here is another useful fact: for a convex 3-smooth function f on R¢, the Bregman divergence is
bound below by the squared distance between gradients.

Proposition G.1. Let f : R? — R be a convex, 3-smooth function. For any x,y € R?,
IVf(x) = V(Y < 28Ds(,y).

Proof. Observe that D (-, y) is also a $-smooth function for any y. Let z = « — %Vme (x,y) =
T — %[Vf(a:) — V(y)] € R% Then by 3-smoothness and the non-negativity of D (-, y), we have

0<Dy(2y)

< Ds(@.y) + (VaDs(a,y).z )+ 5 12— |

= Ds(ay) - 5 (VH(@) - V(u). V(@) - V@) + 35 [Vf @) - V)|

= Die.) ~ 33 IV @) = Vi (W)
This proves the proposition. O
Useful Inequalities. There are two other crucial inequalities for the proofs in this appendix. One is

a variant of Jensen’s inequality applied to a squared norm.
Proposition G.2. For any positive numbers 1, - -, \,, > 0, any vectors uy,--- ,u, € R% and an

integer m € [0 : n],
2
n n 1
i=1 i=1""

Proof. Let A, = > A;. Then by convexity of the squared norm,

2
- /\2 Am
2

m
D ui
i=1

=1 =1 m
< LR
_;Mij
=Ap Z W s |
i=1""
< A3 L
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Another is about solving a recurrent inequality.

Proposition G.3. Consider0 < pn <3,V >0T>1,0<c=0(1),0<m=0(1), and Ay > 0.
Suppose the following inequality holds for any positive o < % andt € [0:T —1]:

1
Apyq < A mly,
t+1 < 1+ an tta
If we take
1 A m—+1
a = min E, iln T™ - max 1,L ,

5 uT v

we have

. C'LL 1
Proof. Since ap < T S cowe have TFan < 1-—

< % By unrolling the recurrent inequality, we
have

T T—1 t
ap m+1 ap
Ar < (1- A Y 1-—
T—< c+1) . ;( c+1)
2m
< exp <OWT> Ao+ a V.
c+1 N

With the choice of «, the first exponential term is bounded as

ap cl \%4
———T | Ay < ———T | Ay, ————
exp( c+1 ) o_max{exp( (C+1)ﬂ ) 05 ,u””le}
cl 1%
< T\ A+ —————.
eXp( GRS ) O

Also, the second term is bounded as
2a™ 2 1™ Agu™tH!
o™V < (e+ ) Vlnm T™ - max 1,L .
I Mm—i—le 174

Combining these two and ignoring some constant factors and polylogarithmic terms, we have the
desired bound. O

G.1 LocAL STRONG CONVEXITY ANALYSIS (PROOF OF LEMMA 5.1)

Recall that we consider cyclic continual learning on M jointly strictly non-separable classification
tasks. Let us restate the lemma here for the sake of readability.
Lemma 5.1. Consider learning M linear classification tasks cyclically. Suppose that Assumptions 5.1

and 5.2 hold. Let B := ZAmi:_Ol Bm and V, := Z%:_Ol % IV Lo (w,)|]?. Take a step size n <

m. Then, there exists a compact set VW C R? containing w, and every wéjM) (7=0,1,2,...),

whose radius is independent of J (the number of cycles) but depends on other parameters like b, G,
B, and V.. Also, the offline training loss L is p-strongly convex on W, where

pi= (minieio.n 1) wew € (] w)) - Amin (XX T) > 0. (©6)

To prove the boundedness of end-of-cycle iterates and the local strong convexity, we first establish a
per-cycle recurrent inequality in terms of squared distance to an arbitrary comparator u € R? and the
risk values. We put ©u = w, later.

Lemma G.4 (Backward recurrent inequality). Consider learning M linear classification tasks

cyclically. Suppose that Assumption 5.2 holds. Let B = foz_ol Bm- If we take any step size

. . 1 . . .
satisfying n < SVAKE’ the iterates of sequential GD satisfies

. 2
w02 — o
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< [w§™ - uH2 — 2K [£ (wi™) - £(w)] +2v2°K2B <Mi 1 ||V£m(u)||2) ,

m=0
for any vector u € R and for all j = 0,1, - - -.

Proof. We defer the proof to Appendix G.1.1. We remark that this lemma holds even without
assuming the non-separability. O

Observe that the following holds as a special case:

. 2 . 2 .
H'UJ(()(]+1)M) _ w*H S Hw(()]M) — w, _ 2,'7K |:L (wéjM)> _ E(w*):| + 2\/5772[(23‘/*’

(57)

where V, = Z%:_Ol ﬁil 1V Lo (w,)]]%.

The next step is to construct a compact ball WV centered at w,, containing every end-of-cycle iterate
of sequential GD. The crucial step is to apply the non-separability coefficient b > 0 (Assumption 5.1).

Lemma G.5 (Boundedness of the end-of-cycle iterates). Consider learning M linear classification

tasks cyclically. Suppose that Assumptions 5.1 and 5.2 holds. Let B = Z%:_ol Bm and V, =

Z%:_()l ﬁi IV Lo (w,)||2. If we take any step size satisfying 1 < m, the end-of-cycle iterates
of sequential GD are contained in a compact set which is fixed in terms of the number of the cycle:

forallj =0,1,---,

. 1 2
wi™ e W = {w eRe: |lw — w,|?< {Gb (ﬂ(w*) + \/inKBV*) +||'w*] n 2\@7%2314}

1 1% 2y,
C d. —w,|]P< | = )+ —= . * )
_{wER [|lw w||_[Gb<£(w)+2>+||w||}+2\/§ }

Proof. The proof is done by induction based on Equation (57). We defer the proof to Appendix G.1.2.
O

The last part of the proof is to compute the strong convexity coefficient of £ on W. Since L is
twice differentiable, it can be directly done by computing a lower bound of the minimum Hessian
eigenvalue on W: for any w € W,

N—-1
V2L (w) = (x] w)z x| = in (] XX = ul
(w) Z (x; w)ziz; = el (z; w) =
=0 weWw

This concludes the proof of Lemma 5.1.

G.1.1 PROOF OF LEMMA G.4

For the sake of readability, we restate the lemma.

Lemma G.4 (Backward recurrent inequality). Consider learning M linear classification tasks
cyclically. Suppose that Assumption 5.2 holds. Let B = Zf\,{;ol Bm. If we take any step size
satisfying n < m, the iterates of sequential GD satisfies

. 2
i

< Hw(()jM) 7 “H2 oK {E (w(()jM)) . E(u)] 2V K2 B <Mz‘:1 1 ||V/3m(u)||2) ’

m=0

for any vector u € R and for all j = 0,1, - - -.
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We start the proof by bounding the squared distance between two iterates in the same cycle of
continual learning. For k € [0 : K]and m € [0: M — 1],

. . 2
|

2

m—1K-—1 ) k—1 )
SN VLwd M) + 3T VL (w M)
=0 h=0 h=0
M-1K-1 M K-1 1 —_— 2
(Z Zﬁl> (Z 3 EHV‘Q(‘”}(LJ 0y )
1=0 h— 0 h=o0 "
M-1K-1 ] 2
< 2°KB <Z > {Hw:l(w;m*”) ~ v+ |v.cz<u>||2D
=0 h=0
M-1K-1 M-—1 1
<4’KB Y. Y Dp(uw,wd™ )+ 22K2B Y % VL (w)]?. (58)
=0 h=0 =0

We use (modified) Jensen’s inequality (e.g., Proposition G.2) in the first two inequalities above; the
last inequality is due to Proposition G.1.

Next, we decompose the (j + 1)-th squared distance into j-th squared distance and more:

. 2
[0 — o

M-1K-1

) ’ _ _ } )
= Hw(()JM) — uH —2n Z Z <V/: (J]WJrM)),wéjM) - u> + Hw(()jM) _ w(()(JJrl)M)H .

Using Equation (56) and ﬁm—smoothnesses,

. 2 . 2
Juob?* ) ] ™ =]

M-1K-1
=2 3 3 [Ln(wf™) ~ Lon(w)  Du, (™ wf™™) 4 Dy, (u, w{M)]
m=0 k=0
n HwéaM) _ w(()(Hl)M)H
_ M-1K-1 _ )
< K [c (wgﬂw) _ c(u)] +n 5, kuM w’(fJMm)H
m=0 k=0
M— _
S (GM+m)) M) _ (G |2
_2772 ZDL (u, wy; —|—Hw w H
m=0 k=0
M-—1 1
j M
<~k [£ (wf™) - £(w)] + 2 KB+ 9K B) Y 0 1V Lo ()]
m=0 """
M-1K— (59
—2n(1 - 2nK B — 2 K% B?) Z Z (u w,(gMer))
1=0 k=0
. M-1 1
< oK [c (wg””) - c(u)} +2V2PK?B Y 3 1V Lo ()]
m=0 m

In Equation (59), we use the result from Equation (58) multiple times. The last inequality is due to
9 —1(1-29—2¢%>0ifqe [0, @—1]).

. . . 1 \/g—l
our choice of step size: nK B < vz <3
This is the end of the proof.

G.1.2 PROOF OF LEMMA G.5

For the sake of readability, we restate the lemma.
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Lemma G.5 (Boundedness of the end-of-cycle iterates). Consider learning M linear classification
tasks cyclically. Suppose that Assumptions 5.1 and 5.2 holds. Let B = Zi\f;ol Bm and V,, =
Zﬁf;ol ﬁ%n IV Lo (w,) ||, If we take any step size satisfying 1 < m, the end-of-cycle iterates

of sequential GD are contained in a compact set which is fixed in terms of the number of the cycle:
forallj =0,1,---,

Gb

1 v, PV
- 4, - *2<7 * = * . .
‘{wER e “’”4%(“””2)*”””%2@}

Also, recall the backward recurrent inequality, which we write here again:

| 1 ’
'w(()]M) eEW = {w eR?: |w—w,|?< { (ﬁ('w*) + \EUKBV*> +||w*] + 2\@772-’(23‘/*}

, 2 . 2 ,
Hw(()(]+1)M) - w*H < Hw(()JM) - w*H — 2K [E (wéjM)> - L‘,(w*)} +2V2° K*BV,.
(60)

(()O) as we want: if w(()o) = 0, since H'wéo) —w, 2, it is clear that w((JO) cW.

2
= |lw,

‘We choose w

(30

Now assume wy D e W and proceed with induction on j: we aim to show w(()(j FOM) ey,

The proof is divided into two parts:

1. If the current total risk is too high, then we can show that the squared distance to w, will decrease.

2. The other case means that the current iterate is close enough to w, (due to the strict non-
separability of the full dataset). Thus, the squared distance to w, at the next cycle will not grow
that much.

Part 1: High-Risk Case. Suppose £ (w(()j M)> — L(w,) > v/2nKBYV,. Then Equation (60)

; 2 . 2 )
implies Hw(()uH)M) _ “’H < HwéaM) —w,||”. Thus, wl0M ¢y,

Part 2: Low-Risk Case. We first show that £ (w(()j M)> — L(w,) < \/inK BV, implies an upper

bound on the current squared distance to w,. Because of Assumptions 5.1 and 5.2, for any w € R¢,

N-1 w —
=Gl 3 [wj ||w|]

i=0
= Gw| b,
by the definition of the non-separability b > 0. Thus, we have

i <] o
1 iM
< L (w™) + .
1
<& [ﬁ(u) + \/ﬁnKBV*} + [|lw, |-

Thus, wéj M) lies in a strict subset of V. Also, Equation (60) implies

N 2 . 2
H'wé(JH)M) — w*H < Hw(()JM) — 'w*H + 2V20* K2 BV,
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2
< [éb {L(u) + \/577KBV*} + ||w*} + 2V2p2 K2 BV,

Thus, by the definition of W, 'w(()(j FOM) ¢ )y This concludes the proof of the lemma.

G.2 NON-ASYMPTOTIC LOSS CONVERGENCE ANALYSIS (PROOF OF THEOREM 5.2)

Recall that we write B = Z%;Ol Bm and V, = Zf;ol ﬁi |V Ly (w,)||>. Also, in the previous

sub-section, we discovered a local strong convexity (with coefficient i+ > 0) of the total risk function
satisfied on a compact ball WV containing w, and every end-of-cycle iterate of the sequential GD.

Let us restate the theorem for the sake of readability.
Theorem 5.2. Suppose we learn M tasks cyclically for J > 1 cycles. We adopt the notation from

Lemma 5.1. Then, with a step size n = O (% - min {%, IH(JJ) }) sequential GD satisfies

2 pt ) ©
<0 __m ), _w,
- (eXp ( (1+2v2)B [t - w

Remark G.1. In fact, the full expression of our step size choice is:

(0) 2.3
1 14 2¢/2 -
I L 2v2 (e d g, e — P Y L
2vV2K B’ 22K J B2V,

which is omitted in the theorem statement above.

W,

2 B2V, In*J
i - ) o

132

The theorem states a fast (7)(] ~2) rate of convergence. One could try to prove it with the backward
recurrent inequality (Equation (57)), but it is difficult due to the 1 dependency of the so-called “noise”
term. We only succeeded in proving a slower (7)(] ~1) rate with the backward recurrent inequality,
whose proof is pretty much similar to that in this sub-section. To take a step further towards a faster
rate, we should use a different way of writing the recurrent inequality, with a higher exponent for 7 in
the “noise” term. Here is how it goes:

Lemma G.6 (Forward recurrent inequality). Consider learning M linear classification tasks cycli-
cally. Suppose that Assumption 5.2 holds. If we take any step size satisfying n < m, the iterates

of sequential GD satisfies

. 2
Hwé<g+1>M> N “H

< [l — ul| —2nx [ (wf*0) — £w)] + 20K B2 (Z - vcm<u>2> 7

m=0 m

for any vector u € R and for all j = 0,1, - - -.

Proof. We defer the proof to Appendix G.2.1. We remark that this lemma holds even without
assuming the non-separability. O

In particular, we have
) 2 , 2 )
Hw(()(jH)M) — w*H < Hw(()JM) — w*H —2nK [ﬁ (w((](]H)M)) — ﬁ(w*)} +27]3K3’B2V*. (61)
Applying p-strong convexity, i.e.,

r (w((](j+1)JV1)) ~ L(w,) > g wa)(j“)M) _ w*‘

2

)

we eventually have a recurrent inequality purely on the squared distance to wy:

((F+1)M)

[ —w,

2 1 . 2
< ™ + 2P K3 B2V, (62)

_1+77K‘LL wy, — Wy

We now conclude the proof by applying Proposition G.3: plugging o <— nK, < B, T + J,

c 4+ i, V « 2B%V,, m = 2, and Aj HwéjM) H to the proposition, we have a desired result.
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G.2.1 PROOF OF LEMMA G.6

For the sake of readability, we restate the lemma, whose proof is very similar to that of Lemma G.4.

Lemma G.6 (Forward recurrent inequality). Consider learning M linear classification tasks cycli-
cally. Suppose that Assumption 5.2 holds. If we take any step size satisfying n < ﬁ, the iterates

of sequential GD satisfies

. 2
i

< [ | = 205 [ (w0 — 2] + 207 KB (MZ o |vcm<u>2> 7

m
m=0

for any vector u € R% and forall j = 0,1, - - -.

We start the proof by bounding the squared distance between two iterates in the same cycle of
continual learning. Fork € [0: K — 1] and m € [0 : M — 1],

Hw(()<a+1)M) B w}(jMer)

2

M-1 K-1 )
SN VL wM) ¢ Z VLo (w1 ™)
l=m+1 h=0
M-1K-1 M—-1K-— Mo 2
< (LX) (L X eyl
=0 h=0 =0 h=0
M-1K-1 1 - 2
< 2°KB ( = [Hvzxwii M- v + |Vﬁz(u)||2D
=0 oo P
M-1K-— M—-1 1
<4PPKB Y Y D (u,w™V) + 22 K%B Y Z VL (w)|? (63)
l
=0 h=0 =0

We use (modified) Jensen’s inequality (e.g., Proposition G.2) in the first two inequalities above; the
last inequality is due to Proposition G.1.

Next, we decompose the j-th squared distance into (j + 1)-th squared distance and more:

M-1K-1
Hw(()jM) _uH > Hw(<g+1>M UH 2 Z Z < (M) 4 {+DM) _u>_
Using Equation (56) and f3,,,-smoothnesses,
. 2 . 2

O I et

M-1K-1 4 ’ ' 4
< —2n Z Z [Em(w(()(J-&-l)M)) L) — Dﬁm(w(()(]-i-l)]\/[)’wl(cjl\/l+m)) +D. (u, w](C]M-‘r’!n))

m=0 k=0

_ M-1K-1 _ _ 5
< —mK [5 (w(()(JH)M)) } 1 B, Hwé(ﬁl)M) _ ,w](CJMer)H
m=0 k=0
M-1K-1
275 90 SEONURT L)
m=0 k=0
' M-1
< —mK [c (ng“)M)) - c(u)} + 2K By W 1V Lo ()|
. m
m=0 (64)
M-1K—1 4
—2n(1 — 2n°K*B?) Z Z D, (u, w,(fM“n))
m=0 k=0
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M—-1
< K [c (wg(Hl)M)) - E(u)} + 2P KBy v @i,
m=0

m

In Equation (64), we use the result from Equation (63) multiple times. The last inequality is due to
our choice of step size: nK B < % This is the end of the proof.
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