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Abstract001

Large Language Models (LLMs) have shown002
capabilities close to human performance in var-003
ious analytical tasks, leading researchers to004
use them for time and labor-intensive anal-005
yses. However, their capability to handle006
highly specialized and open-ended tasks in do-007
mains like policy studies remains in question.008
This paper investigates the efficiency and ac-009
curacy of LLMs in specialized tasks through010
a structured user study focusing on Human-011
LLM partnership. The study, conducted in012
two stages—Topic Discovery and Topic As-013
signment—integrates LLMs with expert anno-014
tators to observe the impact of LLM sugges-015
tions on what is usually human-only analy-016
sis. Results indicate that LLM-generated topic017
lists have significant overlap with human gener-018
ated topic lists, with minor hiccups in missing019
document-specific topics. However, LLM sug-020
gestions may significantly improve task com-021
pletion speed, but at the same time introduce022
anchoring bias, potentially affecting the depth023
and nuance of the analysis, raising a critical024
question about the trade-off between increased025
efficiency and the risk of biased analysis.1026

1 Introduction027

Large language models (LLMs) like GPT-4 (Rad-028

ford et al., 2019), LLaMA (Touvron et al., 2023)029

etc., have recently dominated the research world by030

showcasing capabilities that are nearly equivalent031

to human performance in different analytical tasks.032

Researchers are increasingly using these models033

to conduct time-consuming analyses that were pre-034

viously handled by human experts. However, this035

raises a critical question: Are LLMs truly ready to036

undertake highly specialized tasks? Domains such037

as policy studies are inherently very complex and038

nuanced, requiring an adept proficiency that may039

extend beyond the current capabilities of LLMs.040

1We will publicly release all code needed to reproduce our
study, along with anonymized interview materials.

While these models can enhance efficiency and 041

provide substantial support, their ability to match 042

human expertise in specialized fields requires fur- 043

ther scrutiny. 044

The advantages of using LLMs include increased 045

efficiency, consistency in output, and the ability to 046

handle large volumes of data quickly (Brown et al., 047

2020). On the other hand, using LLM suggestions 048

as a helpful-guide for such open ended analysis has 049

the potential to cause experts to rely heavily on the 050

given suggestions, therefore, introducing anchoring 051

bias (Tversky and Kahneman, 1974) for their task. 052

To address these concerns, we designed a user 053

study that integrates experts and LLMs in a highly 054

structured way. Our key contributions are: 055

1. We evaluate the capability of a LLM at 056

conducting open-ended, domain-specialized 057

expert-level tasks and analysis by integrating 058

it into a topic modeling study on “AI Policies 059

in India” (see section 2). 060

2. We investigate whether incorporating a LLM 061

into an expert annotator’s workflow increases 062

their ability to complete their task more effi- 063

ciently by comparing the time taken for topic 064

assignment with and without LLM sugges- 065

tions. 066

3. We examine the influence of LLMs on the 067

decision-making processes of expert annota- 068

tors to address the potential of biases intro- 069

duced by LLM suggestions. 070

4. To assess the level of trust and acceptance 071

that expert annotators have for LLMs as an 072

emerging technology, we conducted pre and 073

post-study surveys. 074

We chose Topic Modeling as our primary task 075

for this study, as it is a standard method of ana- 076

lyzing larger documents for such human-led stud- 077

ies (Brookes and McEnery, 2019). The study 078

was conducted in two stages: Topic Discovery 079

and Topic Assignment. In both stages, we inte- 080

grated LLMs with human experts and observed 081
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Figure 1: An overview of the two stages of our user study. In both stages, we have the annotators read the documents
and come up with a relevant topic list with (Treatment) and without (Control) the LLM suggestions. By the end of
Stage 1, the annotators agree on a Final Topic List, which we use for our Topic Assignment stage. In Stage 2, all
annotators conduct the task of assigning the topics to a separate set of documents with (Treatment) and without
(Control) the LLM suggestions.

how human-led analyses compared with and with-082

out LLM suggestions.083

In summary, we found that with LLM sugges-084

tions experts performed the topic assignment task085

much faster than without them. However, a notice-086

able anchoring bias was observed in the analysis087

when experts worked with LLM suggestions. The088

bias introduced by LLM suggestions raises an im-089

portant question: Is the trade-off between the090

increased efficiency worth the potentially biased091

analysis?092

We also discovered that during the topic discov-093

ery stage, experts with LLM suggestions tended094

to keep the topics as they were, without making095

significant changes, even though the LLM sugges-096

tions were mostly very generalized and broad. Con-097

versely, experts without LLM suggestions often098

came up with highly tailored topics specific to their099

given documents. This indicates that while LLMs100

are very effective for analyses requiring broad and101

generalized topics, they struggle with providing the102

depth needed for more nuanced tasks.103

2 Data and Tools104

Data In 2023, we conducted a series of eight105

interviews aimed at gaining unique and in-depth106

insights into the adaptation and impact of AI pol-107

icy in India. These interviews were held between108

a policy studies expert and several prominent fig-109

ures who play significant roles in shaping Indian110

AI policies. The discussions focused on under-111

standing the values and priorities these influential112

individuals hold concerning the development of AI113

policy. Initially, the interviews were recorded and114

subsequently transcribed using Automatic Speech115

Transcription technology (Radford et al., 2023) to 116

ensure accuracy and facilitate analysis. Any sen- 117

sitive information (such as names of individuals 118

and organizations) were removed to preserve the 119

anonymity of the interviewees. 120

AI Tools Topic modeling (Blei, 2012) or analysis 121

is the process of identifying patterns of word co- 122

occurrences and using these patterns to group sim- 123

ilar documents and infer topics within them. The 124

most well-known algorithm for such topic model- 125

ing is Latent Dirichlet Allocation (LDA; Blei et al., 126

2003), which examines word co-occurrences and 127

groups documents accordingly. However, LDA 128

often fails to capture the underlying context of doc- 129

uments, which is necessary for studying context- 130

rich documents like those in our study. In addition, 131

LDA yields a specific probability distribution over 132

the words of the vocabulary that need to be in- 133

terpreted as a “topic”, making it difficult to use 134

from a practical perspective. Another approach 135

is BERTopic (Grootendorst, 2022) that uses trans- 136

former models to understand the context within 137

text and improve topic coherence. However, BERT- 138

based models can also struggle with generating in- 139

terpretable topic labels (Devlin et al., 2019). In ad- 140

dition, the underlying model for BERTopic (BERT) 141

has a very small context window, which leads to 142

cumbersome heuristics needed for topic classifica- 143

tion over longer documents. 144

Instead of these techniques, we use a slightly 145

modified version of TopicGPT (Pham et al., 2023), 146

a prompt-based framework leveraging GPT mod- 147

els to uncover latent topics in a text collection. 148

It produces topics that align better with human 149

categorizations compared to competing methods, 150

2



while also generating interpretable topic labels and151

relevant definitions instead of ambiguous bags of152

words, making it a comprehensive tool for our153

topic modeling needs. The LLM model we use154

is gpt-4-0125-preview queried via the API. This155

GPT model has a context window of 128,000 to-156

kens, which makes the feasibility of our study pos-157

sible, given our 2-hour long interviews.158

3 Study Design159

Given the domain of the transcripts, we conducted160

the analysis focusing on topics relating to AI pol-161

icy. We consulted 4 International Policy Experts to162

help annotate the transcripts with relevant topics.163

They were asked to ground their analysis within the164

realm of AI policy in India. The Annotators have165

extensive background knowledge in Policy Studies,166

with one being an expert on Indian Policies.167

We conducted our study in two stages (see Fig-168

ure 1), each utilizing a research model with two169

settings.170

1. Control Setting (c), the traditional setting that171

involves expert annotators conducting their anal-172

ysis on the given documents without external173

suggestions from other tools or sources.174

2. Treatment Setting (t), a more custom setting175

in which we provide the LLM-generated sug-176

gestions to the expert annotators as a helpful177

guide.178

We designed a user-interface through Label Stu-179

dio (Tkachenko et al., 2020) specifically built to180

help facilitate this study.181

We instructed our annotators to vocalize their182

thought process while conducting their analysis.183

This Thinking Aloud Process (Johnson et al.,184

2013) during problem-solving requires annota-185

tors to continuously talk and verbalize whatever186

thoughts come to mind while doing the task. Unlike187

other verbal data gathering techniques, this method188

involves no interruptions or suggestive prompts.189

Annotators are encouraged to provide a concurrent190

account of their thoughts without interpreting or ex-191

plaining their actions, focusing solely on the task at192

hand. Two research assistants served as scribes dur-193

ing the user study to document the experts’ thought194

processes. This approach allows us to qualitatively195

study the strategies employed by the experts, pro-196

viding insights into how they interpret and tackle197

the task of analyzing the documents.198

We also developed pre- and post-analysis sur-199

veys to assess how familiar the expert annotators200

were with LLMs. The pre-survey aims to under- 201

stand their initial assumptions regarding the use 202

of LLMs versus conducting the analysis in the tra- 203

ditional way. With the post-survey, we wanted to 204

gauge their reactions to the LLMs’ suggestions and 205

determine if they would be interested in using such 206

technology in their future workflows. 207

Similar studies also investigate the usefulness 208

of SOTA LLMs provided to experts in different 209

domains. (Goh et al., 2024) 210

4 Stage 1: Topic Discovery 211

Methodology For Stage 1, our goal was to have 212

expert annotators build and curate a comprehensive 213

topic list, generated over a set of documents, with 214

and without the LLM suggestions. We also gener- 215

ated a similar topic list solely by an LLM - which 216

was provided to the annotators in the treatment 217

team - and have analyzed the similarity of both of 218

the topic lists. Figure 1 shows the process of form- 219

ing the final topic list which lays the foundation for 220

subsequent analysis of Stage 2. 221

We allotted 5 hours for expert annotators to com- 222

plete this stage of the study. We divided our four ex- 223

pert annotators into two teams: Annotators 1 (A1) 224

and 2 (A2) conducted the topic discovery task un- 225

der the treatment setting, while Annotators 3 (A3) 226

and 4 (A4) completed the task under the control 227

setting. 228

We applied TopicGPT (Pham et al., 2023) 229

prompts to generate a LLM-provided topic list over 230

the four Stage 1 documents. It is a two shot topic 231

modeling prompt that generates a comprehensive 232

topic list over a given document. We prompted 233

the LLM four separate times for each of the 4 doc- 234

uments, and then we used a merging prompt to 235

combine the four topics lists and remove any du- 236

plicate topics (See C and D) following the pipeline 237

of topic generation and topic assignment (Pham 238

et al., 2023). The final LLM generated topic list 239

(L) (See Table 7) contains 22 topics in total. We 240

then used the topic assignment prompt (See B) to 241

assign topic labels to each paragraph for the treat- 242

ment team’s documents which we then provided to 243

the treatment group experts. 244

Control: Topic Discovery - Experts only The 245

Annotators were instructed to read over their as- 246

signed document and generate a list of latent top- 247

ics with corresponding definitions that exist within 248

their document. They were also asked to highlight 249

any sentence or paragraph they considered perti- 250
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Figure 2: The integration process of the topic lists from annotators in different settings for Stage 1. The Final Topic
List (H) has some LLM topic overlaps due to the treatment team choosing to use many of the model generated topics
and definitions. Most importantly, the LLM generated list doesn’t cover 5 topics in any capacity that the control
group deemed important.

nent to a topic within their own generated topic list251

with the corresponding topic label.252

Treatment: Topic Discovery - LLMs+Experts253

The experts in the treatment group were provided254

with the LLM-generated topic lists along with LLM255

annotated transcripts to help guide their topic gen-256

eration. The control group received no LLM aid257

in completing the same task. Annotators did not258

interact with each other in this step.259

Combining Control and Treatment After anno-260

tators completed their tasks individually, they were261

asked to discuss and come up with a combined262

topic list for their settings. A1 and A2 decided on263

the final treatment list (T), while A3 and A4 final-264

ized the control list (C). Finally, all four annotators265

reviewed both the control and treatment lists, dis-266

cussing their processes, documents, and definitions.267

They then combined the two lists to create the final268

golden human curated Stage 1 topic list. We refer269

it as the Final Topic List (H) from here onwards.270

Results and Analysis By the end of Stage 1, we271

obtained two topic lists: one from the control group272

(C, no LLMs involved) and one from the treatment273

group (T, with LLM aid). In addition, we also have274

the Final Topic List(H), curated by the annotators275

based off of the two aforementioned lists. Figure 2276

shows the process of how these lists were devel-277

oped and integrated to form the final topic list (H).278

The results reveal a broad spectrum of topics iden-279

tified through both control and treatment settings.280

The control lists identified 14 and 21 topics individ-281

Comparing H and L # of Topics

1 Exact matches between H and
L

8

2 No matches between H and L 5
3 Single H combines multiple L

topics
5

4 Multiple H combined into one
L topic

2

Total 20

Table 1: The comparison of the LLM topic list (L) with
respect to the Final Topic List (H) show that there are a
very small number of topics that the model has failed to
cover in its overall topic generation task.

ually. When consolidated, the annotators unified 282

their 8 common topics and curated the Final Con- 283

trol List (C) comprising of 27 topics. 284

The LLM generated topic List (L) identified 22 285

topics over the same set of documents given to the 286

experts for Stage 1. In the treatment setting, anno- 287

tators identified 14 and 12 topics individually, most 288

of which aligned with the LLM-generated topic list 289

(L). This alignment happened because the treatment 290

group, having received LLM suggestions, tended 291

to rely more on them than coming up with topics 292

on their own. Most of their "editing" work was 293

focused on grouping or removing LLM-suggested 294

topics instead of coming up with new ones. The Fi- 295

nal Treatment List (T) resulted in 12 topics, with 6 296

topics shared initially between the annotators. The 297

combined Final Topic List (H), included 20 topics, 298
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Missing Topics Stage 1 Stage 2

1 Civil Society Advocacy 16.4% 5.1%
2 Transportation 1.8% 2.3%
3 Policy Institutions 5.5% 6.7%
4 Policing & Surveillance 6.0% 7.3%
5 Academia 3.6% 2.3%

Average Topic Coverage 6.7% 4.7%

Table 2: Topic assignment coverage percentage of the
Missing Topics in the two sets of documents. Note that,
for Stage 2 we use the results of the control setting.

with 5 topics common to both settings.299

We wanted to evaluate how well the LLMs cap-300

tured the topics of the given documents compared301

to the expert annotators. For this, we compared302

both sets of topics generated in Stage 1. We con-303

sider the Final Topic List (H) as the gold standard304

as it was curated by all experts following consid-305

erable discussion among them. We found that the306

LLM-generated topics (L) fall into four different307

categories (see Table 1) with respect to the Final308

Topic List (H). Among the 20 H topics, 15 were309

covered by the LLM in L either directly or through310

overlap with multiple combinations of topics. How-311

ever, there were 5 H topics that were not covered312

by the LLM in L in any form. The ‘missing’ topics313

are listed in Table 2.314

To understand the significance of the topics la-315

beled as ‘missing’ in Table 2, which refers to top-316

ics that were underrepresented or not covered by317

the LLMs in our analysis, we examined their as-318

signment in the documents of Stage 1 and Stage 2319

control settings, both of which were done by the ex-320

pert annotators. We analyzed how frequently these321

5 missing topics appeared in the documents. We322

found that these topics had a rather low assignment323

percentage coverage (see Table 2).324

Our analysis shows that while LLMs are effec-325

tive in capturing a majority of the topics identified326

by experts, they still lack the ability to uncover pos-327

sibly critical nuances latent within documents. The328

5 topics in H that remained completely undetected329

to the LLMs tended to have low total prevalence330

counts within the documents as a whole (see Ta-331

ble 2), suggesting that these topics might be subtle332

or context-specific, and require human expertise333

for identification. This highlights the importance334

of integrating human insights with LLM capa-335

bilities to ensure a comprehensive and nuanced336

Annotator
I II III IV

D5 c t
D6 c t
D7 t c
D8 t c

Table 3: For Stage 2, each expert gets two documents to
annotate; one for their control setting and the other for
their treatment setting. With this combination, we get
each document annotated at least once in both settings.

understanding of the subject matter. 337

It is important to mention that the topics gener- 338

ated by the LLMs were more generalized and did 339

not have clear distinctions from one another. It of- 340

ten happened that a few topics in L had overlapping 341

definitions. In contrast, all of the human-generated 342

topic lists (C and H) were more distinct and clearly 343

separated by their definitions. 344

5 Stage 2: Topic Assignment 345

Methodology In Stage 2, we studied how the 346

topic assignments vary for annotators in both con- 347

trol and treatment settings. For this stage, we used 348

4 documents, different from those used in Stage 349

1. Each annotator received 2 documents, and they 350

were instructed to work on these individually sans 351

discussion with other annotators. Annotators were 352

also instructed to conduct topic assignments on 353

the two documents in two different settings: one as 354

control and the other as treatment (see Table 3). We 355

used a Latin squares study design (Montgomery, 356

2017) methodology in order to abstract away po- 357

tential annotator-specific variability. 358

To accomplish our research goal of measuring 359

the LLM accuracy of topic assignments, we in- 360

structed both expert annotators and the LLM to 361

assign topics on a per-paragraph basis. This would 362

allow for a granular enough approach to collect a 363

meaningful amount of data points per document, 364

while ensuring enough context for both experts and 365

the LLM to comfortably make topic assignment 366

decisions. On average, our Stage 2 transcripts con- 367

tained 44 paragraphs. 368

For the treatment setting, we generated topic 369

assignments over the same set of transcripts by 370

prompting the LLM with a topic assignment 371

prompt (see Appendix B). The model was provided 372

with the Final Topic List (H) along with the tran- 373

scripts at a per paragraph level. Multiple topic 374
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LLM Precision & Recall measured against

Control Treatment
doc precision recall precision recall

D5 31.4 56.3 84.9 83.9
D6 48.1 62.6 68.2 72.7
D7 27.9 51.5 61.5 88.2
D8 68.4 60.5 71.1 73.0

Avg 44.0 57.7 71.4 79.5

Table 4: For each transcript used in Stage 2, the preci-
sion and recall percentages of the LLM annotations over
these transcripts when measured against the annotations
of experts either acting under the control or treatment
setting. Also, the averages of these LLM precision and
recall percentages,

assignments per paragraph are allowed.375

Control: Topic Assignment - Expert Only For376

the control setting, annotators received a transcript377

and the Final Topic List (H) with definitions (see378

Table 7). Annotators were to assign topics to the379

transcript with the possibility of multiple topics per380

paragraph.381

Treatment: Topic Assignment - Experts+LLM382

In the treatment setting, we provided the LLM-383

generated assignments to the experts to annotate384

each document at a paragraph level with topics385

from the same topic list as LLMs, allowing multiple386

topics per paragraph. Annotators received the LLM387

annotations as suggestions and were tasked with388

cross-checking and, if necessary, correcting the389

assignments.390

Experimental Setting The annotators who were391

in the control team in Stage 1 were asked to com-392

plete the treatment task first and then the control393

task. The treatment team of Stage 1 was asked to394

do the opposite. Additionally, we tracked the time395

taken to complete each stage for each document.396

After all annotators completed all Stage 2 tasks, we397

collected the annotated documents and summarized398

the results.399

We created a 21 element vector for each para-400

graph within an annotated document. 20 of the401

elements correspond to the list of 20 topics in the402

final topic list agreed upon by all experts at the403

end of Stage 1; one element represented “None”,404

indicating none of the 20 topics corresponded to405

that paragraph. Each element in a vector represents406

either the existence or absence of a topic within407

Average Annotation Speed (words/min)

Control Treatment Increase (%)
96.4 225.0 133.5%

Table 5: Comparison of average annotation speeds be-
tween control & treatment settings, measured in words
per minute.

that paragraph. Both the Annotators and the LLM 408

usually assigned between 1-3 topics per paragraph. 409

This data representation allowed us to perform var- 410

ious statistical analyses on the transcripts. 411

Results and Analysis Upon inspection of our re- 412

sults, we find both promising data, but also alarm- 413

ing trends. When measuring LLM topic label accu- 414

racy against the control annotations, the average 415

precision and recall were 44.0% and 57.7%, re- 416

spectively (see Table 4). These are encouraging 417

numbers, considering the incredibly open-ended 418

nature of the task. 419

We also find that annotation speed improves 420

markedly with LLM suggestions. On average, the 421

annotators operated at a pace of 96.4 words per 422

minute in the control setting.2 Conversely, in the 423

treatment setting, the annotators operated at a pace 424

of 225.0 words per minute on average. This differ- 425

ence represents an annotation efficiency increase 426

of 133.5% (see Table 5). 427

However, disconcerting trends arise through the 428

analysis as well. In contrast to LLM accuracy mea- 429

sured against the control, the LLM’s performance 430

against the treatment annotations showed a preci- 431

sion of 71.4% and recall of 79.5%, significantly 432

higher than the control annotations. This substan- 433

tial discrepancy leads us to evaluate the difference 434

between the two settings. We utilize statistical sig- 435

nificance to prove the existence of a non-random 436

difference between the two distributions. In or- 437

der to ensure statistical significance, we conduct 438

a paired sample t-test over our recall numbers.3 439

The null hypothesis in this situation is that there is 440

no statistically significant difference between the 441

control average and treatment average. Running 442

the paired t-test, we get a p-value of 0.041, which 443

2It should be noted that A4 was interrupted throughout
the completion of their Stage 2 tasks. It took them around
30 minutes to complete annotations for both the control and
treatment. We decided to exclude their annotation speed from
our final assessment.

3This test is appropriate because each of our four annota-
tors acted as both control and treatment.
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Annotator agreement with LLM Annotation Speed (words/min)
A1 A2 A3 A4 A1 A2 A3 A4

D5 36.6% 84.4% 92.31 207.7
D6 50.2% 62.2% 110 330
D7 70.7% 29.0% 214.7 250.5
D8 68.9% 59.6% 130.15 86.76

Table 6: Topic assignment stage results, with respect to Annotator Agreement (Cohen’s κ (Cohen, 1960)) and
Annotator Speed. The blue and pink cell colors indicate the control and treatment setting, respectively. Note that,
annotators tend to agree heavily with LLM suggestions when they have them. In correlation with heavy LLM
aggreement, annotation speed tended to increase significantly.

is lower than the standard acceptance threshold of444

0.05. Thus, we have to reject our null hypothesis445

and conclude that there exists a statistically signifi-446

cant difference between the control and treatment447

recall averages.448

In order to further solidify this apparent and sig-449

nificant gap that occurs when an annotator works450

in the control setting versus the treatment setting,451

we go a step further and employ Cohen’s κ (Cohen,452

1960) coefficient to analyze similarities between453

annotations of the same document (see Table 6).454

When annotators act under the control setting, the455

similarity of their annotated transcripts compared456

with the LLM’s annotated transcripts averages to457

43.9%. Yet, when the annotators act under the458

treatment setting, their agreement with the LLM,459

on average, rises to 71.5%, indicating that the anno-460

tators and LLM aligned heavily. One possible inter-461

pretation of these results is that the LLMs provide462

fairly accurate topic modeling outputs, according to463

the annotators. However, this does not explain the464

significant reduction in alignment when the annota-465

tors act as control. To explain this, we have proven,466

statistically, that there exists a difference between467

the two settings that is non-random, and as a re-468

sult of our study design, the only variable that has469

changed is the introduction of LLM suggestions. If470

this is the only variable that has changed, then the471

LLM suggestions themselves must be the cause for472

such high treatment-LLM alignment. Therefore,473

we must conclude that when an expert annota-474

tor receives LLM suggestions to help aid their475

individual decision making process, they tend to476

become anchored and biased towards the initial477

LLM outputs.478

6 Discussion479

It is apparent there are multiple factors at play when480

it comes to utilizing LLMs for open-ended tasks481

such as topic modeling. In terms of promising im- 482

pact presented by LLMs, we put the difficulty of 483

this task fully into perspective. Given a document 484

with dozens of paragraphs, the LLM must decide 485

which label or combination of labels out of a possi- 486

ble 20 choices, must be assigned to each paragraph. 487

When we measure the accuracy of these LLM la- 488

bel assignments against 4 independent expertly 489

annotated control documents, we get an average 490

recall of 57.7% (see Table 4). Given the nature of 491

the task, we consider this high from a research per- 492

spective, while also recognizing that from a prac- 493

tical implementation perspective, it may only be 494

considered adequate. So, of course, we would like 495

overall accuracy to be even higher. We leave this 496

for future work. 497

Coupled with reasonable accuracy, we observe 498

substantial increases in workflow efficiency. We 499

recorded a 133.5% words per minute annotation 500

speed increase when annotators utilized LLM 501

suggestions. This presents one possibility of mas- 502

sive reductions in labor intensive and time consum- 503

ing workloads. 504

However, if the goal is to obtain gains in work- 505

flow efficiency, this will come at significant cost. 506

As mentioned earlier in Section 5, we see a sig- 507

nificant difference between control and treatment 508

annotation decisions (see Table 6). Whether we 509

examine annotator-LLM agreement over a partic- 510

ular document or over a particular annotator, the 511

trend toward LLM bias remains consistent. For 512

example, with regard to document 5, the agreement 513

between the control annotations and the LLM anno- 514

tations is 36.6% while the the agreement between 515

the treatment and LLM is 84.4%. Additionally, if 516

for example, we look at annotator 2, their agree- 517

ment with the LLM when acting as control is 36.6% 518

while their agreement when acting as the treatment, 519

is 70.7%. In every single instance, the treatment 520
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agreement is higher than its control counterpart.521

We find the implications of this trend worrisome.522

Additionally, as shown in our Stage 1 results,523

five topics that human annotators decided to add524

to the final topic list were not generated by the525

LLM. These five topics reflected the effort of a526

nuanced examination of the transcripts provided527

to the expert annotators. For example, "Policing528

and Surveillance" was not captured by the LLM529

(see Table 8). During the final discussion phase of530

Stage 1, scribes noted that annotators adamantly de-531

fended the inclusion of this topic in their final topic532

list (see Table 7), even though the topic covered a533

relatively small portion of the transcripts (see Ta-534

ble 2). Another point of contention was the LLM’s535

decision to output "Gender Studies" as a topic la-536

bel (see Table 8). Without capability of sensitivity537

or nuance, the LLM assigned "Gender Studies" to538

multiple topics that were regarded as topics that539

should more appropriately be labelled as "Gender540

Issues". Thus, SOTA LLMs are able to reveal541

broad and generalized topics from lengthy do-542

main specialized documents, however they still543

lack the ability to capture low prevalence high544

importance concepts.545

Survey Result As previously noted, we con-546

ducted pre- and post-study analysis surveys to eval-547

uate the change between the expert annotators’ ini-548

tial perceptions and their actual experiences uti-549

lizing LLM suggestions and how this experience550

influenced their trust and reliance on LLM technol-551

ogy for complex tasks.552

In the pre-analysis survey, all annotators, already553

familiar with LLM tools, expressed a preference554

for incorporating LLM recommendations into their555

workflows. They were cautiously optimistic about556

the trustworthiness and reliability of LLM outputs,557

yet they had concerns about the potential impact558

of LLMs on creative thinking and analytical depth,559

suggesting a skeptical outlook of the technology’s560

capabilities.561

The post-analysis survey revealed a positive shift562

in perceptions after hands-on use of LLMs, main-563

taining a strong preference for integrating LLM564

tools into workflows. Despite the skepticism, we565

observed that annotators relied significantly more566

on LLM suggestions, as noted in Table 6. There is567

slight improvement in reliability ratings and min-568

imal confusion regarding LLM recommendations569

indicating an increased appreciation for the tech-570

nology. However, the annotators still had concerns571

about potential biases and over-reliance on auto- 572

mated suggestions which emphasizes that while 573

LLMs are helpful in supporting and accelerating 574

analytical processes, they still require careful inte- 575

gration with human oversight to ensure depth and 576

precision in the analysis. 577

7 Conclusion and Future Work 578

Our study highlights the trade-offs of integrat- 579

ing LLMs into expert topic modeling workflows. 580

LLMs have made incredible strides in open ended 581

tasks such as discovering generalized topics over 582

documents. We are excited for future research that 583

further investigates the use of LLMs for such tasks, 584

especially in different domains. However, as the 585

capabilities of LLMs continue to improve, safe- 586

guards against LLM bias must also be researched 587

and implemented. 588

Limitations 589

While our study demonstrates the potential of 590

LLMs in enhancing the efficiency of expert topic 591

modeling, it is limited by the scope of the data, fo- 592

cusing solely on AI policy in India. This may affect 593

the applicability of our findings to other domains 594

and geographic contexts. The study also requires 595

computational resources in the form of OpenAI 596

API credits, making it less accessible for smaller 597

independent research teams. Over the course of 598

this research project, we spent approximately $100 599

testing and querying various GPT models. Another 600

limitation is that our results are based on a rela- 601

tively small number of documents and annotators, 602

which may limit the statistical robustness of our 603

conclusions. Finally, it would have been interest- 604

ing to query other LLMs for comparison, however, 605

at the time of our study, no other LLM came close 606

to achieving the context window of 128,000 tokens. 607

Due to the length of our documents and the diffi- 608

culty finding annotators, from a practical feasibility 609

perspective, no other LLM options existed. Also, 610

while longer interviews allowed for the collection 611

of many data points per transcript, it also requires 612

more time for annotators to work through. We 613

hoped to be able to cover more documents in Stage 614

1, however time is a limitation. 615

Ethics Statement 616

Our research does not involve any practices that 617

could raise ethical concerns, and we have com- 618

pleted the responsible NLP research checklist to 619
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affirm our adherence to these standards. We be-620

lieve that our work adheres to the ethical principles621

outlined and does not pose any broader ethical or622

societal risks. Thus, we do not anticipate any ethi-623

cal issues arising from our work, and are prepared624

to address any inquiries from the Ethics Advisory625

Committee should the need arise.626
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A Example Topics727

The following are the topics that were provided to728

the expert annotators as an example in Stage 1.729

Startup Ecosystem Development: Focuses
on the support and growth of startups
through policies, incubation programs,
and partnerships. This includes fostering
innovation, providing resources for
startups, and creating an environment
conducive to entrepreneurial success.

Data Governance and Privacy: Addresses the
management, sharing, and protection of
data in the digital age. This includes the
development of policies and frameworks to
ensure data privacy, security, and ethical
use of data.

730

B Topic Assignment Prompt 731

You will receive a document and a topic list.
Assign the document to the most relevant
topics. Then, output the topic labels,
assignment reasoning and supporting quotes
from the document. DO NOT make up new topics
or quotes.
Here is the topic list:
{TOPIC LIST}

[Instructions]
1. Topic labels must be present in the
provided topic hierarchy. You MUST NOT
make up new topics.
2. The quote must be taken from the
document. You MUST NOT make up quotes.
3. If the assigned topic is not on the top
level, you must also output the path from
the top-level topic to the assigned topic.

[Document]
{SINGLE PARAGRAPH}

[Your response]

732
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C Topics Generation Prompt733

You will receive a document and a set of
top-level topics from a topic hierarchy.
Your task is to identify generalizable
topics within the document that can act
as top-level topics in the hierarchy. If
any relevant topics are missing from the
provided set, please add them. Otherwise,
output the existing top-level topics as
identified in the document.
[Top-level topics]
"[1] Topic A"

[Examples]
Example 1: Adding "[1] Topic B"
Document:
Topic B Document

Your response:
[1] Topic B: Definition

Example 2: Duplicate "[1] Topic A",
returning the existing topic
Document:
Topic A Document

Your response:
[1] Topic A: Definition

[Instructions]
Step 1: Determine topics mentioned in the
document.
- The topic labels must be as generalizable
as possible.
- The topics must reflect a SINGLE topic
instead of a combination of topics.
- The new topics must have a level number,
a short general label, and a topic
description.
- The topics must be broad enough to
accommodate future subtopics.
- The final topic list must provide
comprehensive topic coverage over the
entire document. Output as many topics as
needed to accomplish this instruction
Step 2: Perform ONE of the following
operations:
1. If there are already duplicates or
relevant topics in the hierarchy, output
those topics and stop here.
2. If the document contains no topic,
return "None".
3. Otherwise, add your topic as a top-level
topic. Stop here and output the added
topic(s). DO NOT add any additional levels.

[Document]
{DOCUMENT}

Please ONLY return the relevant or modified
topics at the top level in the hierarchy.
[Your response]

734

D Topics Merging Prompt 735

You will receive a list of topics that
belong to the same level of a topic
hierarchy. Your task is to merge topics
that are paraphrases or near duplicates
of one another. Return "None" if no
modification is needed.
[Examples]
Example 1: Merging topics ("[1] Employer
Taxes" and "[1] Employment Tax Reporting"
into "[1] Employment Taxes")
Topic List:
[1] Employer Taxes: Mentions taxation
policy for employer
[1] Employment Tax Reporting: Mentions
reporting requirements for employer
[1] Immigration: Mentions policies and
laws on the immigration process
[1] Voting: Mentions rules and regulation
for the voting process
Your response:
[1] Employment Taxes: Mentions taxation
report and requirement for employer
([1] Employer Taxes, [1] Employment Tax
Reporting)

Example 2: Merging topics ("[2] Digital
Literacy" and "[2] Telecommunications"
into "[2] Technology")
Topic List:
[2] Mathematics: Discuss mathematical
concepts, figures and breakthroughs.
[2] Digital Literacy: Discuss the ability
to use technology to find, evaluate,
create, and communicate information.
[2] Telecommunications: Mentions
policies and regulations related to
the telecommunications industry, including
wireless service providers and consumer
rights.
Your response:
[2] Technology: Discuss technology and its
impact on society. ([2] Digital Literacy,
[2] Telecommunications)

[Rules]
- Perform the following operations as many
times as needed:
- Merge relevant topics into a single
topic.
- Do nothing and return "None" if no
modification is needed.
- When merging, the output format should
contain a level indicator, the updated
label and description, followed by the
original topics.

[Topic List]
{topic list}

Output the modification or "None" where
appropriate. Do not output anything else.
[Your response]

736
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E Stage 1: Topic Lists737

From Stage 1 we compiled two topic lists. They738

are discussed is Tables 7 and 8.739
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Label Name Label Definition

Socio-economic development Emphasis on development outcomes including decreasing income
inequality, improving health systems and access to health, and
higher standards of living. Economic growth.

Innovation and Startups Startups are emphasized as an important stakeholder and innova-
tion emphasized as a key goal.

Multi-stakeholder Collaboration Policies, programs, and dialogues between government, industry,
and civil society groups including academia (triple-helix relation-
ships). Includes public-private partnerships.

International norms & global col-
laboration

Matters related to how the international community and their
norms/regulations might have impacted regulations and policy in
this case. (for ex: GDPR)

Policy Institutions What institution is involved with developing, implementing and
executing policy and regulations. Includes regulatory bodies, think-
tanks. . .

Marginalized Populations Groups of people who experience discrimination and exclusion
due to unequal power relationships across social, political, eco-
nomic, and cultural dimensions.

Policing and Surveillance Elements of policy which use AI and technical tools for the pur-
pose of policing and surveilling citizens. Also elements of concern
over tools being used for policing and the surveillance of citizens.

Gender Issues This includes examining gender inequality, roles, and biases in
various societal contexts.

Human Rights Matters pertaining to the protection or the degradation/non-
protection of HRs. Matters related to how technology and AI
might result in declines in citizen freedom.

Digital Governance The use of digital technologies and practices by governments to
enhance the access and delivery of government services to benefit
citizens, businesses, and other stakeholders. This includes the
implementation of digital tools, platforms, and policies to improve
government operations, engage citizens, and foster transparency.

Education Promotion and regulation of the confluence of AI and the education
sector.

Environment Promotion and regulation of the confluence of AI and the environ-
mental sector.

Transportation Promotion and regulation of the confluence of AI and the trans-
portation sector.

Agriculture Promotion and regulation of the confluence of AI and the agricul-
ture sector.

Academia Promotion and regulation of the confluence of AI and the academia
sector.

Healthcare Promotion and regulation of the confluence of AI and the health-
care sector.

Data Protection Norms and specific policies related to the protection of citizen
data online.

Civil Society Advocacy How involved is civil society in dialoguing with the policy process
and giving their perspective to shape things.

Cybersecurity Concerns and regulations to deal with online fraud and criminal
activity that exploits citizen data and ease of contacting citizens.

Preservation of cultural identities
and languages

Preservation of cultural identity and languages of marginalized
groups.

Table 7: Stage 1 Final Topic List curated by Annotators
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Label Name Label Definition

Cybersecurity and Data Protec-
tion

The protection of internet-connected systems, including hardware,
software, and data, from cyber threats, and the process of safe-
guarding important information from corruption, compromise,
or loss. This area covers efforts to safeguard data and systems
from unauthorized access, attacks, or damage, and involves the
establishment of policies and regulations that protect personal
and organizational data from unauthorized access, use, disclosure,
disruption, modification, or destruction.

Digital Governance The use of digital technologies and practices by governments to
enhance the access and delivery of government services to benefit
citizens, businesses, and other stakeholders. This includes the
implementation of digital tools, platforms, and policies to improve
government operations, engage citizens, and foster transparency.

Artificial Intelligence (AI) and
Ethics

The study and development of AI technologies that consider eth-
ical principles and values. This involves addressing the moral
implications and societal impacts of AI, including issues of fair-
ness, accountability, transparency, and the protection of human
rights in the design, development, and deployment of AI systems.

Economic Development through
Digitization

The process of leveraging digital technologies to drive economic
growth, innovation, and improved standards of living. This in-
cludes the transformation of traditional economies into digital
economies, where digital information and technologies play a
central role in economic activities, creating new opportunities for
businesses and societies.

Startup Ecosystem Development Focuses on the support and growth of startups through policies,
incubation programs, and partnerships. This includes fostering
innovation, providing resources for startups, and creating an envi-
ronment conducive to entrepreneurial success.

Education Enhancement and In-
novation

Focuses on the integration of technology in education to improve
learning outcomes, access to education, and the development
of digital skills, and encourages the development of a problem-
solving mindset from a young age through initiatives like tinkering
labs in schools. This topic covers the integration of advanced tech-
nologies into education to foster innovation and creativity among
students.

Global Collaboration Highlights the importance of international partnerships and knowl-
edge exchange to drive innovation, address global challenges, and
foster economic growth. This includes collaborations at various
levels, from schools to industries, to leverage technology and
innovation for societal benefit.

Socio-Economic Development Focuses on leveraging innovation and technology to address socio-
economic challenges, including poverty, education, healthcare,
and infrastructure. This involves creating opportunities for job
creation, economic growth, and improving the quality of life in
underserved communities.

Table 8: Stage 1 Topic List generated by LLMs
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Label Name Label Definition

Digital Transformation and In-
frastructure

Emphasizes the role of digital technologies in transforming so-
cieties and economies. This includes the development of digital
infrastructure to support innovation, such as mobile technology,
internet access, and digital payment systems, to ensure inclusivity
and accessibility for all.

Sustainable Development and
SDGs Alignment

Encourages innovations that align with the Sustainable Develop-
ment Goals (SDGs) to ensure that technological advancements
contribute positively to environmental sustainability, social eq-
uity, and economic viability. This includes fostering a culture of
innovation that considers the impact on the planet and society.

Marginalized Populations Groups of people who experience discrimination and exclusion
due to unequal power relationships across social, political, eco-
nomic, and cultural dimensions.

Language and Linguistics The study and analysis of the structure, development, and usage
of languages, including their sociopolitical and cultural impacts.

Gender Studies An interdisciplinary field exploring gender identity, expression,
and gendered representation as central categories of analysis; this
includes examining gender inequality, roles, and biases in various
societal contexts.

Education and Literacy The exploration of teaching and learning processes, literacy de-
velopment, and educational systems. This includes access to
education, pedagogical strategies, and the role of language and
technology in education.

Cultural Identity and Preserva-
tion

The study of how cultures and communities maintain, preserve,
and transform their identities, practices, and languages in the
face of globalization, technological change, and sociopolitical
pressures.

Technology Governance Involves the policies, frameworks, and standards that guide the
development, deployment, and management of technology within
societies. It aims to ensure that technology serves the public good,
addresses ethical considerations, and mitigates potential harms.

Agriculture and Food Security Focuses on the application of technology and innovative practices
to improve agricultural productivity, food security, and sustainabil-
ity. This includes advancements in crop management, pest control,
and the use of AI and drones for agricultural improvement.

Public-Private Partnerships Highlights the collaboration between the public sector, private
industry, and civil society to foster innovation, address societal
challenges, and drive economic growth through technology.

Data Governance and Privacy Addresses the management, sharing, and protection of data in
the digital age. This includes the development of policies and
frameworks to ensure data privacy, security, and ethical use of
data.

Health Innovation Encompasses the development and application of new technologies
and approaches to improve health outcomes. This includes the
use of AI for early disease detection, digital health advisories, and
innovations in healthcare delivery.

Table 8: Stage 1 Topic List generated by LLMs
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Label Name Label Definition

Urban Transformation Involves the use of technology to address urban challenges and
improve city living. This includes smart city initiatives, urban
planning technologies, and solutions for sustainable urban devel-
opment.

Circular Economy and Sustain-
ability

Concentrates on the development of systems and technologies that
promote resource efficiency, waste reduction, and the sustainable
management of natural resources. This includes initiatives in
plastic recycling and the promotion of circular economic models.

Table 8: Stage 1 Topic List generated by LLMs
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F Study Script 740

Hello. My name is —-, this is —- and —-. We are currently doing research on how we can
integrate LLM assistants as part of experts’ long document analysis workflow. Thank you for
taking time out of your schedule to contribute to this study. During the course of this study, we
may ask you questions about your experiences. We do not mean to insult or offend you, but instead
to try to make you think deeply about why you do what you do. Try not to take anything personal
and answer as best you can; there are no right answers.
We ask that through the study, you voice your thoughts about the task you are performing and the
data we put in front of you. —- and —- will monitor the interactions and take notes for posterity.

The Thinking Aloud Process To summarize: the participants are asked to talk aloud, while
solving a problem and this request is repeated if necessary during the problem-solving process
thus encouraging the study participants to tell what they are thinking. Thinking aloud during
problem-solving means that the participant keeps on talking, speaks out loud whatever thoughts
come to mind, while performing the task at hand. Unlike the other techniques for gathering verbal
data, there are no interruptions or suggestive prompts or questions as the participant is encouraged
to give a concurrent account of their thoughts and to avoid interpretation or explanation of what
they are doing, they just have to concentrate on the task. This seems harder than it is. For most
people speaking out loud their thoughts becomes a routine in a few minutes. Because almost all of
the subject’s conscious effort is aimed at solving the problem, there is no room left for reflecting
on what they are doing.

Notice that these interviews are confidential, and we ask for your discretion with regards to
the topics discussed here; because of our IRB protocol, the content of these interviews cannot
be shared outside of this research exercise.

Defining the task Our goal is to analyze documents. In particular we will perform an analysis
over 8 interviews using “topic analysis". Here, we are interested on topics relating to AI policy.
These interviews give us in-depth insights into how AI policy is formulated, and we aim to
determine the values and priorities that go into developing AI policy.

An example of such a topic could be:

• Startup Ecosystem Development: Focuses on the support and growth of startups through
policies, incubation programs, and partnerships. This includes fostering innovation, providing
resources for startups, and creating an environment conducive to entrepreneurial success.

• Data Governance and Privacy: Addresses the management, sharing, and protection of data
in the digital age. This includes the development of policies and frameworks to ensure data
privacy, security, and ethical use of data.

We will first assign you in two teams:

• Team 1 [control]: —-, —-

• Team 2 [treatment]: —-, —-

Each team will receive four interviews, and each annotator will be able to read two of them. In this
stage, we are interested in “topic discovery". Ultimately, we want a list of “topics" as they show
up in your documents. After working on your two documents individually, you will have to get
together with your team member to produce a final list of topics.

741
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And then, both groups will get together to create a final-final list of topics along with their
definitions.
This will conclude the first part of the study, and we will break for lunch.
In the second part of the study, we will explore some new documents, and assign their sections
with the pre-decided topic labels.

Interface We will use labelstudio for both annotation stages.

• Please use this link to sign up: —-

• Navigate to the “Sample Interview Topic Annotation" project, so we can familiarize ourselves
with the annotation interface, and then we’ll dive in.

742
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G Hyperparameter Tuning 743

We tested many different temperatures when calling the model through API. We settled on a temperature 744

of 0.2, as it provides a low degree of randomness, while also producing descriptive topics and definitions 745

suitable for annotator interaction. 746

H Sample Annotations Using Label Studio Interface 747

Figure 3

19


	Introduction
	Data and Tools
	Study Design
	Stage 1: Topic Discovery
	Stage 2: Topic Assignment
	Discussion
	Conclusion and Future Work
	Example Topics
	Topic Assignment Prompt
	Topics Generation Prompt
	Topics Merging Prompt
	Stage 1: Topic Lists
	Study Script
	Hyperparameter Tuning
	Sample Annotations Using Label Studio Interface

