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Abstract001

We present a challenging benchmark for the002
Open WorLd VISual (OWLViz) question an-003
swering benchmark. OWLViz presents short004
queries that require integrating multiple capa-005
bilities, including common-sense knowledge,006
visual understanding, web exploration, and spe-007
cialized tool usage. While humans achieve008
69.2% accuracy on these intuitive tasks, even009
state-of-the-art VLMs struggle, with the best010
model, Gemini, achieving only 26.6% accu-011
racy. Current tool-calling agents and GUI012
agents, which rely on limited vision and vision-013
language models as tools, perform even worse.014
This performance gap reveals significant limi-015
tations in multimodal systems’ ability to select016
appropriate tools and execute complex reason-017
ing sequences, establishing new directions for018
advancing practical AI research.019

1 Introduction020

Large Vision Language Models (VLMs) have re-021

cently demonstrated impressive visual understand-022

ing and reasoning capabilities across numerous023

tasks (Liu et al., 2024b). Equipped with these ad-024

vanced capabilities, VLMs are rapidly surpassing025

existing AI benchmarks (Chen et al., 2024). As026

the AI community pursues increasingly challeng-027

ing problems, benchmark tasks are shifting from028

conventional fundamentals toward more human-029

centric challenges (Hu et al., 2024b; Roger et al.,030

2023; Brohan et al., 2023). These human-centric031

tasks typically demand broader world knowledge,032

situation awareness, and more complex reasoning.033

While there are many benchmarks for VQA that034

have been created, existing efforts face several no-035

table problems. Many early benchmarks only focus036

on visual understanding tasks such as entity detec-037

tion and entity attribution (Ren et al., 2015; Mali-038

nowski and Fritz, 2014; Goyal et al., 2017). As a039

result, these benchmarks can only be used to eval-040

uate the VLM’s grounding capability, while many041

questions require additional capabilities such as rea- 042

soning. Recent benchmarks have shifted the focus 043

towards complex questions where compositional 044

reasoning and spatial reasoning are evaluated (Hud- 045

son and Manning, 2019; Gao et al., 2023; Bitton 046

et al., 2023). Even though tool calling capability 047

was investigated in a close-environment (Liu et al., 048

2023b; Li et al., 2023; Patil et al., 2024), these 049

datasets only addressed a limited set of tools. As 050

a result, these benchmarks fail to fully capture the 051

complexity of real human queries that often require 052

interpreting complex visual contexts, combining 053

heterogeneous sources of knowledge, and reason- 054

ing over long, multi-step chains of actions (Mi- 055

alon et al., 2023). As such, current evaluations do 056

not sufficiently evaluate a model’s ability to act as 057

an agent that can meaningfully invoke and coordi- 058

nate tools to solve practical, open-ended questions 059

grounded in the visual world. 060

To address this gap, we introduce OWLViz, a 061

novel benchmark dataset specifically designed to 062

evaluate vision-language models’ ability to uti- 063

lize tools in complex, multimodal reasoning tasks. 064

OWLViz necessitates three distinct skill sets that 065

challenge both VLMs and agentic systems. First, 066

the dataset incorporates visually degraded inputs 067

featuring low brightness, poor contrast, or blur, 068

scenarios where visual enhancement tools may be 069

required to improve image quality for accurate pro- 070

cessing. Second, tasks demand sophisticated rea- 071

soning capabilities to solve complex problems in- 072

volving counting, projection, and measurement op- 073

erations. Third, certain challenges require models 074

to explore the internet and retrieve external data 075

to answer questions based on minimal visual cues. 076

Figure 1 illustrates representative examples of these 077

challenging scenarios. 078

OWLViz introduces a benchmark for Agentic AI 079

Assistant featuring 248 carefully annotated ques- 080

tions and answers where big proprietary VLM mod- 081

els failed to answer. OWLViz dataset is easy to 082
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(a) Question: “How many people are
visible on the left side of the white line
that cuts across the photo? Provide a
numeric answer.” Answer: 2
Skills: using external API, human
recognition. Difficulty level: 1

(b) Question: “How many umbrellas
have 3 or more colors? Provide a nu-
meric answer.” Answer: 2.
Skills: object recognition, attribute
identification, counting, object detec-
tion. Difficulty level: 2

(c) Quesstion:“This is in Fairfax, Virginia.
What is the name of the road shown in the
photo?” Answer: Shadowridge Dr; Shad-
owridge drive; Shadowridge.
Skills: OCR, knowledge search, knowl-
edge retrieval, GUI, comparison, spatial
relationships. Difficulty level: 3

Figure 1: Examples of the three core challenges in our OWLViz dataset. (a) Challenging visual conditions
requiring image enhancement or specialized recognition tools to count people on a white line in a low-contrast night
scene. (b) Complex reasoning tasks demanding object detection, attribute identification, and precise counting of
multi-colored umbrellas in a dynamic street scene. (c) Knowledge-intensive queries requiring internet exploration
and external data retrieval to identify specific locations based on minimal visual cues.

understand, challenging for both human and AI083

and featuring extensive tool-use skills. Yet, eval-084

uation on this dataset is simple and can be done085

automatically.086

Despite their success in many visual ground-087

ing tasks, even the best-performing VLMs demon-088

strated surprisingly poor performance on our bench-089

mark. Most models achieved less than 20% accu-090

racy in exact-match evaluation and below 30% in091

LLM-match evaluation, while college students eas-092

ily completed these tasks with 69.2% accuracy in093

under one minute. OWLViz presents novel chal-094

lenges and opportunities for advancing research095

in open-world visual understanding. We keep our096

dataset private to minimize data contamination. Ad-097

ditional information on how to access the data is098

available upon request.099

2 Related work100

VQA Dataset. Early visual question answering101

datasets focus on evaluating visual abilities such102

as visual entity and entity attributions (Ren et al.,103

2015; Malinowski and Fritz, 2014). Later works104

shift the focus towards object relation understand-105

ing (Antol et al., 2015), compositional reasoning106

on spatial relations (Johnson et al., 2017; Hudson107

and Manning, 2019). Recent studies expand the108

scope of the question into common-sense knowl-109

edge (Marino et al., 2019). However, these datasets110

are quite limited in coverage of real user queries.111

VLMs Dataset. State-of-the-art VLMs have 112

rapidly advanced in vision understanding (Hu et al., 113

2024a; Zhang et al., 2024; Zhou et al., 2024; Le 114

et al., 2024), task comprehension (Jing et al., 2024), 115

reasoning (Yue et al., 2024; Dang et al., 2024), and 116

tool-use capabilities (Liu et al., 2025; Nguyen et al., 117

2024), enabling AI systems to tackle general hu- 118

man tasks (Kelly et al., 2024). These advances 119

have led VLMs to surpass previously challenging 120

AI benchmarks (Mialon et al., 2023; Marino et al., 121

2019; Hendrycks et al., 2020), prompting a shift 122

in benchmarking toward real-world applications 123

(Jimenez et al., 2024; Glazer et al., 2024) that in- 124

corporate human-centric considerations like ethical 125

alignment and societal impact (Hu et al., 2024b). 126

Agentic Dataset. Many agentic datasets for tool 127

calling are dedicated to some selected environ- 128

ments with limited tool space (Liu et al., 2023b; 129

Li et al., 2023; Patil et al., 2024). However, these 130

datasets risk the ability to evaluate general-purpose 131

agents. Recent works have shifted towards open- 132

domain, unlimited tools (Mialon et al., 2023). 133

While GAIA is close to our work, its questions 134

provide detailed plans to achieve the answer, hence 135

only testing how well an agentic system is inte- 136

grated with available tools rather than exploration 137

and tool retrieval (Nguyen et al., 2024). 138

3 Dataset Creation 139

OWLViz is designed to evaluate models’ capabil- 140

ities in comprehending image content and lever- 141
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aging external tools to answer image-related ques-142

tions. The dataset comprises 248 human-designed143

and annotated questions, each associated with an144

image and an unambiguous ground truth answer,145

allowing exact-match evaluation.146

This section presents our methodology for con-147

structing a dataset that more effectively evaluates148

Visual Question Answering (VQA) systems’ perfor-149

mance on open-world visual queries. The dataset150

development process encompasses five principal151

phases: (1) systematic image acquisition, (2) open-152

world question design, (3) establishment of reason-153

ing paths to ensure reliable answer derivation, (4)154

comprehensive data annotation, and (5) implemen-155

tation of standardized answer formatting protocols.156

3.1 Image Acquisition157

Images were collected from a range of publicly158

accessible sources. For questions requiring only vi-159

sual interpretation, we intentionally selected dense160

and detailed images to ensure sufficient visual com-161

plexity. For questions designed to prompt external162

searches, images were chosen to provide minimal163

but sufficient cues such as brand names, logos, or164

partial text while avoiding overexposure of infor-165

mation that could reduce the challenge of the task.166

The five most frequent image sources are167

redfin.com, istockphoto.com, zillowstatic.com, rd-168

cpix.com, shutterstock.com, and pexels.com. To-169

gether with 17 screenshots, these sources account170

for approximately half of the dataset. The 17171

author-generated images were created in cases172

where direct image URLs were unavailable, such as173

screenshots taken from PDF reports, social media174

posts, or frames from YouTube videos.175

3.2 Questions Design176

The dataset shares several design principles with177

GAIA, including (1) targeting questions that are178

conceptually simple yet practically useful and chal-179

lenging for contemporary AI systems, (2) ensuring180

interpretability, (3) maintaining robustness against181

memorization, and (4) facilitating ease of evalu-182

ation. However, OWLViz distinguishes itself in183

several key aspects: (5) exclusive focus on images184

and (6) concise and practical.185

First, every question in OWLViz is directly186

linked to a photograph. Questions can be answered187

using (i) image content alone, (ii) a combination188

of image content and metadata embedded within189

the image, or (iii) an integration of image content,190

metadata, and external knowledge inferred from191

visual cues. Unlike other datasets where questions 192

can be excessively lengthy and unlikely to reflect 193

the way people naturally inquire about information, 194

our dataset prioritizes practicality. 195

Second, OWLViz is designed to capture ques- 196

tions that closely mirror the types of inquiries peo- 197

ple naturally make when interpreting images in 198

everyday contexts. These include tasks such as 199

counting objects, identifying locations or addresses, 200

checking property costs, extracting key details, or 201

interpreting relationships between elements in a 202

scene. This emphasis on practical, context-driven 203

questions ensures the dataset’s relevance to real- 204

world applications and everyday problem-solving 205

scenarios. 206

We develop an initial set of skills that was incor- 207

porated into the annotation web interface; the skill 208

list includes three main categories: visual skills, 209

reasoning skills, and tool skills (See Table 1). Dur- 210

ing the annotation, we allow annotators to add new 211

skills if needed, which results in some less frequent 212

skills as shown in Figure 4. 213

3.3 Data Annotation 214

All questions in OWLViz were designed and anno- 215

tated by the authors. Each question was carefully 216

crafted and reviewed to ensure clarity, relevance, 217

and alignment with a corresponding image. An 218

exact-match answer was provided for each ques- 219

tion, establishing a clear ground truth. 220

To ensure the quality, solvability, and objectivity 221

of the dataset, the annotation process was divided 222

into three distinct phases. In the first phase, one 223

author was responsible for collecting the images 224

and constructing the initial set of questions. In 225

the second phase, five other authors independently 226

reviewed the questions and provided feedback to 227

refine and clarify them where necessary. In the 228

third phase, to promote annotation consistency and 229

minimize bias, an internal tool was developed to 230

randomly assign each question to at least two re- 231

viewers. Reviewers answered the questions without 232

any additional context beyond the image and the 233

question text. 234

Any question that could not be reliably answered 235

by the reviewers without additional input from the 236

original author was removed from the dataset. This 237

three-phase process ensured that the final dataset 238

includes only questions that are independently an- 239

swerable and clearly grounded in the accompany- 240

ing visual content. 241
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Skill Description
V

is
ua

l
human recognition Identify humans and their locations in the image
object recognition Identity non-human objects and their location in the image
identify 2 endpoints Identify two specific endpoints of an object in an image
object detection Identifies what objects are present and where they are located by using a bounding box
object segmentation Provides pixel-level understanding of what and where all objects are
spatial relationships Understands 3D spatial relations between objects in the image.
attribute identification Specifies attributes of objects (e.g., color, shape, size)

R
ea

so
ni

ng

object measuring Measures object dimensions or distances in the image
arithmetic calculation Comprises operations such as Addition, Subtraction, Multiplication and Division
counting Handles counting queries such as ’how many...’
comparison Handles comparison queries
logical operations Handles logical operations such as AND (intersection) and OR (union) on sets

To
ol

s

QR code scanning Scans and decodes QR codes from the image
OCR Optical Character Recognition — extracts text and their locations in the image
GUI Handles graphical user interface-based tasks
knowledge search Searches for external knowledge beyond the image itself
using external API Uses an external API such as image enhancement and reading metadata.
knowledge retrieval Retrieve the necessary information in the metadata of images

Table 1: Taxonomy of skills required for our dataset, categorized into visual, reasoning, and tool-based capabilities.
Each skill is accompanied by a functional description indicating the specific capability it represents in the context of
visual question answering tasks.
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Figure 2: Number of unique skills used per question.

3.4 Answer Format Standardization242

We explicitly specify the format of the expected243

answer for each question. This includes defining244

whether the answer should be a yes/no response, a245

multiple-choice selection, or a short exact-match246

answer. For some questions, multiple answers247

are allowed. Acceptable answers are separated by248

semicolons. The exact output format instruction is249

provided in Appendix C.1. By standardizing the250

answer format, we facilitate straightforward evalua-251

tion, enabling seamless testing of both exact-match252

answers and multiple-choice responses. This de-253

sign ensures that the dataset is both practical and ro-254

bust, catering to diverse testing and benchmarking255

needs while maintaining ease of implementation.256

It is important to note that, in order to conform to257

an exact-match evaluation format, questions were258

transformed into constrained response types such 259

as multiple choice, yes/no, single numerical values, 260

or short text answers limited to a few words. While 261

this approach facilitates consistent evaluation and 262

benchmarking across models, it may also increase 263

the likelihood of correct responses, as it narrows 264

the range of possible outputs. 265

Preliminary experiments using free-form, open- 266

ended answers reveal significantly higher failure 267

rates, suggesting that exact-match formats may 268

overestimate model performance by simplifying 269

the response space. This is a trade-off between 270

evaluation consistency and the complexity of real- 271

world language understanding. 272

3.5 Difficulty Level 273

Following (Mialon et al., 2023), we categorize 274

questions into three levels of increasing difficulty 275

based on the size of unique skills needed to an- 276

swer the question. Figure 2 shows the a number of 277

unique skills used per question. 278

We broadly define difficulty levels as follows: 279

• Level 1: Typically involves no more than 2 280

unique skills and at most 1 external tool. 281

• Level 2: Involves a greater number of skills 282

- generally between 3 and 5 skills, typically 283

includes the combination of two tools. 284
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Figure 3: Model performance degradation across
difficulty levels. Results show both Gemini 2.5 Pro
and Llama 3.2-70B exhibit declining accuracy as task
difficulty increases, illustrating current limitations in
complex visual reasoning.
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.

• Level 3: Designed for an ideal general-285

purpose assistant, these questions may require286

arbitrarily long sequences of actions, unre-287

stricted use of tools, and general access to the288

whole Internet.289

Figure 3 shows the performance of Gemini Pro290

and Llama 3.2 90B grouped by difficulty level.291

Overall, these VLMs’ performance deteriorates,292

highlighting the persistent gap between current AI293

capabilities and human-like reasoning.294

We also displays the distribution of skills needed295

that were generated by annotators in Figure 4 .296

Among visual skills, object detection, OCR, and297

spatial reasoning are most common. In reasoning298

skills, counting and knowledge retrieval dominate.299

For tool-use skills, knowledge search and GUI in-300

teraction are most frequent.301

4 Experiments 302

In this session, we assess the capabilities of three 303

powerful methodological approaches on OWLViz: 304

Vanilla VLMs, Tool-Calling Agents and GUI 305

Agents. This comparative analysis allows us to 306

identify and examine the key challenges presented 307

by our dataset. 308

4.1 Evaluation Metrics 309

We employ two metrics to evaluate model perfor- 310

mance: Exact Match (EM) and LLM-based Match 311

(LM) (Zheng et al., 2023). The EM metric requires 312

the model’s output to be identical to the ground 313

truth answer, allowing for minor variations in capi- 314

talization and whitespace. In practice, some mod- 315

els still fail to follow output format instructions, 316

leading to false negative errors. To allow for more 317

flexible evaluation, we use LM, where GPT-4o acts 318

as a judge to determine semantic equivalence be- 319

tween the predicted and ground truth answers (See 320

Appendix C.3). 321

4.2 Vanilla VLMs 322

Models. We evaluate a wide set of open-source 323

VLM models: DeepSeek-VL (Wu et al., 2024), 324

Qwen-VL (Yang et al., 2024), InternVL (Zhang and 325

Zhou, 2022), LLaVa (Liu et al., 2023a), and Molmo 326

(Deitke et al., 2024) as well as proprietary models, 327

i.e., Anthropic’s Claude, OpenAI’s GPT4V/o, and 328

Google’s Gemini. 329

Results. Table 2 presents our evaluation of VLMs 330

across three categories: small open-source, large 331

open-source, and proprietary models. The results 332

demonstrate that OWLViz poses significant chal- 333

lenges even for state-of-the-art VLMs. The best- 334

performing models, Gemini-2.5-pro-preview and 335

Gemini-2.0-flash, achieve only 21.51% EM accu- 336

racy, indicating substantial room for improvement 337

on this benchmark. This relatively low perfor- 338

mance across all models suggests that our dataset 339

effectively probes the limitations of current VLMs 340

in handling complex visual reasoning tasks when 341

not equipped with tools. 342

Within the open-source category, larger mod- 343

els generally perform better than their smaller 344

counterparts, but the improvement is modest. For 345

instance, Llama-3.2-11B-Vision-Instruct tops the 346

small model leaderboard at 25.10% LM, its larger 347

variant Llama-3.2-90B-Vision-Instruct yields a 348

lower LM score (24.70%). This suggests that sim- 349

ply scaling up model size may not be sufficient 350
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Model EM LM

Human 69.21
Sm

al
lO

pe
n

So
ur

ce

DeepSeek-VL2-small (2.8B) 11.16 12.75
DeepSeek-VL2 (4.5B active) 11.16 14.34
Qwen2-VL-7B-Instruct 12.75 17.93
Qwen2.5-VL-7B-Instruct 13.94 19.52
InternVL3-8B 14.34 21.12
LLaVa-v1.6-mistral-7B 14.74 15.54
Llama-3.2-11B-Vision-Instruct 14.74 25.10
InternVL2.5-8B 14.74 18.73
LLaVa-v1.5-13B 16.33 16.33
Molmo-7B-D-0924 17.13 20.32
LLaVa-v1.5-7B 18.33 19.92

L
ar

ge
O

pe
n

So
ur

ce

Qwen2.5-VL-32B-Instruct 2.79 25.90
InternVL2.5-38B 13.94 19.52
InternVL3-78B 15.54 20.72
Molmo-72B-0924 15.94 22.71
InternVL2.5-78B 15.94 21.91
InternVL3-38B 16.73 23.11
Qwen2-VL-72B-Instruct 19.92 25.90
Qwen2.5-VL-72B-Instruct 20.32 26.29
Llama-3.2-90B-Vision-Instruct 20.72 24.70

Pr
op

ri
et

ar
y

Claude-3-5-sonnet-20241022 11.55 19.92
GPT-4V 14.34 20.00
Gemini-2.5-Flash 15.54 25.50
GPT-4o (2024-11-20) 16.33 19.52
Gemini-1.5-Pro 19.52 21.91
Gemini-2.0-Flash 21.51 24.30
Gemini-2.5-Pro 21.51 27.09

Table 2: Model performance breakdown into 3 groups
ordered by EM performance. The best and second-best
of each group are bolded and underlined, respectively.

to address the challenging nature of our bench-351

mark. Among proprietary models, while Gemini-352

2.0-Flash sets the current state-of-the-art, its perfor-353

mance (21.51% EM, 27.09% LM) still falls signif-354

icantly short of human-level understanding, high-355

lighting the substantial gap between current AI356

capabilities and human visual reasoning abilities.357

Notably, the consistent gap between EM and LM358

scores across all models indicates that even when359

models grasp the correct concept, they often strug-360

gle to express it in the exact required format.361

4.3 Tool-Calling Agents362

Models. Tool-Calling Agents extend traditional363

VLMs by integrating external tools and action ca-364

pabilities to solve complex visual reasoning tasks.365

Our evaluation examines six representative sys-366

tems: LLaVa-Plus (Liu et al., 2025), which en-367

hances LLaVA (Liu et al., 2023a) with pre-trained368

Model MLLM EM LM

LLaVa-Plus gpt-4o-2024-11-20 0.00 2.50
ViperGPT gpt-4o-2024-11-20 7.56 12.35
GPT4Tools vicuna-7b-v1.5 11.15 14.34
HYDRA gpt-4o-2024-11-20 10.75 12.35
HF Agent gpt-4o-2024-11-20 18.32 24.08
DynaSaur gpt-4o-2024-11-20 16.23 26.67

Table 3: Performance of Agentic models with tool-uses.
The best and second-best of each group are bolded and
underlined, respectively.

vision tools for improved reasoning; ViperGPT 369

(Surís et al., 2023), which uses GPT-4o to generate 370

Python code orchestrating multiple vision models; 371

GPT4Tools (Yang et al., 2023), built on Vicuna 372

with instruction tuning for visual tool control; HY- 373

DRA (Jalaian et al., 2025), employing deep rein- 374

forcement learning to fine-tune LLMs for dynamic 375

visual reasoning; HF Agent includes predefined 376

tools for visual tasks and web browsing; and Dy- 377

naSaur (Nguyen et al., 2024), supporting real-time 378

generation and composition of actions with capabil- 379

ities for continual learning through action storage 380

and reuse. 381

Results. Table 3 presents the performance com- 382

parison of various large language models (LLM) 383

agents equipped with tool-use capability. Among 384

the models, HF Agent achieves the highest EM 385

score (18.32%), indicating superior accuracy in ex- 386

act task execution, followed closely by DynaSaur 387

(16.23%). DynaSaur leads in LM score (26.67%), 388

suggesting strong overall language understanding 389

and generation capabilities. In contrast, LLava- 390

Plus performs poorly across both metrics, particu- 391

larly with an EM score of 0.00, highlighting limita- 392

tions in task precision. 393

Tool Exploration Incentives. Our analysis re- 394

veals that the original tool-calling agent baselines 395

demonstrate insufficient motivation to utilize exter- 396

nal models or tools for visual question-answering 397

tasks, instead defaulting to generating code com- 398

ments for reasoning before directly producing an- 399

swers. To mitigate this limitation, we implemented 400

an explicit instruction requiring agents to employ 401

at least one external tool for answer verification 402

prior to submission. We subsequently conducted a 403

comprehensive analysis of all libraries and machine 404

learning models generated by DynaSaur across 100 405

sample instances. Figure 5 illustrates the compara- 406
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Model EM LM Click Hover Scroll

UI-TARS 0.00 12.31 0.91 0.51 0.68
ShowUI 0.00 12.80 0.97 0.19 0.10

Table 4: The performance in EM and LM of GUI Agents
on OWLViz with the average number of mouse actions.

tive frequency of tool utilization between models407

with and without these incentives. This strategic408

modification yielded a 2% improvement in Exact409

Match (EM) score. For detailed results, readers410

may refer to Table 5 in the appendix.411

In the no-incentive scenario (Figure 5), tool us-412

age is more concentrated and limited in diversity,413

with image (118), tags (38), and pytesseract (34)414

being the most frequently used tools. Most other415

tools appear only a handful of times, reflecting416

a poor coverage of the tools being used. In con-417

trast, models with incentives show both a signifi-418

cant increase in tool usage and a broader variety419

of tools. pytesseract leads with 262 mentions, fol-420

lowed by image (218), and YOLO (120). Addi-421

tionally, a wide array of tools such as cv2, torch,422

transforms, and various deep learning components423

(e.g., fasterrcnn_resnet50_fpn, cnn) appear in the424

incentivized setting. This indicates that the pres-425

ence of incentives not only increases effort but also426

encourages a broader adoption of more sophisti-427

cated, task-specific tools.428

4.4 GUI Agents429

Models. Our evaluation includes two GUI inter-430

action baselines combining GPT-4o (2024-11-20)431

with specialized action determination components.432

UItars (Qin et al., 2025) pairs GPT-4o’s reasoning433

capabilities with UI-TARS-2B-SFT for action de-434

termination in graphical interface tasks, enabling435

structured human-computer interactions. Similarly,436

ShowUI (Lin et al., 2024) employs the same GPT-437

4o model for reasoning but integrates ShowUI-2B438

for GUI action determination, facilitating efficient439

multimodal instruction-following in computer in-440

terfaces.441

Results. Table 4 presents the performance of two442

GUI agents—UI-TARS and ShowUI—evaluated443

in task accuracy and the average number of mouse444

actions (Click, Hover, Scroll). Both agents fail445

to achieve any correct task as indicated by their446

EM scores of 0.00, highlighting a complete lack of447

task-following capabilities in output format. While448

LM scores are modest, with ShowUI slightly better449
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Figure 5: Comparison of libraries and ML models used
by DynaSaur with (left) and without incentive (right).

than UI-TARS (12.80% vs. 12.31%). 450

Notably, the total number of actions performed 451

by these agents is extremely low, reflecting minimal 452

engagement with the interface. UI-TARS averaged 453

fewer than 1 click (0.91), hover (0.51), and scroll 454

(0.68) actions per task, while ShowUI executed 455

slightly more clicks (0.97) but significantly fewer 456

hovers (0.19) and scrolls (0.10). These numbers 457

indicate that these GUI agents barely interact with 458

the user interface. This somehow explains the low 459

performance of the GUI agents, even when the 460

model is allowed to freely explore. 461

4.5 Comparison between orchestrations 462

In our evaluation of model performance across 463

vision-language models (VLMs), agent-based sys- 464

tems, and GUI agents, we observe distinct ca- 465

pability profiles across these paradigms. Vision- 466

language models, particularly proprietary systems 467

such as Gemini-2.5-Pro, demonstrate the strongest 468

overall performance, achieving the highest exact 469

match (EM) and LLM match (LM) scores. Agent- 470

based systems that incorporate tool use, such as HF 471

Agent and DynaSaur powered by GPT-4o, show a 472

marked improvement in EM over their base models 473

7



Question & Answer

What is the name of the shop
that is located across the
street from the lot for sale
in this photo? Provide an
answer in fewer than 3 words

Any of the following an-
swers are acceptable: Wheat
Bay; Uniquely Chengdu;
Wheat Bay Uniquely
Chengdu

Gemini

...Identify the shop across Alder Street
from the for-sale lot.
Not identifiable

DynaSaur

The name of the shop across the street
is visible in the image. It is "Starbucks
Coffee".

ShowUI

I need to...
Action: Scroll
No answer

Figure 6: Qualitative results comparing different model capabilities on OWLViz. Results demonstrate varying
capabilities across model types: Gemini (vanilla VLM) fails to identify the target, DynaSaur (tool-calling agent)
produces an incorrect answer despite external search capabilities, and ShowUI (GUI agent) provides no answer.

(e.g., HF Agent achieves 18.32 EM vs. 16.33 for474

standalone GPT-4o), suggesting that tool augmen-475

tation enables more effective task execution and476

grounded reasoning. However, GUI agents such477

as UI-TARS and ShowUI exhibit significant limi-478

tations, with EM scores remaining at 0.00 and LM479

scores peaking at only 12.80%. Their low interac-480

tion metrics across click, hover, and scroll actions481

further highlight their current inability to perform482

even basic interface-driven tasks reliably.483

4.6 Qualitative Example484

We present a qualitative example that demonstrates485

the varying capabilities of different model types486

(see Figure 6). Gemini, representing vanilla VLMs,487

attempts to locate the "For Sale" lot but fails to488

identify the street name and the requested business,489

resulting in a conclusion "Not identifiable". Dy-490

naSaur, the tool-calling agent, leverages OCR and491

Search to identify the correct lot address ("821-492

825 E 13th Ave, Eugene, OR") and employs exter-493

nal search tools to find businesses in the vicinity.494

Through progressive refinement of search queries495

and cross-referencing, DynaSaur identifies "Star-496

bucks Coffee" as the shop across from the lot.497

However, this is an incorrect answer, highlight-498

ing challenges in accurate spatial reasoning and499

external knowledge integration (e.g., maps with 500

street view). ShowUI, representing GUI agents, 501

demonstrates the limitations of restricted action 502

capabilities. With only two available actions, the 503

model attempts to scroll but ultimately fails to pro- 504

duce an answer. This illustrates how constraints 505

on interaction modalities can significantly impact 506

performance on complex visual reasoning tasks. 507

Please refer to Section D in the supplementary ma- 508

terials for detailed output. 509

5 Conclusion 510

We introduced OWLViz, a challenging benchmark 511

for evaluating AI models’ visual understanding, 512

reasoning, and tool use. By integrating real-world 513

tasks requiring image comprehension, metadata ex- 514

traction, web exploration, and external tool use, 515

OWLViz highlights the limitations of current 516

VLMs, tool-use agents, and GUI agents, which 517

fall short of human performance. Our results show 518

that AI struggles with multi-step reasoning and 519

practical tool integration, underscoring the need for 520

further advancements. 521

8



Limitation522

This initial dataset has a limited sample size. Future523

work will expand it to include a variety of image524

quality, content diversity, and a broader range of525

daily life scenarios encountered in photographs.526

Ethical Consideration527

All the data in this project were annotated by the528

authors. We did not hire any crowd-sourced work-529

ers. The images in this dataset were sourced from530

publicly accessible platforms, with no copyright531

claimed. The dataset excludes personally identifi-532

able or sensitive information.533
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Model EM

DynaSaur (w/o incentive) 9.0
DynaSaur (w/ incentive) 11.0

Table 5: Performance of LLM with tool-use

A Data Annotation Discussion786

Diversity Consideration For questions involv-787

ing counting people, we deliberately included a788

wide range of settings, cultures, and geographic re-789

gions to ensure broad representation. For questions790

involving object detection, our focus was on iden-791

tifying objects that are commonly encountered in792

everyday life, as opposed to rare or obscure objects793

that most people are unlikely to encounter. The794

goal was to create questions that align with prac-795

tical use cases and test AI systems on their ability796

to recognize and reason about objects that play a797

significant role in daily human activities.798

Multiple-Choice Consideration One major con-799

cern in using multiple-choice answers is the po-800

tential difficulty in assessing contamination, as a801

model may arrive at the correct choice despite fol-802

lowing an incorrect reasoning path. This raises803

challenges in evaluating whether the model truly804

understands the question or has simply arrived at805

the answer through spurious correlations.806

Upon analyzing the model results, we found that807

this phenomenon is rare. While multiple-choice808

formats may introduce some ambiguity in reason-809

ing validation, the majority of cases reflect genuine810

model comprehension rather than accidental cor-811

rectness. Further investigation into model reason-812

ing patterns can provide deeper insight into this813

effect and its implications for benchmarking AI814

systems.815

B Experiment Details816

All the experiments with open-source models were817

done on a single P4de node with 8 A100-80GB818

GPUs. We use the original non-quantized check-819

point using bfloat16 and temperature = 0.820

We use GPT 4o (gpt-4o-2024-11-20) in the821

LLM Match, the HF-Agents, and DynaSaur mod-822

els.823

In this work, we use the following model cards824

from HuggingFace for our evaluation:825

• deepseek-ai/deepseek-vl2 (Wu et al., 2024)826

• deepseek-ai/deepseek-vl2-small827

• liuhaotian/llava-v1.6-mistral-7b (Liu et al., 2024a) 828

• liuhaotian/llava-v1.5-13b 829

• Claude-3-5-Sonnet (claude-3-5-sonnet-20241022) 830

• GPT-4V (2023-12-01-preview) 831

• GPT-4o (gpt-4o-2024-11-20) 832

• Qwen/Qwen2-VL-7B-Instruct (Wang et al., 2024) 833

• Qwen/Qwen2-VL-72B-Instruct 834

• Qwen/Qwen2.5-VL-7B-Instruct (Yang et al., 2024) 835

• Qwen/Qwen2.5-VL-72B-Instruct 836

• Gemini-1.5-pro 837

• Gemini-2.0-flash 838

• Gemini-2.5-flash (gemini-2.5-flash-preview-04-17) 839

• Gemini-2.5-pro (gemini-2.5-pro-preview-03-25) 840

• OpenGVLab/InternVL2.5-8B (Chen et al., 2024) 841

• OpenGVLab/InternVL2.5-38B 842

• OpenGVLab/InternVL2.5-78B 843

• OpenGVLab/InternVL3-8B (Zhu et al., 2025) 844

• OpenGVLab/InternVL3-38B 845

• OpenGVLab/InternVL3-78B 846

• meta-llama/Llama-3.2-11B-Vision-Instruct 847
(Dubey et al., 2024) 848

• meta-llama/Llama-3.2-90B-Vision-Instruct 849

• allenai/Molmo-7B-D-0924 (Deitke et al., 2024) 850

• allenai/Molmo-72B-0924 851

C Prompts 852

C.1 Answer Format Specifications 853

Prompt C.1: Answer Format Specification

# Answer format
Your final answer should be a number OR as few words
as possible OR a comma-separated list of numbers and/or
strings.
- If you are asked for a number, don’t use commas to write
your number nor use units such as $ or percent sign unless
specified otherwise.
- If you are asked for a string, don’t use articles, or abbre-
viations (e.g. for cities), and write the digits in plain text
unless specified otherwise.
- If you are asked for a comma-separated list, apply the
above rules depending on whether the element to be put in
the list is a number or a string.

854
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C.2 LLM Prompt855

Prompt C.2: System Prompt

# Answer format

You are a Visual Language Model capable of performing
Visual Question Answering tasks.
You are provided with:
An image as input.
A question about the image.

Your task is to:

Understand the input: Briefly explain what is visible in the
image.
Analyze the question: Break down the question into
components (e.g., type of query, objects or attributes
referenced).
Identify reasoning path: Describe the step-by-step
reasoning used to answer the question.
Tools or techniques used: Explain which tools (e.g., object
detection, attribute recognition, spatial reasoning) are
involved in each step.

Final answer: Provide a clear and concise answer to the
question.

When describing the reasoning path, include:

Visual features extracted from the image (e.g., objects,
relationships, or regions of interest).
Logical steps that are taken to interpret the image in the
context of the question.
Connections between extracted features and the question
components.

Example:
Image: [Attach an image here]
Question: "What is the color of the car parked next to the
tree?"

Expected Response:
Image Description: The image shows a parking lot with
several cars and trees. A red car is parked next to a tree on
the left side of the image.
Question Analysis: The question asks for the color of a
specific car relative to its position near a tree.

Reasoning Path:
Step 1: Detect objects in the image (cars, trees).
Step 2: Identify spatial relationships (car parked next to the
tree).
Step 3: Extract the attribute (color) of the relevant car.

Tools or Techniques Used:

Object detection to locate cars and trees.
Spatial reasoning to determine proximity.
Attribute recognition to identify the color of the car.
Final Answer: The car parked next to the tree is red.

Question: {{question}}
Your response:

856

C.3 LLM Match Prompt 857

Prompt C.3: LLM Match Prompt

Task: Compare the two answers to determine whether they
are semantically equivalent. If Answer 1 contains multiple
valid options separated by semicolons (";"), consider
Answer 2 semantically the same if it matches the meaning
of any one of the options in Answer 1.
Instructions:
- If the meanings are equivalent or convey the same idea,
return True.
- If the meanings are different, unrelated, or contain
conflicting information, return False.
- Return only "True" or "False" as output. Do not explain.
Input:
- Question: question
- Answer 1: answer_1
- Answer 2: answer_2
- Output format: Return only True or False.

Example 1:
- Question: “How many parking slots are available in this
photo? Choose one option: a. at least 24 b. no more than
20”
- Answer 1: “b”
- Answer 2: “no more than 20”
- Output: True

Example 2:
- Question: “How many people are wearing plain white
shirts in this photo? Choose one option: a. at least 15, b.
12, c. 13, d 14”
- Answer 1: “a”
- Answer 2: “12”
- Output: False

858

D Output examples 859

The following tables show 3 failure cases of Gem- 860

ini, Molmo, HF Agent, and Dynasaur. Here are 861

some observations: 862

• Even though Gemini and Molmo were in- 863

structed to perform chain-of-thought, the im- 864

age description does not help provide infor- 865

mation to answer the question. 866

• HF Agent, as designed to use a set of prede- 867

fined tools, never creates new tools. 868

• DynaSaur does not generate new tools without 869

incentives. DynaSaur with incentive to gen- 870

erate new tools seems to only explore basic 871

VQA and OCR tools. 872
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Question: What is the number that appears in front of the face of the person on the poster on the second floor? Provide a
numeric answer.

Correct answer: 12
Gemini:

1. Image Description: The image shows a vibrant, neon-lit street scene, possibly in an Asian city. Buildings are adorned with
colorful signs and advertisements, and people are walking along the street below. The image appears to be taken at night.
2. Question Analysis: The question asks for a specific number displayed on a poster located on the second floor of a building,
positioned near a person’s face.
3. Reasoning Path:
Step 1: Locate the second floor of the building in the image. This is identifiable by the distinct floor levels and signage.
Step 2: Search for posters or advertisements on the second floor.
Step 3: Identify the poster that features a person’s face. There is a face partially obscured by some railings on the second floor
right.
Step 4: Locate the number appearing in front of the person’s face on this poster. The number 779 appears above and to the left
of the partially visible face.
4. Tools or Techniques Used:
- Visual inspection to identify the building floors and signage.
- Object recognition to locate posters and faces.
- Spatial reasoning to relate the number to the person’s face on the poster.
5. Final Answer: 779

Molmo:
1. Image Description: The image shows a bustling city street at night with numerous neon signs and advertisements. On the
second floor of a building, there’s a poster featuring a person’s face with a number displayed in front of it.
2. Question Analysis: The question asks for a specific numeric value visible on a poster on the second floor.
3. Reasoning Path:
Step 1: Identify the second floor of the building.
Step 2: Locate the poster with a person’s face.
Step 3: Detect any numbers displayed on or near the poster.
Step 4: Extract the numeric value from the detected number.
4. Tools or Techniques Used:
- Object detection to find the building and poster.
- Facial recognition to confirm the presence of a person’s face.
- Optical character recognition (OCR) to identify the number.
5. Final Answer: 1

Table 6: Output example 1: Gemini and Molmo
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HF Agent:
Assistant:
Thought: I will start by using the ‘visualizer‘ tool to analyze the image and identify the location of the second floor by looking
for visual cues such as the Bravo sign in green lettering and advertisements.
Code:

question ="Where is the second floor located in the image , and does it contain the Bravo sign in green
lettering ?"

second_floor_location = visualizer(question=question , image_path ="data/viza/validation/city -night.jpg")
print(second_floor_location)

Environment: The second floor is located above the ground level, where you can see the neon lights and the railing on the right
side of the image. The green "Bravo" sign is positioned on the first floor, underneath the second floor, as it appears just above the
entrance where people are walking in.

Assistant:
Thought: Now that I know the location of the second floor, I will use the ‘visualizer‘ tool to scan for posters on the second floor
that feature a person. I will look for any numbers that appear in front of the person’s face on these posters.
Code:

question ="Are there any posters on the second floor featuring a person? If so, is there a number in front of
the person ’s face?"

poster_info = visualizer(question=question , image_path ="data/viza/validation/city -night.jpg")
print(poster_info)

Environment: Yes, there is a poster on the second floor featuring a person. There is no number in front of the person’s face.

Assistant:
Thought: I will re-examine the second floor of the image using the ‘visualizer‘ tool to ensure no other posters or visual elements
with numbers are overlooked. I will broaden the search to include any numbers on the second floor that might be relevant to the
task.
Code:

question ="Are there any numbers on the second floor , either on posters , advertisements , or other visual
elements ?"

second_floor_details = visualizer(question=question , image_path ="data/viza/validation/city -night.jpg")
print(second_floor_details)

Environment: There are no visible numbers on the second floor in the image provided; it primarily features colorful neon signs
with various designs and text but no numerical elements are discernible.

Assistant:
Thought: Given that there are no visible numbers on the second floor, it seems the task may have been based on a misunderstanding
or incorrect assumption about the image content. However, it’s important to provide an answer based on the information we
have gathered. Since there are no numbers in front of the person’s face on the second floor, nor any other numbers visible on the
second floor, I will conclude that there is no number to report.
Code:

final_answer ("There is no number in front of the face of the person on the poster on the second floor in the
image provided .")

Environment:

Table 7: Output example 1 (cont.)
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DynaSaur (w/o incentive):
Assistant:
Thought: I’ll use the ‘inspect_image’ tool to analyze the image.
Code:

inspect_image(‘data/viz_inspector/validation/images/city -night.jpg ’)

Environment: <Image Tokens>
Assistant:
Thought: I will carefully examine the image to identify the number in front of the face of the person on the second floor.
Code:

# Observing the image , I will analyze visible details to identify the required number.

Environment: (Empty)
Assistant:
Thought: I will zoom into the image to locate the person on the second floor and identify the number in front of their face.
Code:

# Using tools to zoom into the image isn ’t possible directly here. Observing the image manually instead.

Environment: (Empty)
... (Omitted for brevity. The agent repeats similar examining thoughts and generates code comments for direct reasoning.) ...
Assistant:
Thought: I will carefully analyze the image again to identify the number in front of the face of the person on the second floor.
Code:

# Observing the image closely to determine the number in front of the person on the second floor.

Environment: (Empty)
Assistant:
Thought: The number in front of the face of the person on the second floor appears to be ’88’.
Code:

submit_final_answer (88)

Environment: Final answer: 88

Table 8: Output example 1 (cont.)
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DynaSaur (w/ Incentive):
Assistant:
Thought: To identify the number on the poster, I will apply OCR techniques to the image and analyze the results.
Code:

from PIL import Image
import pytesseract
# Load the image
image_path = "data/viz_inspector/validation/images/city -night.jpg"
image = Image.open(image_path)
# Perform OCR to extract text
extracted_text = pytesseract.image_to_string(image)
# Output the extracted text
extracted_text

Environment:

Assistant:
Thought: The OCR extraction did not yield any results. I will use a visual inspection tool to locate and analyze the specific area
of the image.
Code:

inspect_image ("data/viz_inspector/validation/images/city -night.jpg")

Environment:
Inspect image: data/viz_inspector/validation/images/city-night.jpg

Assistant:
Thought: I’ll crop and save the second floor’s region from the image for closer inspection.
Code:

from PIL import Image

# Load the image
image_path = ’data/viz_inspector/validation/images/city -night.jpg ’
image = Image.open(image_path)

# Define the approximate coordinates for the second floor
# These coordinates are estimated based on the image structure
second_floor_region = (0, 100, image.width , 300) # Adjust as necessary
# Crop the second floor region
second_floor_image = image.crop(second_floor_region)

# Save the cropped image for inspection
cropped_image_path = ’workspace/second_floor.jpg ’
second_floor_image.save(cropped_image_path)

cropped_image_path

Environment:
’workspace/second_floor.jpg’

Assistant:
Thought: I will now inspect the cropped image to focus on the second floor and identify the number.
Code:

inspect_image(’workspace/second_floor.jpg ’)

Environment: Inspect image: workspace/second_floor.jpg

Assistant:
Thought: The cropped section of the second floor is visible. I will use OCR again on this region to extract any numbers or text.
Code:

from PIL import Image
import pytesseract

# Perform OCR on the cropped second floor image
cropped_image_path = ’workspace/second_floor.jpg ’
second_floor_image = Image.open(cropped_image_path)
extracted_text = pytesseract.image_to_string(second_floor_image)

# Output the extracted text
extracted_text

Environment:

Table 9: Output example 1 (cont.)
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Question: In this photo, how many books are displayed adjacent to the glass window with their full front covers visible? Provide
a numeric answer.
Correct answer: 38

Gemini output:
1. Image Description: The image showcases the storefront of John Sandoe Books Ltd. The window display features numerous
books, both stacked and upright, along with two hanging lamps. A person can be seen inside the store, seemingly browsing or
working amongst more bookshelves.
2. Question Analysis: The question asks for a count of books displayed directly against the windowpane, with their front covers
fully visible to someone outside looking in.
3. Reasoning Path:
Step 1: Locate the bookshelves adjacent to the window. These are the lowest shelves, visually separated from the interior
bookshelves by the window’s frame.
Step 2: Identify books placed upright with their spines facing outwards towards the window, making their covers fully visible.
Books stacked horizontally or at angles where the full cover isn’t directly facing outwards are excluded from the count.
Step 3: Count the number of books meeting this criteria across the whole window display.
4. Tools or Techniques Used:
- Object detection (books)
- Spatial reasoning (adjacent to the window, facing outwards)
- Counting
5. Final Answer: Approximately 53 books are displayed with their front covers visible in the window. (This count might have a
small margin of error due to the image resolution and some partially obscured books.)

Molmo output:
1. Image Description: The image shows a bookstore window display with books arranged on shelves. There are multiple rows of
books, with the front row showing their covers.
2. Question Analysis: The question asks for the count of books with their full front covers visible adjacent to the glass window.
3. Reasoning Path:
Step 1: Identify the area adjacent to the glass window.
Step 2: Count the number of books in the front row of this area.
Step 3: Ensure each counted book has its full front cover visible.
4. Tools or Techniques Used:
- Object detection to locate books.
- Counting algorithm to determine the number of books.
- Spatial reasoning to identify the area near the window.
- Attribute recognition to confirm full front covers are visible.
5. Final Answer: 15

Table 10: Output example 2
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HF Agent:
Assistant:
Here’s the plan of action that I will follow to solve the task:

1. Use the ‘visualizer‘ tool to analyze the image "data/viza/validation/book display.jpg" to answer the specific question: "How
many books are displayed adjacent to the glass window with their full front covers visible?"

2. Based on the output from the ‘visualizer‘, determine the exact number of books that meet the criteria of being adjacent to the
glass window with their full front covers visible.

3. Use the ‘final_answer‘ tool to provide the determined number as the final answer to the task.

Let’s proceed with the first step by using the ‘visualizer‘ tool.
Error: Error in code parsing: The code blob you used is invalid: due to the following error: ’NoneType’ object has no attribute
’group’ This means that the regex pattern “‘(?:py|python)? (.*?) “‘ was not respected: make sure to include code with the correct
pattern, for instance: Thoughts: Your thoughts Code: “‘py # Your Python code here “‘<end_action>. Make sure to provide
correct code
Assistant:
Thought: I will use the ‘visualizer‘ tool to analyze the image and find out how many books have their full front covers visible
adjacent to the glass window. This will help me determine the exact count needed for the task.
Code:

result = visualizer(question ="How many books are displayed adjacent to the glass window with their full
front covers visible?", image_path ="data/viza/validation/book display.jpg")\\

print(result)\\

Environment: There are 28 books displayed adjacent to the glass window with their full front covers visible.

Assistant:
Code:

final_answer ("There are 28 books displayed adjacent to the glass window with their full front covers visible
.")

Environment:

Table 11: Output example 2 (cont.)

DynaSaur (w/o Incentive):
Assistant:
Thought: I will inspect the image using the appropriate tool to analyze its content.
Code:

inspect_image ("data/viz_inspector/validation/images/book display.jpg")

Environment: Inspect image: data/viz_inspector/validation/images/book display.jpg
Assistant:
Thought: I will carefully count the books adjacent to the glass window with their full front covers visible.
Code:

# Observing the image visually , I will count the books with their full front covers visible next to the
glass window.

# From the image , I can see the books displayed adjacent to the glass window.
# Counting them manually , there are 23 books with their full front covers visible.
# Submitting the answer based on this observation.
submit_final_answer ("23")

Environment: Final answer: 23

Table 12: Output example 2 (cont.)
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DynaSaur (w/ Incentive):
Assistant:
Thought: I will use OCR to count the number of books with visible front covers next to the glass window.
Code:

from PIL import Image
import pytesseract
# Load the image
image_path = ’data/viz_inspector/validation/images/book display.jpg ’
image = Image.open(image_path)
# Perform OCR to detect text
text = pytesseract.image_to_string(image)
# Display the OCR result
print(text)

Environment: JOHN SANDOE BOOKS LTD
: <% +". . = Aaa Tana wane’ fat ... (Omitted for brevity. The generated code failed to return coherent text.) ...
Assistant:
Thought: To accurately count the books, I will use object detection to identify the distinct full front covers visible in the image
adjacent to the glass window.
Code:
... (Omitted for brevity. The agent attempts to use YOLO and the detecto package but encounters syntactic errors.) . . .
Assistant:
Thought: I will count the books by analyzing the image using OpenCV and outputting the count directly without visual display.
Code:

import cv2
import numpy as np

# Load the image
image_path = ’data/viz_inspector/validation/images/book display.jpg ’
image = cv2.imread(image_path)
# Convert the image to grayscale
gray = cv2.cvtColor(image , cv2.COLOR_BGR2GRAY)
# Apply edge detection
edges = cv2.Canny(gray , 50, 150)
# Find contours
contours , _ = cv2.findContours(edges , cv2.RETR_EXTERNAL , cv2.CHAIN_APPROX_SIMPLE)
# Filter contours by size to approximate book covers
book_contours = [c for c in contours if cv2.contourArea(c) > 1000]
# Count the filtered contours
book_count = len(book_contours)
book_count

Environment: 72
Assistant:
Thought: The detected contours suggest there are 72 objects that could be books. However, this number seems high due to
potential over-detection of objects. I will refine the method to filter out irrelevant contours and focus on book-shaped objects.
Code:

# Refine the detection method to count only book -shaped objects
# Filter contours by aspect ratio (to match book dimensions)
book_contours_refined = [c for c in book_contours if 1.5 < cv2.boundingRect(c)[2] / cv2.boundingRect(c)[3] <

3]
# Count the refined contours
refined_book_count = len(book_contours_refined)
refined_book_count

Environment: 13
Assistant:
Thought: The refined method detected 13 books with visible front covers adjacent to the glass window. This count is more
accurate and aligns with the task requirements.
Code:

submit_final_answer ("13")

Environment: Final answer: 13

Table 13: Output example 2 (cont.)
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Question: What is the name of the shop that is located across the street from the lot for sale in this photo? Provide an answer in
fewer than 3 words.
Answer: Wheat Bay;Uniquely Chengdu; Wheat Bay(Uniquely Chengdu)

Gemini output:
1. Image Description: An aerial view of a city block with streets, buildings, parking lots, and trees. A rectangular lot is
highlighted in yellow, marked “For Sale.”
2. Question Analysis: The question asks for the name of a shop across the street from the “For Sale” lot. It requires identifying
the lot, the street it faces, the opposite side of that street, and the shop located there.
3. Reasoning Path:
Step 1: Locate the “For Sale” lot (highlighted in yellow).
Step 2: Identify the street it faces (Alder Street).
Step 3: Determine the opposite side of Alder Street.
Step 4: Identify the shop across Alder Street from the for-sale lot. It appears to be a multi-tenant building.
4. Tools or Techniques Used:
- Object recognition (identifying the for-sale lot and buildings).
- Spatial reasoning (determining “across the street”).
- Text recognition (“For Sale” label).
5. Final Answer: Not identifiable.

Molmo output:
1. Image Description: The image shows a city street with buildings and a “For Sale” sign on a vacant lot. Across the street,
there’s a building with a visible sign.
2. Question Analysis: The question asks for the name of a specific shop located opposite the lot for sale.
3. Reasoning Path:
Step 1: Locate the “For Sale” sign on the vacant lot.
Step 2: Identify the building directly across the street from the lot.
Step 3: Read the sign on that building to determine the shop name.
4. Tools or Techniques Used:
- Object detection to locate the “For Sale” sign and buildings.
- Spatial reasoning to determine “across the street“ relationships.
- Text recognition to read the shop name on the sign.
5. Final Answer: Kincaid Street

Table 14: Output example 3
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HF Agent:
Assistant:
Thought: I will start by analyzing the image using the ‘visualizer‘ tool to identify any visible signage or distinguishing features
of the building across the street from the lot for sale. This will help in determining the name of the shop.
Code:

image_path = "data/viza/validation /821-825-E-13th-Ave -Eugene -OR-Building -Photo -1- HighDefinition.png"
question = "What is the name of the shop or any visible signage on the building across the street from the

lot for sale?"
visualizer_result = visualizer(question=question , image_path=image_path)
print(visualizer_result)\\

Environment: The name visible on the building across the street from the "For Sale" lot is "STONEWORKS MASSAGE & SKIN
CARE."

Assistant:
Thought: The visualizer tool has successfully identified the name of the shop across the street from the lot for sale as
"STONEWORKS MASSAGE & SKIN CARE." I will now provide this as the final answer.
Code:

final_answer (" STONEWORKS MASSAGE & SKIN CARE")

Environment:

Table 15: Output example 3 (cont.)

DynaSaur (w/o Incentive):
Assistant:
Thought: I will analyze the image to identify the shop located across the street from the lot marked ’For Sale’.
Code:

# Since I have the image loaded , I will inspect it visually to identify the shop across the street.
image_path = "data/viz_inspector/validation/images /821-825-E-13th-Ave -Eugene -OR-Building -Photo -1-

HighDefinition.png"
inspect_image(image_path)

Environment: Inspect image: data/viz_inspector/validation/images/821-825-E-13th-Ave-Eugene-OR-Building-Photo-1-
HighDefinition.png
Assistant:
Thought: I will analyze the details in the image to identify the shop’s name and provide a definitive answer.
Code:

# Observing the image , I will determine the name of the shop located directly across the street from the
highlighted lot.

Environment: (empty)
Assistant:
Thought: The shop across the street from the highlighted lot is visible in the image. I will zoom in and analyze the details to
identify its name.
Code:

# The image already provides a clear view. I will analyze the text and features visible in the image to
identify the shop.

Environment: (empty)
Assistant:
Thought: The shop across the street from the lot for sale is visible in the image. Its name can be determined by observing the
signage on the building directly opposite the lot.
Code:

# Based on the image , the shop ’s name can be derived from the signage visible across the street. No
additional processing is needed.

Environment: (empty)
Assistant:
Thought: The name of the shop across the street is visible in the image. It is "Starbucks Coffee".
Code:

submit_final_answer (" Starbucks Coffee ")

Environment: Final answer: Starbucks Coffee

Table 16: Output example 3 (cont.)
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DynaSaur (w/ Incentive):
Assistant:
Thought: I will use OCR to identify the name of the shop across the street from the lot marked as ’For Sale’ in the image.
... (Omitted for brevity. The agent repeatedly used pytesseract to extract the street name but failed to retrieve any text.) ...
Assistant:
Thought: I will attempt a different approach by using an external search to identify the businesses in the area based on the
address and image context.
Code:

# I will search for businesses in the area of ’821-825 E 13th Ave , Eugene , OR’ to identify the shop across
the street .\\

query = "businesses near 821 -825 E 13th Ave , Eugene , OR"\\
informational_web_search(query)

Environment: A Google search for ’businesses near 821-825 E 13th Ave, Eugene, OR’ found 9 results: ... (Omitted for brevity)
...
Assistant:
Thought: I will refine the search to focus on identifying the specific shop across the street from the lot for sale.
Code:

# Searching for the specific shop across the street from the lot for sale in Eugene , OR.\\
query = "shop across the street from 821 -825 E 13th Ave , Eugene , OR"\\
informational_web_search(query)

Environment: A Google search for ’shop across the street from 821-825 E 13th Ave, Eugene, OR’ found 10 results: ... (Omitted
for brevity) ...
Assistant:
Thought: Based on the search results, it seems Espresso Roma is a notable shop near the specified location. I will confirm this by
cross-referencing additional sources.
Code:

navigational_web_search (" Espresso Roma 825 E 13th Ave Eugene OR")

Environment: "Address: https://www.yelp.com/biz/espresso-roma-eugene Title: ESPRESSO ROMA - Updated February 2025 -
64 Photos & 138 Reviews - 825 E 13th Ave, Eugene, Oregon - Coffee & Tea - Phone Number - Yelp Viewport position: Showing
page 1 of 2. ... (Omitted for brevity) ..."
Assistant:
Thought: Based on the evidence gathered, the shop across the street is likely Espresso Roma. I will finalize the answer.
Code:

submit_final_answer (" Espresso Roma")

Environment: Final answer: Espresso Roma

Table 17: Output example 3 (cont.)
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