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ABSTRACT Cyber Threat Intelligence (CTI) is an important asset for organisations to facilitate the
safeguarding of their systems against new and emerging cyber threats. CTI continuously provides up-to-
date information which enables the design and implementation of better security measures and mitigation
strategies. Organisations gather data from different sources either internal or external to the organisation,
which are analysed, resulting in CTI. Nevertheless, the gathered data usually contain a large amount of
content that is irrelevant to CTI or even to cybersecurity. Furthermore, most approaches concerning CTI
management (e.g., gathering, analysis) involve simply gathering and storing the information without any
enrichment such as classification or correlation. However, in order to obtain optimal results, organisations
should be able to utilise all capabilities of CTI. Therefore, in this work, we propose ThreatWise AI, a novel
framework that enables the gathering, analysis, enrichment, storage, and sharing of CTI in an efficient and
secure manner. In particular, we have developed a novel pipeline in ThreatWise AI which incorporates
different advanced tools, with distinct capabilities that interact with each other to provide a complete
set of functionalities for the administration of the overall CTI lifecycle. The developed tools integrate
various Python scripts and provide gathering and analysis functionalities of CTI. Furthermore, the proposed
framework leverages the MISP platform for storing, enriching and sharing while also integrating Artificial
Intelligence (AI) and Machine Learning (ML) algorithms for advanced data enrichment.

INDEX TERMS Artificial intelligence, cyber threat intelligence, data classification, data correlation,
honeypots, machine learning, named entity recognition, outlier detection, social media crawling, web
crawling.

I. INTRODUCTION
cyber-attacks are continuously increasing and becoming
more sophisticated, while also requiring less effort and tech-
nical knowledge by those behind them [1], [2], [3]. Many
organisations are susceptible to both known, as well as zero-
day (unknown) vulnerabilities, with the majority of attacks
targeting critical infrastructures [4]. Successful compromise
of such infrastructures could have serious consequences by
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affecting critical operations, such as monitoring the temper-
ature of thermal reactors, which could even lead to physical
damages and considerable business impact. Apart from the
physical damages and business impact, such cybersecurity
incidents could also result in legal liabilities for the affected
organisations (e.g., GDPR sanctions). Consequently, organi-
sations need to implement appropriate security mechanisms
to enhance the cybersecurity of their infrastructures against
the various existing and especially emerging threats.

To effectively address such continuously evolving attacks,
it is important to obtain intelligence regarding the threat
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landscape, and more specifically intelligence concerning the
severity and nature of the attacks. In this regard, more and
more organisations implement the concept of Cyber Threat
Intelligence (CTI), which includes intelligence in a structured
manner concerning cyber threats and vulnerabilities, obtained
after the relevant information has been collected, aggre-
gated, evaluated, analysed, or enriched using appropriate
techniques [5]. Essentially, CTI provides relevant, up-to-date
and actionable information about existing, new and emerging
threats within the threat landscape, enabling organisations
to identify, assess, monitor, and respond to cyber threats
targeting their systems and infrastructures.

CTI also constitutes a valuable source towards raising
cybersecurity awareness by being leveraged for training the
organisations’ staff against current and emerging threats.
In particular, CTI could provide adequate training material
since it mostly includes technical information such as IPv4
addresses, file hashes, and URLs known as Indicators of
Compromise (IoCs). Hence, CTI can also facilitate the cre-
ation of realistic training scenarios for different threats and
different industry domains (e.g., Aviation, Naval, PowerGrid,
Smart Cities, and Healthcare ecosystems).

A. CTI GATHERING
The gathering of CTI initially requires the identification of
the CTI sources. CTI sources and the threat information
that needs to be collected from monitoring devices which
will facilitate decision-making processes, are defined within
this step. Subsequently, CTI is gathered from the identified
sources in accordance with a defined procedure. The gath-
ering might include the use of external (i.e., online) as well
as internal, to the organisation, sources for extracting a wide
variety of information [6], [7], [8]. External sources include
sources such as CERT and CSIRT feeds, malware reposi-
tories, X (former Twitter) and other relevant feeds. On the
other hand, internal sources are defined as sources that are
internal to the organisation and include logs generated by
servers, logs from databases, security monitoring tools (e.g.,
IDS, IPS), and various other services which operate within
the organisation.

More in particular, data gathering from external sources
can include both high-level (e.g., articles concerning cyber
threats) as well as technical information, including IoCs,
Indicators of Attack (IoAs) and Tactics, Techniques, and
Procedures (TTP). Similarly, internal sources are very useful
for collecting intelligence regarding threats and zero-day vul-
nerabilities. Zero-day vulnerabilities can be detected through
anomalies that are identified within the internal networks of
organisations. Moreover, various sources (e.g., system logs,
database logs, etc.) can be combined to chart the entire
behaviour of the attackers, including the TTPs they utilise.
Therefore, the gathered data could result in heterogeneous
information, including information regarding the attacker’s
tactics and procedures and also technical information such as
IoCs.

However, despite the various advantages concerning inter-
nal sources, there are also specific challenges that might
emerge when leveraging them for CTI data extraction, which
should be considered. First, the automated analysis of logs
could be challenging in terms of interpreting the data and
extracting exploitable information. Commonly, logs from
internal sources use human-readable syntax which obfuscates
the automatic log parsing [8]. Furthermore, log formats could
be subject to changes over time, and thus log parsers should
be adapted each time according to the new format.

B. CTI SHARING AND ANALYSIS
With regard to the sharing of CTI information between
organisations, it enhances the knowledge, experience, and
prevention capabilities of each participating organisation
against previously identified or emerging cyber threats. CTI
sharing facilitates the joint effort towards the defence against
cyber-attacks since more organisations are able to collect
CTI and, in some cases enrich the data. Furthermore, the
security posture of any organisation which participates in
such a collaboration scheme is enhanced, since their CSIRTs
are able to plan and develop the necessary countermeasures
for the timely detection of the latest kind of attacks.

In this regard, there is a need for efficient and automated
tools for analysing and sharing heterogeneous CTI related
to the present systems’ configurations, attacker’s threats and
tactics, and indicators of ongoing incidents, to build proper
and effective defensive capabilities. Faced with the numerous
architectures, products, and systems being used as sources of
data for information-sharing systems, there is a need for stan-
dardised and structured CTI platforms to allow a satisfying
level of interoperability across the various stakeholders.

In this context, this work proposes ThreatWise AI, a novel
holistic approach towards the gathering, analysis, enrichment,
storing, and sharing of CTI data. Specifically, the ThreatWise
AI introduces a novel framework which integrates different
novel components. The developed web and social media
crawlers and the implemented Wazuh instances, enable the
collection, extraction, and enrichment of CTI, both from
external and internal sources. Internal sources include, among
others, logs generated by servers and databases, securitymon-
itoring tools (e.g., Intrusion Detection System (IDS) tools,
Intrusion Prevention System (IPS) tools), honeypot instances,
and other services that are deployed and operate within an
organisation. External sources, on the other hand, include
sources that are located outside the organisation’s premises,
such as CERT and CSIRT feeds, vulnerability databases,
social media platforms, and other relevant feeds. Besides, the
IS component enables the storing, correlation (i.e., enrich-
ment), and sharing of the extracted CTI in a secure and
efficient manner.

The collection process is achieved both (i) manually
through a user-friendly Graphical User Interface (GUI) as
well as (ii) automatically on a daily basis from trusted
sources, leveraging appropriate scripts and configurations.
The collected information from all sources is initially filtered
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to avoid storing Personal Identifiable Information (PII),
by leveraging rule-based techniques, whereas then CTI is
extracted using rule-based and Machine Learning (ML)
based techniques. Subsequently, the extracted CTI is further
analysed and enriched by leveraging correlation and data
classification techniques. Possible correlations between the
information are identified by implementing both simple and
advanced correlation techniques. More specifically, simple
correlation concerns the identification of similar values in dif-
ferent fields, such as the same source IP address from where
the attack has originated. On the other hand, advanced corre-
lation performs correlation according to different features that
are extracted from the identified threats. Simple correlation
uses the default correlation engine of MISP - Open-source
Threat Intelligence & Open standards for threat information
sharing,1 whereas advanced correlation leverages advanced
ML and Artificial Intelligence (AI) algorithms.

The functionalities provided by the developed tools of
ThreatWise AI, allow for an organisation to remain updated
on the current as well as emerging cyber threats. The users are
able to gather, utilise and share CTI in a secure and efficient
manner by implementing authentication and authorisation
mechanisms either via the user interface or an Application
Protocol Interface (API). ThreatWise AI integrates novel
tools which enable the enrichment of the extracted CTI,
thus allowing the creation of more complex rules in terms
of prevention, identification and mitigation of cyber threats
within the infrastructure of the organisation.

C. CONTRIBUTIONS
Overall, the main contributions of the proposed approach are:

• The ThreatWise AI constitutes an innovative framework
concerning gathering, analysing, enriching and sharing
CTI in an efficient, secure, and user-friendly manner.

• The proposed framework enables data gathering from
heterogeneous online sources, including social media
platforms (i.e., X and Reddit).

• The proposed framework includes advanced AI and ML
algorithms for threat correlation.

• Data classification leveraging advanced AI and ML
algorithms.

• Increased actionability of shared CTI.
The rest of the paper is organised as follows: Section II

presents the background and related work. Section III
describes the contribution of this paper. The proposed frame-
work is conceptually explained in Section IV, whereas
Section V delves into details regarding the technical devel-
opment of the components. The conducted experiments are
presented in Section VI. Section VII explains the evaluation
metrics that have been leveraged during the experiments.
In Section VIII we discuss the key findings of the proposed
approach while providing a summary of the paper and future
research directions. Finally, Section IX concludes this study

1https://www.misp-project.org

including future improvements and enhancements of the pro-
posed approach.

II. BACKGROUND & RELATED WORK
A. INFORMATION GATHERING
To address the constantly increasing cybersecurity issues,
organisations have to retain visibility of existing, emerging
and evolving cyber threats, implement appropriate proac-
tive and reactive measures, as well as to define effective
mitigation strategies. CTI is an important asset for an
organisation towards the improvement and enhancement
of their security capabilities and according to the authors
in [9], a proper assessment of the scale of risk within
an organisation requires information from internal as well
as external sources; internal information can be defined
as Local domain knowledge that is used to determine
the risk associated with internal assets, whereas external
information can be defined as Global domain knowledge
that concerns data collected by external sources and pro-
cessed internally and is used to augment the Local domain
knowledge.

Internal assets of an organisation can include system
logs, network events, application and cybersecurity incident
reports [7]. While they provide valuable data such as IoCs,
they also include a large amount of benign traffic. There-
fore, whereas the volume of the generated data can be high,
the actual valuable information concerning CTI can be very
limited.

Another critical internal CTI source is honeypot solu-
tions which are the main source of the proposed framework,
in terms of internal sources. Honeypots are defined as decoy
systems to attract attackers by exposing vulnerable ser-
vices. The first mention of the term ‘‘honeypot’’ was by
Spitzner [10], who defined them as a ‘‘security resource
whose value lies in being probed, attacked, or compro-
mised’’. Overall, honeypots are considered a valuable source
concerning the gathering of tactics, techniques, and attack
patterns that adversaries use for the exploitation of the
exposed services. Their usability and value originate from
their effectiveness in terms of prevention, detection, and reac-
tion against cyber-attacks [11]. There is a variety of different
types of honeypots which are categorised according to dis-
tinct criteria, such as their field of operation and the level
of interaction (i.e., as low-, medium-, and high-interaction
honeypots [12]).

In recent years, there has been active research on utilis-
ing honeypot instances for the collection and extraction of
CTI data [13], [14], [15], [16], [17], [18], [19], [20]. Most
proposed frameworks deploy either different low or medium-
interaction honeypots, with some of them deploying multiple
instances of the same honeypot. Concerning the analysis and
visualisation of the collected data, either from honeypots or
from other sources, some approaches utilise the Elastic Stack
(ELK) [16] whereas others use the MISP threat intelligence
sharing platform [17], [18].
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Moreover, honeypots can also operate with other secu-
rity solutions (e.g., IDS and Security Information and Event
Management (SIEM) solutions) to improve and enhance their
detection performance [14], [15]. Considering that the infor-
mation stored in honeypots is mostly technical, it includes
many IoCs which could greatly increase the quality of the
generated CTI. In particular, the identified IoCs can feed an
IPS or SIEM system in order to compose the appropriate rules
to detect or even mitigate the cyber-attacks associated with
these IoCs.

Concerning the CTI gathering and extraction from hon-
eypots, the majority of approaches in the literature utilise
docker containers for the deployment of honeypots. Medium-
interaction and low-interaction honeypots are preferred, with
Cowrie and Dionaea being the most popular ones [13], [14],
[15], [16], [17]. For instance, authors in [16] deploy dif-
ferent honeypots, namely Cowrie,2 Dionaea,3 and Whaler,4

to assess the security of data-connections of a house. The
deployment of honeypots has been performed on a Raspberry
Pi [21], leveraging Docker5 containers, enabling a layer of
isolation. Following the gathering process, the data is then
sent to the ELK6 stack for analysis and visualisation. A sim-
ilar approach is followed in [13] where the authors have
developed a multi-component honeypot system (i.e., Cowrie,
Dionaea, and Glastopf7) deployed in Docker containers. The
produced logs are gathered and analysed by custom scripts
that convert the collected data into a JSON format. More-
over, a cloud-based LAN-security monitoring system based
on honeypots is presented in [15]. The system comprises
a monitoring node deployed on a Raspberry Pi 3 board,
running several honeypot instances (i.e., Cowrie, Dionaea)
that interact with malware within the LAN network. The
gathered information is sent to a data collection processing
server where a custom algorithm recognises malicious events.

High-interaction honeypots have also been leveraged to
collect data concerning cybersecurity attacks [17]. Relevant
data is gathered and subsequently correlated with the tac-
tics and techniques described in the ATT&CK framework8

developed by the MITRE Corporation,9 enabling the iden-
tification of known adversary patterns. Despite the fact that
high-interaction honeypots are considered the most sophis-
ticated type, they introduce high complexity regarding their
deployment and maintenance.

Focusing on external sources, gathering of CTI data can
be achieved with the implementation of simple approaches
such as REST APIs or more advanced ones such as web
crawlers [22], [23]. Essentially, web crawlers visit a target
URL address and download the content. Subsequently, the

2https://github.com/cowrie/cowrie
3https://github.com/DinoTools/dionaea
4https://github.com/oncyberblog/whaler
5https://www.docker.com/
6https://www.elastic.co/elastic-stack
7https://github.com/mushorg/glastopf
8https://attack.mitre.org
9https://www.mitre.org

crawler identifies and extracts the hyperlinks and compares
them with a list of visited URLs, adding the non-visited ones
to its frontier list. The procedure is repeated for all the ranges
of the domain or sub-domain until it is fully crawled [23].
Overall, web crawlers are organised in different categories

according to the set of features they support, such as crawling
application, the available hardware, the desired scalability
properties, and the ability to scale/expand the existing infras-
tructure [24], [25], [26]. In particular, they can be categorised
into the following high-level categories:

• Centralised: Centralised crawlers can be either special-
purpose or small crawlers which are based on a cen-
tralised architecture [24].

• Parallel/Distributed: This type of crawlers implements
multiple crawling processes (referred to as C-processing
crawler jargon) that implement all the basic crawling
functionalities [27], [28].

• Hybrid: The hybrid architecture, which combines cen-
tralised and distributed architectures, is considered the
predominant architecture since it has a simple design,
providing the ability to distribute some of the processes,
whereas others can remain centralised [22].

• Peer-to-peer: Peer-to-peer architecture refers to a spe-
cial type of distributed crawlers that are intended to
operate on machines located at the edge of the inter-
net [29], [30].

All in all, web crawlers are considered the optimal
approach to gather CTI from external sources considering
that they enable the gathering from all web layers, namely
Surface, Deep and Dark web.

B. CTI ANALYSIS AND ENRICHMENT
While CTI contains valuable information such as information
about the attacker and the compromised asset, additional
actionable information could be added through enrichment
to further increase the value and usefulness of the available
CTI. CTI enrichment can be achieved by classifying and
correlating the collected information, which can significantly
increase the quality and actionability of the gathered CTI.

1) CLASSIFICATION
There are some research efforts towards addressing the prob-
lem of CTI classification, which refers to classifying a text
as containing CTI-related information or not. For instance,
a framework for gathering CTI from posts of the X social
media platform has been developed in [31], which builds on
top of a classifier that is responsible for characterising texts as
related to CTI or not, trained on features extracted from public
repositories, such as Common Vulnerabilities and Exposures
(CVE).

Text classification can also be used to filter the information
available to ultimately retain the one that aligns with the
domain of interest (i.e. domain classification). In the context
of our application, we are interested in selecting texts that
belong to either the aviation, naval, or power grid sectors,
all of which are considered critical cybersecurity sectors.
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In contrast to the CTI classification, where the documents
could fall into only one of the three classes (either ‘‘CTI-
related’’, ‘‘cybersecurity-related but with no CTI content’’,
or ‘‘not related to cybersecurity’’), in domain classification a
document may contain content about more than one domain
(for example, it could describe a vulnerability that affects both
the naval and the aviation sector). This problem setting is
known as multi-label classification10 and appropriate tech-
niques must be used [32].

For an effective text-based classification, an important fac-
tor is how the data (i.e., words) are represented (encoded)
before being given as input to the corresponding classification
algorithm. Encoding words as a machine-readable language
model is often performed using different semantic represen-
tation methods, such as Word2Vec [33], GloVe [34], and
ELMo [35]. Compared to the more traditional methods (such
as Word2Vec and GloVe), the more recent method known
as ELMo (Embeddings from Language Models) introduces
a context-based text representation approach, meaning that
different word embeddings are created for each word in
a sentence, capturing its content, also taking into account
its position in a sentence. Furthermore, other researchers
focused on Topic Modelling (TM) [36], [37] and semantic
distances [38] to advance text representation learning. The
approach of TM facilitates the identification of documents
within the same category (i.e., same topic of discussion) that
are partitioned into clusters (groups) [39].

Focusing on the classification models per se, deep
learning-based methods are commonly used, including Con-
volutional Neural Networks (CNN) and Recurrent Neural
Networks (RNN), as they allow the creation of effective text-
based classification frameworks [40]. CNNs were originally
created to improve image processing and have led to ground-
breaking results in identifying items from a given list of
objects [41]. In addition to CNNs, Recurrent Neural Net-
works (RNNs) [42] and especially Long Short-TermMemory
(LSTM) networks, have been extensively used (either alone
or in combination with CNNs) in the same direction [43],
[44]. Compared to CNNs, RNNs are able to process tempo-
ral information, namely data that comes in sequences, such
as sentences. Moving into the field of Natural Language
Processing (NLP), they have been leveraged to improve per-
formance across a wide range of tasks, including for instance
text classification [45] and sentiment analysis [46].
A framework for CTI extraction and classification that

leverages a CNN to identify the domain where the CTI
could be assigned (i.e., Healthcare, Power Grid, General),
while also utilising IoC extraction approaches to identify
undetected types of IoCs has been proposed in [47]. Sub-
sequently, the generated IoCs and their respective domain
tag (identified with CNN) were used to create a categorised
CTI with a specific domain. Finally, a classification approach
that extracts CTI originating from hacker forums is presented

10https://machinelearningmastery.com/multi-label-classification-with-
deep-learning/

in [48] by utilising two different variants of RNNs, namely
Gated Recurrent Unit (GRU) and LSTM, resulting in high
accuracy.

a: NAMED ENTITY RECOGNITION
Named Entity Recognition (NER) is the process of locating
and classifying named entities mentioned in unstructured
text into predefined categories (e.g. people, organisations,
locations, expressions of times, quantities, monetary values,
percentages, etc.), thereby facilitating the understanding and
organisation of large volumes of text. NER plays a crucial role
in various fields, including machine translation, question-
answering systems, and information retrieval [49].
Different approaches can be used for NER, including

knowledge-based methods, which rely on predefined rules
to extract named entities, feature engineering-based meth-
ods, where entities are extracted automatically from a text
without depending solely on rules, as well as deep learning-
based methods. Depending on the data annotation procedure
being followed, feature engineering-based methods can be
categorised into unsupervised methods (which rely on data
similarities), semi-supervised methods (employing strategies
like co-training and self-training), and supervised methods
(using techniques such as Hidden Markov Models). Deep
learning-based methods often utilise Convolutional Neural
Networks (CNNs), Recurrent Neural Networks (RNNs), or a
combination of both [49].

RNNs and variations of LSTM network approaches, such
as BiLSTM-CRF model which combines a bidirectional
LSTM network with a Conditional Random Fields (CRF)
layer, constituted until recently the most promising solutions
concerning NLP-related tasks [50], [51].

In 2018, ground-breaking releases, such as Bidirectional
Encoder Representations from Transformers (BERT) mod-
els [52], [53], brought radical and thorough solutions to
language-based problems and as a result to NER tasks. BERT
is pre-trained on WikipediaCorpus11 of 2, 500 million words
and BookCorpus12 with 800 million words.
In our work, we use transformer-based models, such as

BERT, as they allow the identification of many cybersecu-
rity entities and classify them into the appropriate category
with high accuracy [54]. In general, models like BERT con-
sist of multiple encoder and decoder layers that utilise an
attention mechanism. This architecture is generally known
as transformer-based architecture. The attention mechanism
assigns importance to inputs that have undergone a linear
transformation, focusing on key elements to produce the
output. A notable strength of these models is their ability
to perform effectively without extensive labelled data. Ini-
tially, they are trained using an unsupervised approach, and
subsequently, a smaller dataset is employed for supervised
learning during the fine-tuning phase. Models following the

11https://huggingface.co/datasets/wikipedia
12https://huggingface.co/datasets/wikipedia
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above architecture can obtain a deep perception of language
structure and architecture.

2) DATA CORRELATION
With regard to data correlation, several studies have
attempted to tackle the issue of identifying and linking attacks
within cybersecurity-related data. Attack identification is a
very important procedure for individuals and organisations as
can help them protect from cyber attacks. Data correlation is
also a crucial procedure as it provides individuals and organi-
sations with a broader view of the various aspects of an attack.
For example, an IP address identified in log data performing
malicious actions can also be found in external data sources
executing other malicious activities. Thus, obtaining further
knowledge about a specific IoC or actor aids in enhancing
cyber protection. For example, Fusion Hidden Markov Mod-
els (FHMMs) have been used to model attackers’ behaviour
using log data captured by a Cowrie honeypot [55].
In [56], the authors attempted to identify correlations in log

data using a system called GroupTracer. The system specif-
ically focuses on extracting TTP (Tactics, Techniques, and
Procedures) profiles and identifying potential attacker groups
behind complex attacks targeting IoT systems. The process
involves capturing attacks using IoT honeypots, extracting
relevant information from logs, and automatically mapping
the attack behaviours to the ATT&CK framework to extract
TTP profiles. However, their mapping approach was not scal-
able due to the use of static rules.

According to the literature, it is evident, that significant
advancements have been made in terms of utilising CTI
towards the enhancement of organisational security. Hon-
eypots, particularly low and medium-interaction types such
as Cowrie and Dionaea, play a significant role in captur-
ing attack tactics and techniques. Most approaches deploy
honeypots implementing Docker containers, while the col-
lected data is analysed on platforms that facilitate analysis,
such as MISP. Concerning high-interaction honeypots, whilst
providing comprehensive information, they require complex
deployment and maintenance efforts. Furthermore, valu-
able insights into emerging cyber threats can be extracted
from various web layers by leveraging web crawlers. Con-
sequently, there are limited frameworks in the literature
that leverage high-interaction rather than low or medium-
interaction honeypots.

Aiming to both improve and enrich the quality of the CTI
data, several research efforts have been made towards the
enrichment through data classification and correlation. Tech-
niques such as text classification, topic modeling, and deep
learning models like CNNs and RNNs, along with advanced
language models like ELMo and BERT, are commonly used
for CTI extraction and classification. Named Entity Recog-
nition (NER) aids in organising large volumes of text data,
while data correlation techniques link attacks within cyber-
security data to provide a comprehensive view of threats.
By leveraging these advanced techniques, organisations can

enhance their security capabilities and effectively mitigate
cyber threats.

Compared to the existing approaches in the literature, the
ThreatWise AI framework integrates Wazuh13 agents to col-
lect internal data and uses a customized MISP14 platform
for managing and sharing Cyber Threat Intelligence (CTI).
This creates a fully automated, streamlined process for CTI
management. What sets ThreatWise AI apart is its novel
outlier detection module, which ensures high data quality
by distinguishing between normal behaviour and potential
malicious activity.

Unlike traditional approaches that typically rely on a single
platform, ThreatWise AI gathers data from both X (formerly
Twitter) and Reddit. It employs an evasive crawler that mim-
ics human behaviour to access dynamically loaded content.
Additionally, the framework leverages advanced machine
learning algorithms to enrich CTI by correlating data from
internal and external sources.

By introducing these innovations throughout the entire
CTI lifecycle– from data collection and analysis to storage,
enrichment, and sharing– ThreatWise AI offers a more holis-
tic solution than existing studies, which often focus on only
one aspect.

III. THREATWISE AI FRAMEWORK
This section presents the proposed ThreatWise AI framework
providing a detailed description of the overall framework as
well as the different novel tools, concerning CTI gathering,
extraction, enrichment and sharing. Furthermore, it presents
a high-level description of the developed tools that are inte-
grated into such a framework.

The proposed ThreatWise AI framework provides a holis-
tic approach towards the gathering, analysis, enrichment, and
sharing of CTI in an efficient and secure manner. Overall,
it consists of several components which enable (i) the collec-
tion of information regarding cyber threats and vulnerabilities
from several sources, (ii) CTI extraction from the gathered
data, (iii) correlating the extracted CTI, (iv) storing, and (v)
sharing the extracted CTI among other third parties such
as CERTs and organisations in a secure manner. The high-
level architecture of the ThreatWise AI framework and its
components is presented in Fig. 1.

Initially, data are gathered from internal and external
sources and are analysed to identify and extract Personal
Identifiable Information (PIIs). Next, the data from external
sources are classified by leveraging the Data Classification
Model which classifies the data in terms of their relevance
to either the cybersecurity or CTI domain. Subsequently, the
resulting content is analysed to identify information such as
IoCs and IoAs, to create the CTI entry. The resulting CTI is
stored and correlated using both simple and advanced corre-
lation methods, resulting in enriched CTI that is shared using
a MISP instance that is configured according to the needs of

13https://wazuh.com/
14https://www.misp-project.org/
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FIGURE 1. ThreatWise AI high-level architecture.

the framework. Simple correlations concern the correlation
of threats based on similar values in different fields such as
the same source IP from where the attack has originated. The
simple correlation of the proposed framework is based on
the default correlation engine of MISP.15 The MISP correla-
tion engine aims to identify relationships between attributes
among the stored MISP events. In particular, MISP leverages
a rule-based approach to examine if a certain value of an
object’s attribute (e.g., same domain name) exists in other
events.

On the other hand, advanced correlations correlate threats
based on different features that are extracted from the
identified threats. Each functionality of ThreatWise AI is
performed by separate tools that have been developed as
part of the framework. Specifically, We put our focus on
the application of text similarity methods to CERT feeds in
order to identify documents that refer to the same threat or
relevant threats. Our text similarity module takes as input a
web document and gives a list of the most relevant documents
to this initial output. The proposed ThreatWise AI framework
has been tested and applied across various domains, including
naval, smart city, and healthcare sectors. In each domain,
it has demonstrated improvements in efficiency, resource
management, and overall effectiveness. These promising
results highlight the framework’s versatility and potential
for broad applicability, indicating its capability to deliver
impactful outcomes in diverse domains and settings.

15https://www.misp-project.org/features/

A. INFORMATION GATHERING
ThreatWise AI includes a novel tool responsible for gathering
cybersecurity-related data from external and internal sources
and proceeds with analysing the content to extract CTI. Sub-
sequently, the extracted CTI is stored on the modified MISP
instance.

With regard to the external sources, ThreatWise AI lever-
ages three different crawling approaches which provide
specific functionalities. General crawling simply extracts the
text content without applying any filtering to the data. On the
other hand, focused crawling leverages ML algorithms for
data classification which enables the content filtering of
the target web page to store only data that are relevant to
cybersecurity or CTI. While focused crawling provides more
advanced capabilities, it cannot address the issue of some
web pages displaying different (limited) content to crawlers
compared to web browsers. Therefore, the third approach
concerns a novel evasive crawler which imitates human user
behaviour allowing it to scrape content that is loaded dynam-
ically or content that is displayed on the browser instead of
the content that would be available to a crawler.

Regardless of the web crawling approach that is selected,
all data is examined by a domain classification algorithm
which classifies the documents either in one of the pos-
sible domains of interest (i.e., aviation, power grid, and
naval) or labels it as general cybersecurity content. The
domain classification functionality is performed after the
initial classification function and enables further exploitation
of the selected documents for scenarios and purposes that are
domain-specific.
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The gathering from internal sources is achieved by moni-
toring a Dionaea honeypot cloud VM that is deployed on the
Amazon Web Services (AWS)16 platform. A Wazuh agent is
deployed on the honeypot instance and monitors the various
logs of the system in real-time. Once a new entry is added to
these logs, the agent forwards it to the Wazuh server which
is located in a remote location and stores the received logs
in a file called alerts.json. The Wazuh manager parses the
entry in a rule-based manner with the aim of evaluating that
the entry concerns a cybersecurity incident and stores it in
an alerts.json file. Subsequently, the newly added content is
forwarded to the outlier detection module.

ThreatWise AI utilises a rule-based approach to examine
the gathered content with the aim of extracting CTI informa-
tion (i.e., IoCs and IoAs) which will be included later in the
MISP event. Following the CTI extraction process, the con-
tent is enriched by applying appropriate MISP taxonomies
according to the identified information. Furthermore, the out-
lier detection module leverages ML algorithms to identify
whether new behaviours in honeypots belong to the same
distribution as existing behaviours (i.e., inliers), or should
be considered different (i.e., outliers). The analysis process
includes the grouping of the identified incidents into sessions
and for each session, several measurable values (i.e., features)
are extracted. Examples of such values include the duration
of the session (in minutes) divided by the number of con-
nections, the number of total web pages requested, and the
number of HTTP GET/HEAD/POST/CONNECT requests.
The utilised extraction approach is analogous to the web bot
detection problem [57], [58], considering that the honeypot
instance also simulates web services.

The logs are initially split per IPv4 address and when an IP
remains idle for more than thirty (30) minutes, the session is
closed and the next entry from this IP results in the creation
of a new session iliou2019towards, [58]. After closing the
session, the outlier module examines whether the session is
categorised as an outlier or an inlier. Concerning the latter
case, the session is stored in a MongoDB instance whereas
in the case of an outlier session, it is stored on the MISP
instance.

B. INFORMATION SHARING
The extracted CTI data from all sources are stored onMISP in
the form of MISP events. MISP supports a variety of differ-
ent functionalities including detection, storing, and sharing
of both technical and non-technical information concerning
malware samples, incidents, attackers, and other relevant
cybersecurity information. Furthermore, MISP supports data
export in a variety of formats such as the Structured Threat
Information eXpression (STIX)17 which enables the interop-
erability of the platform with other cybersecurity tools (e.g.,
SIEM).

16https://aws.amazon.com
17https://oasis-open.github.io/cti-documentation/stix/intro.html

Each MISP event includes objects and attributes in accor-
dance with the content of the stored CTI entry. The stored
data is further enriched by utilising simple and advanced
correlation on a daily basis. Simple correlation leverages
the correlation engine of MISP to correlate threats based on
similar values in different fields such as the same source
IP from where the attack has originated, whereas advanced
correlation utilises ML algorithms to correlate threats based
on various features that are extracted from the data. Finally,
the stored enriched CTI is available to the end-user via the
Web User Interface (WEB UI) of MISP.

IV. DEVELOPMENT OF THE FRAMEWORK COMPONENTS
This section presents the development of the proposed
ThreatWise AI framework and the relevant components
and sub-components, concerning CTI gathering, extraction,
enrichment and sharing. In particular, ThreatWise AI incor-
porates different sub-modules that have been developed as
part of the framework, each of which is responsible for
different functionality with respect to the CTI collection,
enrichment and sharing, being also interoperable with each
other.

First, the cybersecurity data are gathered and analysed
from internal and external sources in order to identify and
extract IoCs and IoAs to create the CTI entry. Subse-
quently, the extracted CTI is correlated using both simple
and advanced correlation methods, resulting in enriched CTI
that is shared using a modified MISP instance. Simple cor-
relations concern the correlation of threats based on similar
values (e.g., IPv4 addresses) in different events. On the other
hand, advanced correlations correlate threats by leveraging
ML algorithms. The developed ML models and the data that
has been used for their training are also described in this
section.

A. INFORMATION GATHERING
Information Gathering involves the gathering of cybersecu-
rity information from both internal (i.e., honeypots) as well
as external (i.e., online) sources. The information is gathered
and stored in a central location for subsequent analysis. This
section provides a comprehensive description of the different
crawlers that have been developed that allow collecting data
from the Surface, Deep, and Dark Web, as well as from
social media platforms. Furthermore, the section describes
the selected honeypots along with their functionality, chal-
lenges and deployment.

A search engine can access the contents of the Surface
Web which consists of the web that the internet users use
on a daily basis; it can be defined as the layer with which
the users mainly interact on a daily basis. Deep Web is
considered a special category of the Surface Web, where its
content is not directly accessible from search engines and is
available solely via other interfaces. Common examples of
Deep Web domains are Facebook and Reddit, government
resources, and academic content [59]. Finally, the Dark Web
is defined as the lower layer of the internet. It includes
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hidden content, intended mainly for illicit purposes, and is
typically accessible only using special software like the Tor
browser18 [60].

1) CRAWLERS
Aiming to support the data collection from the different types
of external sources, three major tools have been developed:

• Web Crawler: This crawler enables the collection of
content from forums andweb pages of interest from both
the Surface and the Dark Web.

• Custom Crawlers: Custom crawlers are utilised to
support the data collection from semi-structured or
structured sources, such as vulnerability databases and
CERT feeds (e.g., EU-CERT). The semi-structured
nature of these sources requires a different approach than
the forums and web pages. In particular, the content of
semi-structured sources does not have a well-defined
structure which can be parsed with existing parsers.
Therefore, custom scripts, adapted to the structure of
these sources are required in order to properly analyse
the content.

• Social Media Crawler: This crawler leverages the
respective official API of each social media platform for
the collection of relevant social media posts.

The different types of crawlers not only enable the data
collection from heterogeneous sources but also facilitate the
extraction of CTI from the gathered content. The crawlers
parse the content in order to identify IoCs and IoAs that are
extracted to subsequently compose the CTI content.

The Web Crawler comprises three types of crawlers, each
supporting a unique set of functionalities. In particular,
it includes: i) a General Crawler which simply extracts the
text content of a target web page and follows all the included
hyperlinks; ii) a Focused Crawler that collects web pages that
are relevant to the cyber-security or the CTI domain; and
iii) an Evasive Crawler which imitates human user behaviour
allowing to scrape content that is loaded dynamically or con-
tent that is served from websites when browsed by humans
instead of crawling bots.

a: WEB CRAWLER
The Web Crawler is responsible for navigating through the
web by following links found in web pages (provided by the
user) and parsing their content to gather information [61].
The crawler is comprised of three sub-modules, namely the
Frontier, the Fetcher, and the Parser. Each sub-module is
responsible for specific tasks of the Web Crawler, facilitating
the management and maintenance of the tool. The architec-
ture of the crawler is illustrated in Fig. 2.

In particular, the Frontier contains the list of URLs that
are identified and will be downloaded. Initially, it includes
the seed URLs (i.e., the URLs that are provided as input to
the crawler by the user) and updates its list with new URLs
found through several iterations.

18https://www.torproject.org

Then, the Fetcher is responsible for downloading and pars-
ing the target URL. The Fetcher uses several iterations to
remove URLs from the frontier and download their content.
To enable the crawler to traverse both the Surface and the
Dark Web seamlessly, the Fetcher utilises a web proxy ser-
vice that is responsible for forwarding each web page to the
respective Dark Web service.19 The process is repeated until
the desired depth (i.e., a maximum distance between the seed
and crawled web pages) has been reached, or a maximum
time duration has passed, or there are no more available
web pages to download. Finally, concerning the Parser, it is
responsible for extracting the hyperlinks that are contained in
each web page and for subsequently forwarding them to the
Frontier.

The content that is gathered by the Web Crawler must be
relevant to either the cybersecurity or the CTI domain. Other
irrelevant content is unlikely to include CTI information or
in case it includes, it could contain limited information. Con-
trarily, cybersecurity content has increased CTI value given
that most of the time it includes technical information which
can be easily converted to CTI (e.g., malware names, hashes,
attack group names). The filtering of the gathered data results
in reduced noise (i.e., irrelevant content) thus facilitating
the later processing by the ML algorithms. Furthermore, the
quality of the stored data is improved since the data is rele-
vant to the cybersecurity domain. In particular, the gathered
data must include high-level or more technical information
(e.g., vulnerabilities, attack methods, information about the
attackers). Therefore, the developed IG component integrated
a focused crawler which enables the filtering of the gathered
data according to the target domains.

b: FOCUSED CRAWLER
The collection of CTI-related information introduces a sig-
nificant challenge considering that while a web page contains
information relevant to cybersecurity, it might not include any
CTI-related or even cybersecurity information. Consequently,
the web crawler should support a filtering functionality to dis-
tinguish the relevance of theweb pages to the desired domains
(i.e., CTI and/or cybersecurity). In this regard, the filtering
functionality is provided by the Focused Crawler that has
been developed and integrated with the Web crawler [62].
As depicted in Fig. 2, the general crawler includes three
different sub-modules, the Frontier, the Fetcher, and the
Parserwhile the focused crawler also includes a link selection
process which enables the crawler to follow only hyperlinks
that lead to relevant resources. In general, in a focused crawler
system, the selection of the hyperlinks to follow is guided by
automatic text classification methods that may be applied to
the following types of input and combinations of them [63]:

• Local context of a hyperlink;
• Global context of the hyperlink’s parent page; and
• Global context of the destination page of the hyperlink.

19https://www.privoxy.org
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Using the first two types of input is considered the most
efficient way in terms of time since the destination web page
does not have to be downloaded. For example, concerning the
first method, only the hyperlink is used by the classifier to
decide whether it leads to a web page with a relevant topic
or not. Despite this advantage, the first two methods also
introduce some disadvantages. Concerning the local context,
it poses the risk of not containing sufficient evidence to decide
if this web page is relevant [63]. In addition, while the second
method is based on the assumption that parent web pages tend
to link to others with similar content, this might not always
be the case for many web pages. Concerning the efficiency
of this method, it is found to be relatively more inefficient
in terms of time, given the challenging particularities of our
specific application, which hinder the decision-making con-
cerning the relevance of a web page a difficult task. On the
other hand, a classifier that bases its decisions on the text
content of the destination web page is more effective in
terms of text classification since it provides more relevant
results. Consequently, we implemented this approach within
the Focused Crawler.

FIGURE 2. General and focused crawling architecture.

FIGURE 3. General pipeline of the supervised text classifier.

The focused crawler of IG uses a text classifier that is based
on our previous work [64] which leverages supervised ML
methods. The classifier developed in this work was able to
distinguish three classes of web articles: i) the CTI-related, ii)
the cybersecurity-related (i.e., articles that are relevant to the
broader topic of cybersecurity but that do not contain strictly
CTI-related content such as specific IoCs) and iii) those that
are not related to cybersecurity.

On the contrary, we have found that the majority of web
articles that are related to cybersecurity issues in specific
industries such as aviation, naval or healthcare have either
no CTI content at all or contain little technical information
to be strictly characterised as CTI-related, although their
content could be useful for further analysis. For this reason,
we decided to use a classifier that is able to distinguish all

three categories but filter out only the articles that fall into
the no-cybersecurity-related class. The training set will be
described in section V.

The general pipeline of the classifier is presented in Fig. 3.
As depicted in the architecture, in the training phase an ML-
based classification algorithm (i.e., Support Vector Machine)
receives as input a set of labelled documents, each represented
as a numerical feature vector. The application of the algorithm
on the training set results in a model that accurately describes
the relationship between the documents’ features and their
labels (or classes). The learnt model can then be applied
to new documents, represented with the same feature set,
to predict their respective classes.

Before converting documents to machine-readable format
(i.e. feature representation), preprocessing should be per-
formed to reduce noise while preserving the most important
parts of them. We followed the same procedure as in [64],
in which the first step is the removal of the irrelevant content
(such as advertising blocks, templates, footers, etc), called
boilerplate, from each web page so that only the main article
remains to be used for the next step. For this, we have used
the Readability tool.20 Boilerplate removal is followed by
a step of tokenisation, whereas then we applied stopwords
removal and the so-called ‘‘CVE normalization‘‘, which con-
verts all mentioned CVE IDs into a unique placeholder term.
The combination of the last two steps resulted in the best
performance among several possible steps and their combina-
tions thereof (including, for example, stemming), consistent
with our previous work when the SVM classifier was used,
although the differences in the performance were quite small.
For documents’ representation as vectors, the Bag of Words
(BoW) model and the frequently-used TF-IDF weighting
scheme were used.

Finally, the learning algorithm that was applied to the
vectorised documents is linear SVM [65], [66], which yielded
the best results when compared to Random Forest as depicted
in [64].

c: EVASIVE CRAWLER
While the general and the focused crawlers are able to
crawl most web pages, some websites might introduce some
peculiarities that hinder the crawling process. In particular,
some web pages provide dynamic content while also display-
ing different content to human visitors that use legitimate
browsers compared to the content that is available to web
crawlers. Furthermore, some web servers provide different
content to crawlers and browsers compared to the content that
a human would see when visiting these web pages. There-
fore, an evasive crawler has been developed which exhibits
browser fingerprints and human-like browsing behaviours,
thus crawling the target web page in a human-like manner.
In essence, evasive crawling enables the gathering of the
content that would be available to a human who is visiting the
web page. The gathering of such information is particularly

20https://pypi.org/project/readability-lxml
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useful in case of vulnerabilities (e.g., web pages from the dark
web) that can facilitate the enrichment of the collected threat
intelligence. It is important to note that the evasive crawler
is not used to gather data from web servers that explicitly
mention that they do not want their content to be crawled (i.e.,
through the robots.txt file).

FIGURE 4. Evasive crawling architecture.

The architecture of the evasive crawler is presented in
Fig. 4. The web crawler allows the enabling of the ‘‘evasive
crawling’’ mode upon adding a new source to be crawled. The
evasive crawling module enhances the functionality of the
crawler by introducing two additional features: (i) a browser
fingerprint, and (ii) a human-like browsing behaviour. Both
features can be generated using browsing automation soft-
ware such as Selenium,21 which is utilised by the evasive
crawler. Selenium has been selected since it enables the
effortless creation of advanced web bots that support the
majority of features of common browsers while it also allows
bots to interact with the server in a human-like manner (i.e.,
perform mouse movements, fill in forms, click elements,
etc.).

With regard to the fingerprinting functionality, Selenium
in the evasive crawler has been enhanced to achieve evading
detection and improve efficiency. Among the most common
ways to detect Selenium is through its JavaScript variables
which are not included in common browsers [67]. However,
the variables that need to be updated depend on the respective
driver that will be utilised. Selenium is configured to use the
Opera drive whereas the JavaScript variables that have been
updated are:

• JavaScript variables that include the prefix ‘‘cdc_’’ (the
following characters of those values vary);

• JavaScript variables with value names that contain the
words ‘‘selenium’’ or ‘‘webdriver’’.

According to relevant research [67], [68], these configura-
tions are sufficient to evade detection based on a fingerprint.

Finally, the evasive crawler supports three different
behaviour modes:

• Repeat Mode: In this mode the mouse trajectories of
real humans performed on a specific web page are

21https://www.selenium.dev

added to the crawler and used/repeated when the crawler
accesses this web page.

• Heuristics Mode: The crawler performs human-like
mouse movements utilising heuristic techniques. Exam-
ples of human-like mouse trajectories are depicted in
Fig. 5.

• AdvancedMode:Advancedmode leveragesGenerative
Adversarial Networks (GANs) to artificially generate
human-like mouse movements.

FIGURE 5. Examples of human-like mouse trajectories.

d: SOCIAL MEDIA
Security vendors, experts, and specialists often discuss on
social media about various vulnerabilities, cyber-attacks
and other cybersecurity incidents. X is considered a social
media platform with the most active discussions regarding
cybersecurity. X posts from accounts such as ExploitDB,22

CERTEU,23 and threatintelctr24 provide useful information
about threats and vulnerabilities.

Considering the value of social media content, the IG
component, supports a social media crawler for information
gathering from X and Reddit25 platforms based on keywords
provided by the user, while for X it also supports monitoring
specific accounts.

With regard to X, the social media crawler leverages the
official X API26 by using tweepy library.27 Tweepy is an
open-source python library that provides a convenient wrap-
per to access the Twitter API via the Python programming
language. Due to the rate limitation of the X API, when that
rate limit is reached, the social media crawler switches to
sleep mode. The collected data is stored on MISP as MISP
events for further analysis to identify possible correlations
and enrich the information.

Concerning Reddit, the crawler utilises the Praw28 Reddit
API wrapper which enables the retrieval of whole subreddits,
preserving their original comment tree structure. The users
can provide subreddit names (e.g., cybersecurity, malware)
and the crawler proceeds with downloading the posts along
with the relevant comments.

22https://twitter.com/ExploitDB
23https://twitter.com/CERTEU
24https://twitter.com/threatintelctr
25https://www.reddit.com/
26https://developer.twitter.com/en/docs/twitter-api
27https://docs.tweepy.org/en/stable
28https://praw.readthedocs.io/en/latest/
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2) HONEYPOTS
Internal sources such as honeypots, are considered very use-
ful for the collection of intelligence regarding threats and
vulnerabilities that are currently not known to the public.
Unknown vulnerabilities (Zero-days) can be detected through
anomalies in the internal networks of organisations. Further-
more, several sources, such as web logs and system logs,
can be utilised in order to map the entire behaviour of the
attackers, including the TTPs that they follow to carry out the
attack. Therefore, this enables the extraction of intelligence
concerning the attackers’ behaviour, which is not frequently
changed as it requires more effort from them. Another impor-
tant advantage of honeypots is that with proper deployment
and isolation, there is no impact if they get compromised
and malfunction, which minimises the risk of allowing fur-
ther spreading of the attack in the legitimate services of the
organisation’s infrastructure.

An extensive review has been made regarding the available
honeypot solutions in order to identify the ones that are suit-
able for this work. The selection of the appropriate honeypot
solutions was made considering two important aspects: (i)
the services that each honeypot solution provides and how
these can facilitate our objectives, and (ii) the maturity of
the honeypot solutions and their maintenance status (e.g.,
frequency of commits on GitHub). Upon reviewing several
available honeypot solutions29 in terms of their maturity
and provided services, we identified three honeypots as the
most suitable: Conpot,30 Gaspot,31 and Dionaea. Conpot and
Gaspot provide services related to ICS. In particular, Conpot
supports protocols such as modbus, and S7comm which are
used in the ICS domain whereas Gaspot simulates an above-
ground storage tank which is commonly used in the oil and
gas industry and can facilitate the gathering of intelligence
concerning more targeted attacks against the ICS domain.
On the other hand, Dionaea was selected for the variety of
services that are generic in nature and enable the gathering
of more common attacks including brute-force and SQL
injection.

The selected honeypots have been deployed and config-
ured on three separate cloudVirtualMachines (VM) onAWS.
Given that Gaspot is integrated with Conpot,32 the latter has
been deployed in the two out of the three VMs on AWS. The
first VM operates according to the default template which
emulates a Siemens S7-200 CPU,33 whereas the other VM
operates according to the ‘‘guardian_ast’’ template (Gaspot)
which simulates aVeeder-Root GuardianAbove-ground Stor-
age Tank (AST) which is a monitoring system that is typically
used to monitor fuel levels in tanks. Each honeypot has been
configured in order to reduce the noise (data irrelevant to

29https://github.com/paralax/awesome-honeypots
30https://github.com/mushorg/conpot
31https://github.com/sjhilt/GasPot
32https://www.trendmicro.com/vinfo/us/security/news/cybercrime-and-

digital-threats/the-gaspot-experiment
33https://cache.industry.siemens.com/dl/files/582/1109582/att_22063/v1

/s7200_system_manual_enUS.pdf

cyber-attacks) to the best degree possible as well as to store
the logs in JSON format. The later configuration facilitates
further processing for the identification and extraction of
relevant data. Moreover, JSON format is machine-readable,
thus enabling easier, faster and more accurate parsing of the
logs’ data.

B. CTI EXTRACTION TECHNIQUES
This section presents the data analysis techniques utilised to
identify and extract CTI from the gathered data. The data is
first classified as relevant or not to the cybersecurity or CTI-
domain to reduce the ‘‘noise’’. Subsequently, a novel NER
algorithm is used to identify named entities, facilitating the
domain classification which classifies the information to one
of the domains of interest (e.g., naval, aviation, healthcare)
or none of them (other). Following the classification, the
extracted data is analysed by the outlier detection module
that groups the content into sessions. Upon the creation, the
session is considered active, whereas later is terminated either
by the attacker or due to being idle for too long. Each closed
session is then analysed and categorised as either inlier or
outlier.

1) DOMAIN CLASSIFICATION
Here, we introduce the classification framework that aims
to organise data into categories of interest. In particular, the
aim is to characterise data as related to the domains of naval,
aviation, power grid or none of them (other).

Building on top of state-of-the-art methods, both in terms
of the model itself and the representation of the textual data,
a text-based classification framework has been developed
that allows for an effective organisation of the input data
into categories of interest. In the remainder of this section,
we describe how the classification framework is constructed
by providing details concerning the parts of the different
components. Overall, our framework consists of three main
components: (i) Text-based Network, (ii) Metadata Network,
and (iii) Combined Network.

a: TEXT-BASED NETWORK
The text-based network considers as input the raw text.
As mentioned, there are several choices of neural networks
that could form the basis of our classifier. Given their proven
good performance so far as well as after carrying out a set
of experiments with different methods, we use Convolutional
Neural Networks (CNN).
Text Preprocessing: Before any text is fed to the network,

a set of preprocessing steps is performed to reduce noise.
Specifically, URLs, digits and single-character words, as well
as punctuation and special characters are removed.
Embedding Layer: We use ELMo to encode words in a

machine-readable manner. In particular, we use pre-trained
embeddings from a language model trained on a 1 billion
word benchmark.34

34https://tfhub.dev/google/elmo/2
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Convolutional Layer:The final layer is a CNNwith 100 fil-
ters and kernel size 3, followed by one 1D global average
pooling layer (usually applied after the convolutional layers
to downsampling their input), and a dropout layer of p=0.1.

b: METADATA NETWORK
In the metadata network non-sequential data is considered.
The way a user expresses themselves in writing is unique.
However, focusing on an industry domain (e.g. aviation,
oil) with a specific context of interaction, the way of shar-
ing information and expression can often involve common
characteristics among different users. To identify those char-
acteristics that could be used for more effective categorisation
of textual data in the domains of interest, in addition to the
textual content considered through the text-based network,
a set of hand-crafted stylometric features is also exploited to
further improve the classification performance.

In particular, stylometric features of different granularity
are extracted,35 including (i) Character-based features (e.g.,
ratio of upper-cased characters, exclamations and number
of digits to the total number of characters); (ii) Word-based
features (e.g., mean number of characters per word and
acronyms); (iii) Sentence-based features (e.g., mean num-
ber and standard deviation of words per sentence); (iv)
Dictionary-based features (e.g., ratio of abbreviations and
discourse markers to the total number of words in a text);
and (v) Syntactic features (e.g., part-of-speech tags). The
extensive list of extracted features is described in [69].

To employ the metadata neural network of the model we
experimented with multiple architectures. We ended up using
1 fully connected (dense) layer of size 64. We use tanh as
the activation function, as it performs well with standardised
numerical data.

c: COMBINED NETWORK
Finally, we combine the text and metadata networks using a
concatenation layer using a fully connected output layer (i.e.,
dense layer) with one neuron per class we want to predict and
sigmoid as activation function.

2) NER
The contents of several sources of interest include text
that contains CTI information in an unstructured format.
The identification, extraction and labelling of entities (e.g.,
types of attacks, or names of hackers) that are relevant to
cybersecurity-related categories facilitates the process of CTI
extraction. The NERmodule that has been developed enables
the extraction of a considerably large number of named entity
types [51]. Initially, the NER module was tested with the
following four distinct state-of-the-art models:

• BERT [70] adopts a multi-layer bidirectional trans-
former logic, instead of the legacy left-to-right, predict-
ing randomly masked tokens and successive sentences.

35Extracted using the AUPROTK library: https://github.com/
joanSolCom/AUPROTK

Transformer blocks reflect the high number of encoder
layers. The lower layers encode local syntax (useful
for part-of-speech tagging) whereas higher layers can
extract complex semantics (aspects of word meaning
that facilitate word sense disambiguation tasks) [35].
A classifier is a linear upper layer. BERT, released from
Google AI Language, leverages WordPiece Tokenizer
and defined vocabulary.

• RoBERTa, released from Meta36 [71], is replication
research on Google’s BERT that executed multiple
comparisons and presented some performance assets.
RoBERTa highlights the importance of some key hyper-
parameters as well as the size of the training data which
is particularly crucial since it could greatly affect the
final result.

• XLNet, which is released from Google/CMU [72],
is considered as one the latest breakthrough. In partic-
ular, XLNet has been reported to outperform BERT in a
range of NLP tasks. The model has been developed with
the aim of enhancing some of the BERT’s drawbacks
and is considered to have been pre-trained according to a
generalised auto-regressive way with respect to the bidi-
rectional orientation that surpasses BERT’s limitations.

• Electra [73], is an approach motivated as an attempt
to mitigate a critical drawback of models like BERT,
namely the high training computational cost.

After extensive experiments and based on the results
achieved, the NER module supports two of the four state-of-
the-art models described above, specifically the BERT and
XLNet models.

a: DATASET AND PRE-PROCESSING
The development of the NER module required a consistent
and domain-related annotated corpus. The most prevalent
annotated datasets for NER in the CTI domain are the
DNRTI [54] and the MalwareTextDB dataset [74]. The latter
is a corpus of annotated malware texts (39 reports with a total
of 6, 819 sentences) constructed in 2017 that considers only
four entities. Due to its limited size and the small number of
entities, the dataset poses the risk of leading to vague results
when applied to unknown sentences from CTI reports and
other sources. Consequently, we focused on the use of the
DNRTI dataset. The DNRTI dataset was selected considering
that it is the most comprehensive, detailed, and coherent
cybersecurity-related dataset currently available, and thus,
can lead to solid, strong, and concrete insights regarding CTI
mentions in unknown text.

Data preparation and pre-processing are crucial steps in
determining the optimal approach for the NERmodule. Man-
ually annotated collections are difficult to create since they
require domain expertise and an extensive amount of time for
the annotation process. DNRTI is a large dataset released in
2020 that contains 175, 220 words, annotated in 13 different
entity categories leveraging the IOB/BIO annotation scheme.

36https://about.meta.com/
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According to this scheme, each token in a sentence is labelled
as: i) B-label (e.g., ‘B-HackOrg’) if the token constitutes the
beginning of a named entity, ii) I-label (e.g., ‘I-HackOrg’) if it
is located inside a named entity, but not positioned first, or iii)
O-label (‘O’) in case it is not part of a named entity (i.e., it is
outside of the entity). Pre-fixed training/validation and test
sets are included in the released version of the dataset.

It was observed that the released version of the dataset
contained some issues (i.e., bad lines and typos). To address
them, all missing values were removed and the identified
typos were corrected, whereas some defective entity names
were also replaced with the correct ones. The final format of
the training/validation sets consists of 157, 945 tokens overall
(9, 180 unique), with 140, 526 tokens in the training set and
17, 602 tokens in the validation set. The ‘O’ class tokens
are the majority (124, 739 tokens), whereas the ‘B’ class
and the ‘I’ class correspond to 20, 143 and 11, 254 tokens,
respectively. The pre-fixed training and validation parts of
the dataset contain 4, 963 token appearances referring to
‘Hacking Organisations’, such as Cobalt, LuckyMouse, and
OceanLotus. Specifically, 3, 845 tokens refer to ‘B-HackOrg’
whereas 1,118 to ‘I-HackOrg’ entities. Out of these 3, 845
‘B-HackOrg’ tokens, 477 are identified as unique. Accord-
ing to the context, 140 unique ‘HackOrg’ single tokens of
the validation set include 283 different uses (labels) in the
training set. This observation indicates that the annotation
tags of the words are modified according to the context.
Apart from these tokens, there are 4308 tokens that refer to
malware names (‘B-Tool’ and ‘I-Tool’) including PlugX and
NetTraveler among other categories.

Each model is accompanied by its own tokeniser as well
as its own vocabulary, enabling the mapping of each token
with a unique code. During the development stage, the limit
regarding the length of sequences is set to 120 sub-words.
The largest lengths of sequences of tokens in our data were
detected in the interval 99 to 125 depending on the different
tokenisers; sequence length of up to 512 is supported by
BERT, whereas it is unlimited for XLNet. Concerning BERT,
the maximum length of sentences was 115 tokens and the
mean length was 46.68 tokens with a standard deviation of
27.65. For XLNet the values were 49.39 and 28.72, respec-
tively. Longer sequences were shortened whereas shorter
sequences were padded (post-tokens) to comply with the
fixed defined size.

In most cases, tokenisers and models are offered in both
cased and uncased variations, with uncased variants of the
models widely considered to perform better. Nevertheless,
our implemented strategy is oriented towards focusing on
case-sensitive versions which were deemed more suitable
for cybersecurity-related NER. Tokenisers also split complex
words into pieces so as to be identified by the vocabulary.
To address this issue, corresponding labels had to be multi-
plied accordingly during this splitting process.

Finally, Neural Network inputs do not refer to text but
to numerical values. The tokenisers integrate core features
that enable the conversion of input tokens to IDs (indices

numbers), encoding representations according to their vocab-
ulary. Furthermore, IBO/BIO labels are modified to integer
numbers and subsequently special tokens are added. Atten-
tion masks are also created as an additional input array to
the input IDs and labels. At the point where the dataset is
divided into training and validation sets, the attention masks
are aligned with their respective input IDs and labels. This
alignment ensures that each element – the actual data and the
padding – is correctly identified and used appropriately dur-
ing both the training and validation phases Attention masks
are composed of float numbers. These numbers signal to
the model whether a given token is an actual one (1.0) or a
padding element to be ignored (0.0). Subsequently, the data
loaders are configured. During the training phase, data is
shuffled using a random sampler, whereas, during the vali-
dation phase, data is loaded sequentially using a sequential
sampler.

C. CTI ENRICHMENT AND SHARING MODULES
The extracted CTI is enriched by leveraging simple and
advanced correlation techniques to identify possible relation-
ships among the stored data. Simple correlation is achieved by
utilising the correlation engine of MISP which searches for
similar values in all MISP events. With regard to advanced
correlation, ML algorithms are used to identify and extract
more sophisticated relationships by analysing various values
that are extracted from the stored data.

1) OUTLIER DETECTION MODULE
Logs collected from honeypots usually contain data that is not
of much importance for CTI extraction, such as requests from
simple scanning scripts that try to identify vulnerable servers
on the internet. Therefore, in order to separate important logs
from advanced attackers from logs that contain just simple
requests with no CTI value, an outlier detection module was
developed. The purpose of this module is to identify whether
new logs from honeypots belong to the distribution of normal
behavioural patterns (i.e., inliers) or if they should be consid-
ered part of new emerging attacker behaviours.

The collected logs are processed by grouping them into
sessions. The logs are initially split per IPv4 address. When
an IP address stays idle for more than 30 minutes (i.e., it does
not perform any request during this time period), this session
closes and a new session is initiated upon a new request from
the same IP address. To avoid having too many open sessions
(i.e., when an attacker does not perform further action after
30 minutes), a task runs every three minutes to identify such
hanging sessions and close them forcefully.

When a session closes, several measurable values (fea-
tures) are extracted. These features were selected by exam-
ining the literature for different problems that use the same
protocols [57], [75] and by enumerating all protocols and
request types that are supported in each honeypot. The
extracted features are then used as input in the outlier detec-
tion module for the identification of outlier sessions. The
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outlier module uses the Isolation Forest outlier detection
Algorithm [76], since it has shown the most promising results
based on our experiments as described in Section V. The full
list of features is presented in Table 1.

TABLE 1. Features used for outlier detection. Multiple features can be
presented in one line, differentiated by the ’/’ symbol.

FIGURE 6. Scores from AbuseIPDB for inliers and outliers.

As it can be seen in Fig. 6, most sessions that were iden-
tified as outlier sessions by the module had a low score on

AbuseIPDB. Thismeans that these IP addresses have not been
observed to be engaged in malicious acts, or that they are at
the moment not classified as malicious. On the contrary, the
IP addresses that have been classified as inliers have a very
high score on AbuseIPDB. This means that they have already
been identified as malicious at a great scale, probably through
massive web scanning. This way, the outlier detection mod-
ule is able to identify new attackers or malicious actors by
focusing on outlier sessions that are not yet well known or
have succeeded in staying undetected.

In the container, Watchdog37 observes for changes in the
alerts.json file of Wazuh. When alerts are detected, they
pass through a session manager that groups them into ses-
sions, as previously described. Once a session is defined,
the features mentioned in Table 1 are extracted. These fea-
tures are then passed in the trained Isolation Forest model,
which classifies them as outliers or inliers. If a session is
categorised as an outlier, all the logs that it contains are sent
to the MISP38 platform to be used as CTI. The sessions
categorised as inliers are stored in a local database. All the
logs and IPs of inlier sessions that are stored in theMongoDB
(local) database are encrypted with the AES 256 CBCHMAC
SHA512 algorithm. Celery39 framework is used to schedule
the necessary tasks within the outlier module, such as the task
for force-closing the hanging sessions, as already described.
Finally, another task is responsible for re-training the Isola-
tion Forest model with the new logs that have been collected,
once per day. This way, the outlier detection module manages
to stay up-to-date and detect changes in behavioural patterns
and the latest attack trends.

2) CTI CORRELATION TECHNIQUES
As mentioned, our approach uses two types of corre-
lation, namely simple and advanced. Nevertheless, apart
from this categorisation, the advanced correlation is further
divided into the correlation of internal and external sources.
Advanced correlation of internal sources aims to identify
correlation among the information that is collected by the
deployed Dionaea honeypot instance (e.g., SQL commands).
On the other hand, advanced correlation of external sources
enables the integration of information concerning cyberse-
curity incidents or vulnerabilities, reported from different
external sources.

a: CORRELATION OF INTERNAL SOURCES
An advanced correlation module was introduced to enhance
the quality of the extracted CTI and increase the function-
ality of the MISP correlation module. For the data collected
from the honeypots (i.e., internal sources), an unsupervised
Machine Learning (ML) technique called Association Rule
Learning (ARL) [77] was used to extract higher levels of
actions executed by attackers by identifying correlations

37https://pypi.org/project/watchdog/
38https://www.misp-project.org/
39https://docs.celeryq.dev/
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among different commands. Correlations can identify rela-
tionships between attributes and indicators from malware,
attack campaigns, or analysis.

Assuming that each IP depicts the action of one attacker,
the advanced correlation module using the ARL technique
could extract CTI from malicious attacks by investigating
their behavioural/attack patterns. ARL is applied directly to
the input data without extended pre-processing steps (e.g.,
specific feature extraction) thus facilitating the correlation
procedure.

In general, ARL was initially introduced in commercial
environments to model customers’ purchasing behaviour
[77]. The products that a customer buys can be considered
distinct items and the objective is to identify items that are
bought together. This procedure can be expressed in the
form of rules. For example, a customer who buys a product
also buys another product. The same logical procedure can
be transferred to the cybersecurity domain. The command
that an attacker executes can be considered as an item and
the goal is the identification of items (e.g., commands) that
an attacker executes together. In this way, attack patterns
followed by attackers can be identified by correlating the
executed commands.

The advanced correlation module follows the same logical
procedure to find malicious actors’ sequences of attacks or
actions, using data collected specifically from host systems.
Contrary to network data, host-based data contains richer
attack information so better insights can be extracted from
specific commands, run by attackers; this was first presented
in a work of ours [78].

In ARL, the various commands that attackers run can be
considered as items where the notion of an itemset describes
a group of two or more items that appear together in a dataset.
The If-Then structure is generally used in ARL to express
correlations between different items. The if and then parts
are generally known as antecedent and consequent, respec-
tively. For example, if we take into account three different
commands A, B, and C then a rule can be expressed in the
form: If A and B, then C . The rule shows that commands
C will be executed after commands A and B have been also
executed [79].
An example of such an If-Then structure is provided below:
If: (frozenset(’Drop Procedure DllUnregisterServer ’,
c’Drop Procedure sp_password ’,c’EXEC sp_OA’,
’exec DllUnregisterServer ’),

Then: frozenset(‘‘Create ‘WbemScripting.SWbemLocator’,
objLocator OUTPUT ’’,’exec DllRegisterServer ’)

In this rule, an attacker initiates actions by executing com-
mands specified in the ‘‘If’’ section, followed by additional
commands outlined in the ‘‘Then’’ section.

Initially, the attacker performs certain operations as
detailed in the ‘‘If’’ part, including executing commands such
as ‘‘Drop Procedure DllUnregisterServer,’’ ‘‘Drop Procedure
sp_password,’’ ‘‘EXEC sp_OA,’’ and ‘‘exec DllUnregis-
terServer.’’ These commands indicate SQL database activities

aimed at removing procedures and executing specific func-
tions, potentially indicative of unauthorised or malicious
attempts to unregister DLLs or alter stored database pro-
cedures. Following these operations, in the ‘‘Then’’ part,
the attacker executes commands like ‘‘Create ‘WbemScript-
ing.SWbemLocator’, objLocator OUTPUT’’ and ‘‘exec
DllRegisterServer.’’ These commands are associated with
actions involving Windows Management Instrumentation
(WMI), a Microsoft framework for managing data and oper-
ations on Windows operating systems.

In general, the commands that appeared in the ‘‘If’’ and
‘‘Then’’ parts of the rule, execute certain database and sys-
tem commands based on the presence of other commands
or procedures. If certain procedures related to system DLL
registration and database password management are detected
(via dropping them), then the script proceeds to create a
WMI locator object and register a DLL. This could be part
of a setup, maintenance, or security script in a database or
system administration context. In ARL, different rules can
be generated depending on the size of the dataset and the
complexity of the commands executed by attackers.

b: CORRELATION OF EXTERNAL SOURCES
The correlation of textual data (i.e., web articles) is important
in order to combine and integrate information provided from
distinct sources. Through correlations, relationships between
attributes and indicators from security incidents such as mal-
ware, and attack campaigns are identified and extracted.
This intelligence can be very useful in the case of mapping
different TTPs used by the same threat actors and enrich-
ing the CTI. For example, it allows gaining a more holistic
view regarding a specific cyber incident reported in different
sources or finding relations between different incidents or
vulnerabilities.

Here, we describe the correlation of textual data, the pur-
pose of which is to link two or more web articles based on
their relevance. To assess the relevance between the collected
web articles we use text similarity techniques. Specifically,
we follow the probably most used approach for this task,
which is to represent each document of our collection as a
TF-IDF vector (similar to the text representation used in the
text classifier of the focused crawler component) and then
compute the similarity of any given pair of documents by
measuring the distance of their vector representations [80].
We measure the distance between two vectors with their
cosine similarity. Formally, if x and y are two documents
and v⃗x , v⃗y their respective vector representations, the cosine
similarity of the vectors is defined as:

cossim(v⃗x , v⃗y) =
v⃗x
T v⃗y

∥v⃗x∥∥v⃗y∥
(1)

The higher the cosine similarity score, the more relevant
the two documents are. Given a document x from a set of
collected documents, we retrieve themost relevant documents
to x from this set by computing the cosine similarity scores
of its vector with all the other respective vectors and ranking
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the documents based on their scores. In the context of CTI,
the described approach has also been used in [81] and [82].
Importantly, we measure the effectiveness of using the TF-
IDF representation and the cosine similarity in the task of
retrieving relevant documents in the context of CTI, by col-
lecting a real-world dataset of web articles. We present the
dataset and the performance of our approach in Section III.

3) MISP
The extracted CTI from both the internal and the external
sources is stored on the MISP platform which is one of
the most widespread CTI sharing platforms. Moreover, the
simple correlation of the proposed approach is based on the
default correlation engine of MISP.40

MISP supports a variety of different functionalities includ-
ing detection, storing, correlation, analysis and sharing of
both technical and non-technical information concerning
incidents, attackers, and other relevant cybersecurity informa-
tion. Additionally, MISP supports a correlation engine that:
(a) is able to identify relationships between attributes/objects
and indicators from malware correlation engines, and (b) is
capable of performing advanced correlations, such as fuzzy
hashing (e.g., ssdeep41) or CIDR block matching. MISP
stores data in a structured format known as MISP events, pro-
vides extensive support for cyber-security (including fraud)
indicators for different vertical sectors (e.g., financial sec-
tors), and provides a stable and secure environment for CTI
sharing both manually and in an automatic manner using the
MISP API.

To contextualise the collected information, the appropriate
MISP data objects are used according to the content of the
data that is stored. MISP provides the ability to overwrite,
update, or replace objects according to the user’s needs.
Furthermore, users can create new objects in addition to the
default ones, by defining the appropriate JSON schema of the
new objects.

The extracted CTI from both internal and external sources
is stored on the MISP server instance as a MISP event which
includes the appropriate MISP data objects (upgraded when
needed) according to the content of the stored CTI. In Table 2
we present the MISP objects utilised for our needs. Consid-
ering that the available MISP objects could not support all
the required information that needs to be stored, a custom
object with the name vulnerability-extended has been created
in order to cover our data needs. The developed custom object
is presented in Table 3.

V. EXPERIMENTS
This section presents the experiments that have been
conducted on critical components of the ThreatWise AI
framework’s overall pipeline. The experiments enable the
evaluation of the proper operation of each component as well
as the overall quality of the relevant functionality.

40https://github.com/MISP/MISP/blob/2.4/docs/correlations.rework.md
41https://ssdeep-project.github.io/ssdeep/index.html

TABLE 2. Utilised MISP objects.

A. INFORMATION GATHERING
This section describes in detail the conducted experiment
regarding the tools of ThreatWise AI that enable information
gathering. In particular, the experiment aims to assess the
cybersecurity classifier of the focused crawler.
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TABLE 3. Utilised MISP objects.

1) CYBERSECURITY CLASSIFIER OF FOCUSED CRAWLER
a: DATASET USED
The training set on which the cybersecurity text classi-
fier was built is an enhanced version of the dataset used
in [64]. The initial version consisted of 920 web pages
from six cybersecurity-related, two technology-related and
one generic news website. However, none of the domains
of interest, namely the aviation, naval and power grid sec-
tors, were covered as topics in this collection of labelled
documents.

Consequently, an early attempt to classify text that cov-
ers these topics using a classifier built on the first version
of the dataset suffered due to the discrepancy between the
training data and the articles that the classifier has to pre-
dict. For this reason, we added 117 new documents that are
related to one of the three domains of interest. Specifically,
59 articles related to the power grid, 32 related to the naval
sector and 26 related to aviation have been annotated and
added.

We tested the classifier on a test set consisting of 39
annotated web articles, all having as subject one of the
three domains of interest. Specifically, 11 of the articles are
related to the power grid domain, 16 to the naval industry,
and 12 to the aviation sector. 12 of the articles are not
cybersecurity-related, 21 fall into the cybersecurity class, and
6 are CTI-related.

b: IMPLEMENTED METHOD
As already discussed, we propose using a multiclass
(3 classes) classifier and then merging the classes cyberse-
curity and CTI at prediction time, to finally get an output of
whether the article of interest is cybersecurity-related or not.
This was motivated by our finding that most of the mistakes
of the classifier were between the CTI and the cybersecurity
class. The confusion matrix presented in Table 4 depicts
this.

c: EXPERIMENTAL SETUP AND RESULTS
In this section, we present the results of the binary classi-
fication scheme, for which the SVM algorithm was used,
as already mentioned. We have experimented using 10-fold
cross-validation with a few values for SVM’s hyperparameter
C and present the results of themodel withC = 4. To evaluate
we use the metrics balanced accuracy, precision, recall and
the weighted f1-score as they are defined in section VI.
The first and last of them were selected as being appro-

priate to handle class imbalance in the test set since after
merging the two cybersecurity-related classes the number
of no-cybersecurity-related examples is 12 and the exam-
ples falling in the merged cybersecurity classes are 27. The
experiments have shown a good overall performance for the
classifier, which also achieves high levels of both precision
and recall. The results are presented in Table 5. For reference,
we also present the results of the multiclass classification
scheme, where the classifier’s predictions are used without
anymodifications. Finally, Figure 7 depicts the learning curve
of the classifier (in the multiclass setting).

TABLE 4. Confusion matrix of the cybersecurity articles classifier for the
case of three classes.

TABLE 5. Performance of the cybersecurity classifier, when used in the
binary and the multiclass classification schemes.

FIGURE 7. Learning curve of the cybersecurity classifier of focused
crawler.

B. CTI ENRICHMENT
This section describes in detail the conducted experiment
regarding data enrichment tools of ThreatWise AI. In particu-
lar, the experiment aims to assess outlier detection and pattern
recognition.
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1) OUTLIER DETECTION AND PATTERN RECOGNITION
a: DATASET USED
Closed sessions (i.e., idle for more than 30 minutes) were
observed in honeypot instances. Specifically, we collected
data from the Dionaea, Conpot, and Gaspot honeypots for the
period of 15 days. The utilised dataset is presented in Table 7
where sessions refer to honeypot logs that are grouped per
IPv4 address.

b: IMPLEMENTED METHOD
Concerning the evaluation of the outlier module, we used
the Forest outlier detection algorithm by leveraging the same
dataset gathered from internal sources. Two parameters are
required by the Isolation Forest algorithm. The first one is
the contamination percentage and the second is the number
of base estimators to be used. For the selection of these two
hyperparameters, the dataset was split into two parts. The
first part includes the first 1011 sessions, whereas the second,
which contains the other half, consists of 1011 sessions and
was used as a test set.

c: EXPERIMENTAL SETUP AND RESULTS
Based on the quantitative evaluation of the results on the test
set, the contamination percentage was selected to be 10%
and the number of estimators 100. Furthermore, the PCAwas
used for dimensionality reduction and the number of features
was reduced to two [83]. After the training of the Isolation
Forest model with the training set, the test set was used to
identify outlier sessions (i.e., sessions in which behaviour
diverges from normal behaviour).
Results: Table 6 presents the number of sessions that

were found to be outliers and the sessions that were found
to be inliers. As shown in the dataset section in Table 7,
the attackers that targeted the Conpot and Gaspot targeted
more than one honeypot, indicating that these attackers are
most probably automated scripts. Indeed, these sessions were
found to present a similar behaviour withmost sessions by the
outlier detection module.

To get more insight into the sessions that were found to be
outliers, the AbuseIPDB42 service was used. It is a service
that reports IP addresses, by giving a score, based on whether
they have been observed to engage in malicious actions.

TABLE 6. Number of sessions and unique IPs for the inliers and outliers
in the test set .

C. DATA CLASSIFICATION
This section describes in detail the conducted experi-
ments regarding data classification tools of ThreatWise AI.

42https://www.abuseipdb.com/

TABLE 7. Honeypot dataset.

In particular, the experiment aims to assess the text-based,
metadata, and combined network of the proposed text-based
classification framework to conclude the most optimal one.

1) CLASSIFICATION FRAMEWORK
a: DATASET USED
To train and evaluate the developed framework, we need
a ground truth dataset that indicates which textual data
belong to a specific domain (i.e. naval, aviation, power grid,
or other). The ground truth dataset used for this purpose
consists of 974 articles in total, where 63 belong to the naval
domain, 83 to the aviation, 60 to the power grid, and the
remaining 768 to the other category.

b: IMPLEMENTED METHOD
To conduct our experiments we use Keras43 with Tensor-
Flow.44 We run the experiments on a server that is equipped
with one GeForce RTX 2080 TI GPU of 11 GB GDDR6
memory.

c: EXPERIMENTAL SETUP AND RESULTS
Overall, the ground truth dataset is split into training (90%)
and test (10%) sets, maintaining the proportion of classes.
From the training set, 10% is kept as a validation set. For
training, we use categorical cross-entropy as the loss function
and Adam (with learning_rate=0.0001) as the optimisation
function. A maximum of 150 epochs is allowed, and the
validation set is used to perform early stopping. Training
is interrupted if the validation loss does not drop in three
consecutive epochs, and the weights of the best epoch are
restored. Table 8 overviews the performance of the developed
classification model in the three experimentation phases.
Overall, we consider three phases:

• Text-based network: Evaluation of the overall perfor-
mance when only the text-based network is considered;

• Metadata network: Evaluation of the overall perfor-
mance when only the metadata network is considered;
and

• Combined network: Evaluation of the overall perfor-
mance when the combined network is considered.

Results: Table 8 overviews the results concerning the per-
formance of the developed classification model on the three
aforementioned experimentation phases.

43https://keras.io/
44https://www.tensorflow.org/
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TABLE 8. Experimental results of the Domain Classification model.

TABLE 9. Confusion matrix of the Domain Classification model
(combined network).

When comparing text-based with metadata networks, from
Table 8 we observe that the former performs better in all
evaluation metrics. Although the hand-crafted stylometric
features lead to adequate performance with about 81% pre-
cision and recall values, the text-based network with the
ELMo method as the basis for word representation leads to
significantly increased performance. As mentioned, ELMo,
which is a contextualised word representation method, allows
the modelling of complex characteristics of written word
usage and expression by taking into account both syntactic
and semantic information.

Overall, the best performance (98.9% precision and recall
values) is achieved with the network that combines raw
text and metadata (Combined network). Combining the text
content with a wide range of stylometric features (meta-
data) allows for the characterisation of textual content at
different levels, thus resulting in a better understanding
of different semantics and the identification of underlying
patterns.

Table 9 presents the confusion matrix of the combined net-
work. As demonstrated, the classification model successfully
assigns the majority of documents to their correct domains.
Additionally, Figure 8 illustrates the accuracy and loss learn-
ing curves of the samemodel.With regard to the loss function,
we observe a good fit, as both the training and validation
losses decrease and stabilise at low values. Similarly, the
training and validation accuracy curves indicate that the
model generalises well, showing no signs of overfitting or
underfitting.

FIGURE 8. Learning curve of Domain Classifier: (a) Accuracy and (b) Loss.

D. NER
This section provides a detailed description of the experi-
ments conducted to evaluate the NER module of ThreatWise
AI. Specifically, the experiments with the BERT and XLNet
models are described, along with the corresponding results.

a: EXPERIMENTAL SETUP AND RESULTS
As mentioned above the NER module supports two state-of-
the-art models specifically the BERT andXLNet models. The
DNRTI dataset used for the experiments entails pre-fixed sets
for training and validation, as well as a holdout test set. The
initial train/validation split is 89%-11%, while the train/test
ratio is also 89%-11%..

During training different hyperparameters were used. The
AdamWoptimiser was chosen for training, along with weight
decay as a regularization technique to mitigate overfitting
by penalising large weight matrices. The fine-tuning process
used 4 epochs and a batch size of 16. Other crucial parameters
included a learning rate of 1e-4, a maximum sentence length
of 120 tokens, and an epsilon value of 1e-12 for numerical
stability. The maximum gradient norm was set to 1.0 to
prevent exploding gradients. The models were trained with
case-sensitive input (Lower Case set to False), allowing them
to potentially capture nuances in capitalization.
Results: The results of the training are presented in

Table 10. The two models achieved nearly the same results.

TABLE 10. Performance comparison of BERT base and XLNet base
models.

The learning curves of the twomodels are presented below.
The curves indicate signs of moderate overfitting after the
third epoch.

FIGURE 9. Learning curve of XLNet.
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FIGURE 10. Learning curve of BERT.

Last the confusion matrix of the models is presented
below. The confusion matrix of XLNet depicts that the
model has a strong performance in correctly classifying
most of the categories, with particularly high accuracy
in classes such as ‘‘HackOrg’’ (1272 correct predictions)
and ‘‘Tool’’ (876 correct predictions). The matrix shows
that XLNET generally maintains a high level of preci-
sion across various categories. The confusion matrix of
BERT shows a similar pattern of strong performance,
with high accuracy in classes like ‘‘HackOrg’’ (1027 cor-
rect predictions) and ‘‘Tool’’ (850 correct predictions).
BERT also demonstrates a high precision across most
categories.

In comparison, both XLNet and BERT exhibit strong per-
formance in classifying the majority of categories accurately,
with XLNet showing slightly higher correct predictions in
some categories like ‘‘HackOrg’’ and ‘‘Tool’’.

FIGURE 11. Confusion matrix of XLNet.

FIGURE 12. Confusion matrix of BERT.

E. DATA CORRELATION
This section describes in detail the conducted experiment
regarding data correlation tools of ThreatWise AI. In partic-
ular, the experiment aims to assess the correlation of external
as well as internal sources.

1) CORRELATION OF INTERNAL SOURCES
a: DATASET USED
Data that has been collected from the honeypot instances (i.e.,
internal sources). In particular, the utilised dataset includes
information about cyber-attacks against the exposed services
of the honeypot instances. The Dionaea honeypot attracted
many attacks due to the more generic nature of the services
it provides. On the contrary, cyber-attacks against the Con-
pot honeypot were significantly less, considering that the
exposed services of Conpot are more ICS oriented which
results in attracting more targeted cyber-attacks.

b: IMPLEMENTED METHOD
To prepare the input dataset for the algorithm properly,
every command is separated into multiple commands based
on different keywords. This approach allows the identifi-
cation of frequently executed commands. In our dataset,
these keywords represent SQL commands that are commonly
used by attackers, such as ’’EXEC’’, ’’exec’’, ’’DECLARE’’,
’’SELECT’’, ’’Drop’’, and ’’Create’’. For example, the key-
word ‘‘EXEC’’ is used to execute a selected procedure.

c: EXPERIMENTAL SETUP AND RESULTS
The following sequence of SQL Commands has been cap-
tured by our deployed honeypot instances [78]:
exec sp server info 1 exec sp server info 2 exec

sp server info 500 select 501,NULL, 1 where ’a’=’A’
select 504, c.name, c.description, c.definition from mas-
ter.dbo.syscharsets c, master.dbo.syscharsets c1, mas-
ter.dbo.sysconfigures f where f.config=123 and f.value=c1.id
and c1.csid=c.id set textsize 2147483647 set arithabort on
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The sequence is split into the following five different SQL
commands:

• exec sp server info 1
• exec sp server info 2
• exec sp server info 500
• select 501,NULL,1 where ’a’=’A’
• select 504,c.name, c.description, c.definition from
master.dbo.syscharsets c, master.dbo.syscharsets c1,
master.dbo.sysconfigures f where f.config=123 and
f.value=c1.id and c1.csid=c.id set textsize 2147483647
set arithabort on

ARL leverages a txt file which includes the mapping
between MISP events and the respective entry (i.e., line
number) in the alerts.json file of Wazuh which is referred
to as the index. In particular, the ARL rules are associ-
ated with the index of the mapping file to identify the
related MISP event ID and proceed with enriching the stored
content. The enriched information includes the correlated
event ID as well as the values of support, lift and con-
fidence that have been calculated during the correlation
process.

After these steps, the data was fed into the algorithm to
extract different correlations between the attacks, resulting
in advanced CTI knowledge. The FP-Growth [84] algorithm
was used for the identification of the commands run by
attackers. For example, the following rule generated by the
FP-Growth shows a sequence of commands executed by
attackers:

(frozenset(’Drop Procedure DllUnregisterServer ’, c’Drop
Procedure sp_password ’,c’EXEC sp_OA’, ’exec DllUn-
registerServer ’), frozenset(‘‘Create ‘WbemScripting.SWbem
Locator’, @objLocator OUTPUT’’, ’exec DllRegister
Server ’),

Results: By analysing the commands listed in the above
rule it can be inferred that if the attacker executes the first to
fourth command, there is a high probability that they will also
execute the fifth and sixth commands. The correlation of the
commands reveals an attacker’s complete actions and in turn,
leads to the enrichment of the CTI.

If: (frozenset(’Drop Procedure DllUnregisterServer ’,c’
Drop Procedure sp_password ’,c’EXEC sp_OA’, ’exec
DllUnregisterServer ’),
Then: frozenset(‘‘Create ‘WbemScripting.SWbemLocator’,

objLocator OUTPUT’’,’exec DllRegisterServer ’),

2) CORRELATION OF EXTERNAL SOURCES
a: DATASET USED
To test the external sources correlation component we used a
part of our collected set of documents which we used to build
the domain classifier. This document collection consists of 88
web articles, all having as topic one of the domains of interest.
For each article, we have identified all its relevant documents
from the collection.

b: IMPLEMENTED METHOD
The criteria for assessing two articles as relevant include one
of the cases where the articles describe: (i) the same cyber
incident (e.g., the same attack), (ii) the same target system
(e.g., vulnerabilities of a specific technology used in aviation,
such as the in-flight Wi-Fi system in the aviation domain),
(iii) attacks with clear similarities, for example having the
same incentives and targeting the same domain, such as
ransomware attacks in the naval domain, or cyber-espionage
incidents against defence contractors in the navy domain.
An article can also be considered relevant to another if it
partly refers to the same topic. For example, an article about
the vulnerabilities of two avionics systems will be considered
relevant to articles that are concerned with either of those
systems.

c: EXPERIMENTAL SETUP AND RESULTS
The results concerning the performance of the text retrieval
module used to correlate the external sources are described in
Table 11. With regard to the results, the document collection
we have used here is relatively small and, consequently,
many of the articles have a small number of relevant arti-
cles, according to our ground truth. Specifically, 30 of them
(roughly one-third of the collection) have up to 3 relevant arti-
cles. This certainly affects the observed deteriorating results
regarding the precision metric when the ranks increase, espe-
cially in the cases of P@4 and P@5. To give an example,
if a document has only two relevant documents and both of
them are returned in the top-2 ranks of the system’s output
list, which is obviously a good response from the system,
P@5 will only be 0.4 (because the list will also contain
3 irrelevant documents). Keeping in mind the above, this
module can be efficiently used to retrieve correlated textual
content, as shown, for example from the results regarding
P@1, P@2 and P@3.

TABLE 11. Performance of the text retrieval module, used to correlate the
external sources.

VI. EVALUATION METRICS
This section provides a detailed explanation of the different
evaluation metrics utilised across the experiments.

A. CYBERSECURITY CLASSIFIER OF FOCUSED CRAWLER
This section describes the evaluation metrics that have been
used to evaluate the output of experiments concerning the
cybersecurity classifier that is leveraged by the focused
crawler.

1) RELEVANCE TO THE CS OR CTI
This metric concerns the relevance of the content to either the
cybersecurity or the CTI domain (no-csec, csec, CTI).
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2) RELEVANCE TO THE DOMAIN
This metric concerns the relevance of the content to the target
domain of interest (e.g., water industry, healthcare).

3) BALANCED ACCURACY
This metric is a version of accuracy that is used when a class
imbalance occurs. In our case, the class imbalance is mild, but
we chose this metric to not overestimate the performance.

4) PRECISION
Precision measures how well a Retrieval System is perform-
ing in rejecting non-relevant documents.

5) RECALL
Recall measures the percentage of data samples that a model
correctly identifies as relevant.

6) F1-WEIGHTED
F1-score is the harmonic mean of the precision and recall and
is used to summarise the overall performance. F1-weighted is
a version of the F1-score used in cases of class imbalance as it
calculates metrics for each label and averages them weighted
by the support of each class.

B. CORRELATION OF EXTERNAL SOURCES
The textual correlation component is in essence an Infor-
mation Retrieval module. To this end, we evaluate the
performance of our text similarity approach with metrics
used in Information Retrieval by comparing the ground
truth relevance lists to the system’s ranked lists of the most
similar documents, for every document in our collection.
Specifically, we use the precision and MAP (Mean Average
Precision) metrics.MAP is a metric used to assess the ability
of a retrieval system to find many relevant documents while
placing more emphasis on the higher ranks. Precision at posi-
tion k (P@k) is the precision regarding a single query when
considering the top k retrieved documents. Average Precision
is defined as 1

nRD

∑n
i=k

P@k
rel@k , where nRD is the total number

of relevant documents, n is the length of the output ranked
list and rel@k is a binary value that indicates whether the
document retrieved at position k is relevant or not. The MAP
metric is the mean Average Precision for a set of queries. The
length of the output ranked lists in our real-world system is
defined by the user.

C. CORRELATION OF INTERNAL SOURCES
In Association Rule Learning (ARL), different rules can be
generated depending on the size of the dataset and the com-
plexity of the commands executed by attackers. To select
specific rules, various metrics can be used, such as Support,
Confidence, and Lift. In general, using ARL different rules
can be produced. The metrics presented can be used to eval-
uate the reliability and importance of the generated rules,
which can help to identify patterns of attacks and improve
the understanding of the attackers’ behaviour.

Support, ∈ {0, 1} is a metric that measures the proportion
of transactions in the dataset that contain a specific itemset,
which indicates how often a generated rule appears in the
dataset [85].

Confidence, ∈ {0, 1} is a metric that measures the relia-
bility of a rule by showing the percentage of cases in which
the consequent (Y ) appears, given that the antecedent (X )
has occurred. It is calculated as the number of transactions
containing X and Y , divided by the number of transactions
containing X [77].

Lift, ∈ {0, ∞} is a metric that measures the ratio of
the interdependence of observed values, meaning the ratio
of observed support to expected support if X and Y were
independent. If the lift is equal to one, it means the rule and
the items are independent, whereas if the lift is more than one,
it indicates a higher dependency [86].

D. DATA CLASSIFICATION
Standard evaluation metrics are used to assess the perfor-
mance of the data classification component, namely Precision
(Prec), Recall (Rec), F1-score (F1), and Accuracy (Acc).
The above metrics measure the quality of predictions using
combinations of True Positives (TP - the number of cases
the classifier correctly predicted as belonging to the positive
class), True Negatives (TN - the number of cases correctly
predicted as belonging to the negative class), False Positives
(FP - the number of cases falsely predicted as positives), and
False Negatives (FN - the number of cases falsely predicted
as negatives). In particular, Prec: TP

TP+FP , Rec:
TP

TP+FN , F1:
2×Prec×Rec
Prec+Rec , and Acc: TP+TN

TP+TN+FP+FN .

E. NER
With regard to the comparison and assessment of the perfor-
mance of the different models, the primary evaluation metrics
that were employed are Precision, Recall, and F1-score for
both predicted tokens and entities. Accuracy was not included
as a metric since the ‘O’ class (i.e. not part of a named entity)
is the majority and most models tend to predict it with high
accuracy.

VII. DISCUSSION
ThreatWise AI framework comprises several tools that pro-
vide distinct functionalities, aiming to facilitate and enhance
the capabilities of its functionality. Nevertheless, we have
identified several issues during the implementation and test-
ing of the tools. While these issues do not affect the overall
quality, they have to be considered in order to improve them
in future work.

An issue is encountered in the evasive crawler which pro-
vides more advanced crawling functionalities and enables the
crawling of more sources, yet it lacks in terms of performance
leading to the conclusion that the complexity of the crawling
is proportional to the execution time of the functionality.
Another issue concerns the simple correlation of the stored
CTI. In particular, the correlation engine of MISP tends to
correlate too many events, thus decreasing the performance
of the database, and therefore the queries both via the GUI
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and the API might take too long to execute. Furthermore, the
document collection that has been used for the training of the
domain classification is relatively small, resulting in many
articles having a small number of relevant articles, according
to our ground truth. Apart from this, the classification of the
CTI is limited since it is performed only according to the
domains of interest.

Future work will include the development of tailor-made
CTI according to the users’ needs. In addition, for all the
components that make use of textual data (for example for
the cybersecurity classifier of the focused crawler, for the
NER component or the text similaritymodule) the application
of more recent and powerful algorithms such as techniques
based on Large Language Models (LLM) can be tested.
In addition, due to the proliferation of attacks, we plan to
develop taxonomies related to cyber threat attacks and vulner-
abilities. Specifically, the improved classification will enable
the dynamic creation and adaptation of cybersecurity tax-
onomies concerning all cybersecurity domains, based on the
content. NER will be used for the generation of taxonomies,
alongside topic modelling techniques such as BERTopic.
LLMs will also be tested in the generation of taxonomies.
Lastly, in order to find meaning between the different tax-
onomies, ontologies will be generated using standard libraries
such as OWLReady 2.45 LLMs will also be used for the
generation of ontologies and, more specifically, for finding
relationships between the different taxonomies.

Concerning information gathering from social media, more
platforms will be added. Finally, feature work will include
the creation of ontologies. Ontologies, use taxonomies and
also relations between them, which allows for the extraction
of further knowledge by revealing patterns and relations in
datasets that initially are not easily observed.

VIII. CONCLUSION
In this work, we have proposed a novel framework called
ThreatWise AI for the gathering, analysis, enrichment and
sharing of CTI. We evaluated our framework using real data
collected from various online sources as well as honeypot
instances deployed on the cloud. The information from all
sources is stored on MISP where it is further enriched and
becomes available for sharing. Concerning the enrichment,
the CTI content is analysed and classified as either relevant
or not to cybersecurity or CTI-domain, following a domain
classification (i.e., aviation, naval, power grid).

Each component of the proposed ThreatWise AI frame-
work provides a set of functionalities in an efficient and
user-friendly manner. The results of our conducted exper-
iments have shown that the framework’s developed tools
perform well even with a relatively small amount of doc-
uments. Specifically, the classification ML algorithms have
shown good performance with the cybersecurity classifier
introducing balanced accuracy, precision, recall and f1-

45https://owlready2.readthedocs.io/en/latest/

weighted scores of 0.82, 0.89, 0.89, and 0.85, respectively,
with a dataset of 39 annotated web articles.

While the tools developed during this research have
demonstrated significant potential in addressing current
cybersecurity challenges, future work will include their con-
tinuous improvement and enhancement. The aim is to ensure
that these tools remain effective in the face of sophisticated
cyber-attacks and continue while simultaneously improv-
ing their performance in terms of both results and resource
consumption.
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