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ABSTRACT
Many natural language questions are inherently subjective.
They can not be answered properly if we do not know the
personal preferences of the answerer. For example, “Do you
like cats?” There is no “the only correct answer” to this ques-
tion. To answer it, the model has to be able to capture the
persona of the answerers. However, the users usually do not
answer different questions with equal chance. Instead, while
some are answered with a high frequency, others are hardly
answered by anyone. To deal with this imbalanced sparsity
in data, we first introduce a Siamese Network to capture the
preferences patterns of the users. Then the model is ensem-
bled with an additional dense layer to predict the answers of
the users. Applying to an online dating dataset, our approach
achieves a high accuracy of 78.7%.

Index Terms— Personal Question Answer Selection,
Siamese Network, User Representation, Preference Learning

1. INTRODUCTION

Machines have already achieved human or near-human results
in multiple semantic natural language task, including question
answering [1]. However, in such tasks, a possible subject who
answers the question is missing. They implicitly do not take
into account the possibly subjective nature of answers. Most
questions we meet in every daily life are inherently subjective
and personal. They could not be solved properly if without
understanding of the personality of the answerer.

Generally, this problem would be approached as recom-
mender system or matrix completion problem by taking the
user-question data as a matrix. A number of approaches
to this sort of problem have been proposed, such as item-
based/user-based top-N recommendations [2, 3], SVD [4, 5].
Those methods focus only on the data matrix. They do not
care about what content the questions really ask about, result-
ing in a waste of the natural language information.
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Another related area is Question Answering (QA). QA is
an incredibly broad topic. Almost every natural language pro-
cessing task could be somehow fitted into this setup. Gener-
ally, QA tasks can be divided into factoid QA and non-factoid
QA [6]. Usually they are solved by either information re-
trieval approaches or first building a semantic represenation
and then mapping it into a query of structured data. These ap-
proaches, however, only take into account the content of the
question and fixed external knowledge, and do not incorpo-
rate personal information about the answerer of the question
and how that may effect the appropriateness of an answer.

A common challenge that will be faced in this task is the
un-uniform distribution of data samples among categories.
Some questions are answered with a very high frequency,
while others are hardly answered by anyone. This leads to
poor performance for categories that have too few training
samples.

In this work, we propose a framework and a synthetic task
for personal question answer selection combining semantic
encoding of question texts with a user embedding designed
to capture how user similarities map to similar preferences.
We address the challenge of un-uniformly distributed data by
proposing to pre-train a Siamese structure. We will introduce
what Siamese is in Section 2 and explain our model struc-
ture in Section 3. The performance is then tested on a novel
dataset in Section 4. The dataset contains about 12K users
and 2.4K personal questions that focus on topics varying from
daily habits to political views. Finally, the results are dis-
cussed and analyzed in Section 5.

2. METHODOLOGY

A Siamese Network is a twin network consisting of two iden-
tical halves that share the same parameters [7, 8]. It takes
a pair of inputs then computes the distance between the pair
of outputs. If they are labeled similarly, their distance in the
output vector space will be made a bit closer. They sepa-
rated further if the labels are dissimlar. Siamese Networks are
usually used to learn a similarity metric. It is also useful a
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tool for classification where the number of data categories is
huge, and where the number of training samples for a single
category is rather small [9]. In this work, we construct our
Siamese Network with bi-LSTM. The general structure of the
network could be viewed in Figure 1.

Contrastive loss [10] is used to distinguish between sim-
ilar and dissimlar pairs of samples. Let the two samples be
denoted as X1 and X2 , our network denoted as a function
GW (X). Here W is the network parameters. The distance
between the output embedding of the samples, written as:

DW (X1,X2) = ||GW (X1)−GW (X2)||2

Once the distance between the embeddings is obtained, it is
given as inputs to the loss objective function, which can be
formally written as a function of the input samples and net-
work parameters:

L(W) =

P∑
i=1

(1− Y i)
1

2
(DW (X1,X2)

i)2

+

P∑
i=1

Y i 1

2
(max(0,m−DW (X1,X2)

i))2

(1)

Where m > 0 denotes a manually set margin which acts
as a boundary. It keeps dissimilar pairs separated from each
other by a distance defined by m. (X1,X2, Y )i denotes the
ith training sample, where Y i = 0 if X1 and X2 are deemed
similar and Y i = 1 if they are deemed dissimilar.

3. MODEL ARCHITECTURE

Siamese network contains two identical halves sharing the
same training parameters. Each half we set it as a combi-
nation of two modules: User Module responsible for learning
user preference, and Question Module responsible for under-
standing the question. User Module takes user ID token as in-
put, which is a integer number. It passes an embedding layer
to obtain user embedding, whose dimension is 64. Question
Module takes question sentence vector as input. Each slot is a
word token. It first passes through a pre-trained word embed-
ding layer [11] with the dimension as 100. Then a bi-LSTM
and max-pooling are employed in order to get understand-
ing of the question. After this, the output vectors of Question
Module and User Module each pass through a fully connected
layer with output dimension as 64, and then are concatenated
together. The output passes a final fully connected layer with
the output dimension as 100. We regard this final output vec-
tor as “user-question representation”. It captures the opinion
of this user toward the question. Contrastive loss is used to
train the Siamese to distinguish between similar and dissimi-
lar pairs.

After finely training the Siamese Network, we then build
the QA model by adding an additional Choice Module to
it. It takes choice sentence vector as input. Pass through
a similar network as Question Module. Then get concate-
nated with “user-question representation”. An extra fully con-
nected layer with sigmoid activation is then employed to get
a “score” of how likely this user is going to pick this choice.
The choice with the highest “score” among all candidates is
picked as the prediction of the QA model.

4. EXPERIMENTS

4.1. Datasets

We test and compare our proposed model on a novel dataset
collected from an online dating website 1. This dataset con-
sists of the answers of 14,493 users to 7,706 multiple-choice
questions. The IDs are anonymized for privacy concern. On
average, each user approximately answers a few hundred of
the questions, leaving many others blank. To keep the results
of the experiments more stable, we discard the users who have
answered less than 10 questions and the questions that are an-
swered by less than 2 users. After preprocessing, 13,628 users
and 2,421 questions are left. The statistics of the frequency of
being answered for each question is shown in Figure2.

Question topic. ratio
Dating preference 21.4%
Living style 16.5%
Personalities 15.7%
World view 13.2%
Sex openness 10.7%
Habits 6.6%
Politics 5.8%
Drug attitude 4.1%
Alcohol & smoke 3.3%
Religion 3.3%
Racial 1.7%
Education 1.7%
Others (hard to define) 19.8%

Table 1. Statistics of the question topics, made from LDA
and human analysis. Topics may overlap each other.

The statistics of the question topics are also provided in
Table 2 for reference. To be noted that it is only a rough esti-
mation made from LDA topic detection (Latent Dirichlet Al-
location) [12] results and human analysis. Besides, the ratios
do not necessarily have to sum up to 1 since the topics may
overlap each other.

1available upper research request
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Fig. 1. Overall picture of the Siamese Network. The subtraction is then passed to contrastive loss function.

Fig. 2. The frequency of being answered for each of the 2,421
questions, in descending order. It can be seen that the distri-
bution is heavily nonuniform.

4.2. Setup

We rewrite the dataset into the format of separated (user,
question, choice) tuples, which totalled 742,599 tuples.
They are then randomly partitioned into training set (70%,
519,818 tuples), validation set (15%, 111,391 tuples), and
testing set (15%, 111,390 tuples). The performance is evalu-
ated by prediction accuracy and F1-micro score.

4.3. Results

We compared our method with several baselines. The setup
and configuration of the baselines are briefly introduced as

following.

1. Most Common In this case, we will always pick the
most-commonly picked choice as the prediction. It
could be an interesting baseline because many of the
questions are heavily biased. For example, 87.2% users
choose “No” in the question “Is astrological sign at
all important in a match?”.

2. Singular Value Thresholding To test this baseline [13],
the dataset needs to be rewritten into 0-1 user-choice
matrix. Each slot in the matrix represents whether a
choice of a question has been picked by a user.

3. Collaborative Filtering It is straight forward to apply
CF once we realize that answers to questions are just
like ratings to movies. Each time given a user, we find
the closest K = 32 users to this given user by Pearson
correlation similarity [14]. Their corresponding answer
histories are aggregated to give the prediction.

Neural Matrix Facotorization (NeuMF) [15] proposes a
deep learning structure for collaborative filtering. We
follow a similar structure with 3 hidden layers.

4. Memory Network We follow the similar setting as the
factoid question answering research [16]. The trans-
formation from their task to ours is straight forward by
taking all answer history of a user as the ”story”. The
output layer includes all choices for all questions, but
the prediction is picked only among the possible candi-
dates.

We discover that our method yields better results than all
other baselines. We also try to prove the utility of the Siamese
structure and pre-trained word embeddings by adding two
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Acc.
Most-Common 61.8%
Singular Value Thresholding 42.3%
Collaborative Filtering 71.3%
NeuMF 72.9%
Memory Networks 62.3%
ours (Siamese with pre-trained wordEmb) 78.7%
ours (no Siamese) 73.1%
ours (no pre-trained wordEmb) 75.5%

Table 2. Test accuracy on our novel dataset for various meth-
ods.

comparison experiments. It can be see that the classifier per-
forms about 5% worse if without Siamese network learning
the embeddings of users. Also, it performs 3% worse if with-
out plugged in with pre-trained word embeddings. This fact
supports our hypothesis that natural language knowledge and
preference patterns knowledge could help the prediction on
personal question answering task.

5. DISCUSSION

We check which question is doing the best at distinguishing
the users. We do it in three steps: Firstly, for each question,
we separate the users into groups according to their answers.
Secondly, we compute their inter-group distance. Lastly, we
sort the questions by their averaged inter-group distance. The
question with larger averaged inter-group distance are consid-
ered to be better at distinguishing users. For a question with
group A,B,C... and u denoting the users, we define inter-
group distance for any two groups A,B by:

DA,B =
1

|A||B|
∑

ui∈A,uj∈B

D(ui, uj) (2)

Where D(ui, uj) is the distance between user ui and uj .
Here we use cosine distance. It is found that the question “Is
interracial marriage a bad idea?” separates the user embed-
dings the best in our model. To validate whether our network
really helps to extract the preferences of the users, we use t-
SNE to reduce the dimensions of the user embeddings and
plot them out in 3D coordinates. Every user is labeled by
their answer to the question. We then randomly pick a user,
check its neighbors. If most of the neighbors pick the same
choice as their central does, our model is convinced to be able
to extract perferences.

In Figure 3, we randomly pick a user who answers “Yes”
to the question “Is interracial marriage a bad idea?”, and an-
other user who answers “No” to this question. We highlight
their closest 50 users found by cosine distance. It can be seen
that most of the neighbors pick the same choice as their cen-
tral user. It not only shows that our model is capable of cap-
turing this preference but also shows that people’s opinion

Fig. 3. The closest 50 users to the given user. Most of the
neighbors pick the same choice as their central.

towards interracial marriage does make a distinction between
users in our dataset.

Fig. 4. User’s opinion toward drugs like marijuana also make
a distinction in our dataset.

In Figure 4, we check whether the opinion toward light
drugs like marijuana will make a separation between the
users. This question is picked carefully and manually. By
prior knowledge, we know that people’s tolerance of mari-
juana varies a lot with country, region and culture differences.
Thus we expect to see strong distinguishing in this question.
From our observation, “marijuana” does make a separation
between the users. Another interesting thing is that “I smoked
in the past but no longer” turn out to be a middle state be-
tween “Never” and “I smoke occasionally” in this picture. It
is showing around both “Never” and “Occasionally”. This is
coordinated with the literal logic. It suggests that our model
is implicitly learning the meaning behind the questions.

6. CONCLUSION

Our main contribution of this paper is to propose a framework
and a synthetic task for personal question answer selection.
We point out that a usual challenge faced in this task is the
imbalanced sparsity among questions. We address this chal-
lenge by applying Siamese networks to pre-train the user em-
beddings, which greatly overcomes the lack of training sam-
ples. We show in the experiments that our model yields better
results comparing to straightforward baselines such as Col-
laborative Filtering. We also prove that our model is capable
of capturing the preference patterns. It acquires user embed-
dings that show meaningful distributions.
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