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Abstract

Legal Artificial Intelligence has made signif-
icant strides using Large Language Models
(LLMs) for tasks like judgment prediction.
Evolving from traditional simple text classi-
fication to utilizing models for direct predic-
tion, the trend is gradually shifting towards
building agents that simulate judicial processes.
However, most existing efforts are often con-
fined to simulating single, localized judicial
steps, lacking depth and multi-perspective eval-
uation.Therefore,we present the JudiAgents
Framework, a multi-agent framework designed
to deeply simulate the entire judicial decision-
making process. This framework covers agent
building, courtroom debate, jury discussion and
deliberation, as well as the prediction of judg-
ment results and basis, forming a complete, re-
alistic, end-to-end judicial simulation process
.We conduct experiments on the datasets from
China Judgments Online, covering various real
cases of different types, such as civil, crim-
inal, first instance, and second instance.The
results show that JudiAgents outperforms base-
line models in predicting judgment outcomes
and generating legal bases.

1 Introduction

Large Language Models (LLMs) are profoundly
transforming Legal Artificial Intelligence (Legal
Al) (Villasenor, 2023; Zhong et al., 2020; Surden,
2018). For example, tasks such as legal question
answering (Zhong et al., 2020), case retrieval (Cui
et al., 2023), and Legal Judgment Prediction (LJP)
(Chen et al., 2023; Xiao et al., 2018; Wu et al.,
2022). Current methods mostly focus on relatively
simple, single legal application scenarios, lacking
multi-stage processes, multi-perspective evaluation,
and diverse participants. This makes them insuf-
ficient to simulate the complexity of real judicial
processes — a complex socio-technical process in-
volving multiple participants from different back-
grounds related to the case, characterized by highly

dynamic interaction and multi-stage deliberation
(Wu et al., 2022; Gilbert and Troitzsch, 2005). In
particular, how agents with different backgrounds
and cognitive biases effectively deliberate and
influence judgments in this end-to-end process
remain an area of insufficient research.

To bridge this insufficiency, this paper proposes
the JudiAgents Framework, a multi-agent frame-
work designed to deeply simulate the core delib-
eration of judicial decision-making. The central
aim is to effectively simulate the complete end-
to-end court process,including reason-driven col-
lective deliberation within a framework and quan-
tify its contribution to enhancing the understand-
ing and quality of judicial decision prediction.To
this end, the framework introduces two key innova-
tions: Automated, Context-Aware Multi-Agent
Configuration: Different from fixed role settings
or completely random selection of participants.To
ensure simulation authenticity, diversity, and en-
able panel members to "resonate" with the case
facts, we designed an automated framework that
dynamically generates operational protocols for
each agent. These protocols are deeply coupled
with the case context and exhibit significant het-
erogeneity, simulating the diversity and contextual
relevance found in real panel member selection
and providing diverse perspectives for PPDM. Pro-
filed Panel Deliberation Module: After hearing
the entire legal process, the agent jury members
who are coupled with the case enter the complete
review process. including independent judgment,
exchange of views, voting, and articulation of key
reasons. The output of PPDM (including votes and
detailed rationales from diverse deliberators based
on their unique profiles) serves as a critical input
for subsequent judgment, enabling us to deeply in-
vestigate the substantive impact of the deliberation
process itself on judicial decisions.

JudiAgents connects key stages through a struc-
tured process as shown in Figure 1. Experiments on
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Case Information

Final proposition \

The plaintiff suggests sentencing the defendant to one year and
six months in prison and a fine of 5000....... in accordance
with the law.

...In summary, the defense counsel suggests that the defendant @

be given a lighter punishment, sentenced.......in order to reflect a

the criminal policy of balancing leniency and severity

Trial begins

Court Debate

Respected Chief Judge and Judges, the prosecution accuses the
defendant Huang of the crimes of dangerous driving and hit
and run.....

Respected Chief Judge and Judges: The defense counsel
disagrees with the prosecution’s charges. Firstly, regarding the
alcohol testing report.....

In response to the questions raised by the defense, Firstly,
regarding the alcohol testing report, the testing was conducted by
qualified medical institutions in accordance with the law, and the
testing personnel all held legal qualification certificates.....

Multiple rounds of debate J
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[ Jury process ]

‘ Independent Review & Initial Assessment
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‘ Interactive Group Discussion }

ﬁ The defendant far exceeding the drunk driving standard, \

s who is a first-time offender or an occasional offender.....
Comprehensive jury opinion..... The defendant should be
sentenced comprehensively.
Verdict:The defendant committed the crime of dangerous
driving and was sentenced to one month of detention and
fined 2000 yuan

Judgment Legal basis:Article 133.1 (1) (2) of the Criminal Law of the

1 ‘
. Judgment N o . o
People's Republic of China (1997); Article 52 of the Criminal
Law of the People's Republic of China (1997).... /HM [ VOtlng & Oplnlon Articulation }

PPDM

Figure 1: Conceptual Diagram of the JudiAgents Framework Overall Architecture.

real Chinese legal cases demonstrate its effective-
ness,covering from various real cases of different
types, such as civil, criminal, first instance, and
second instance. Our main contributions include:

1.Proposing JudiAgents, a whole end-to-end
judicial decision-making system that simulates
reason-driven collective deliberation involving het-
erogeneous agents.

2.Design an automated and dynamic multi-agent
configuration method capable of being coupled
with different case backgrounds.

3.Constructing PPDM to meticulously simulate
the entire multi-agent deliberation process and its
impact.

4.Validating the framework’s effectiveness
through extensive experiments on a real dataset
from China Judgments Online.

2 Related Work

This research is closely related to Legal Artifi-
cial Intelligence (Legal AI), Multi-Agent Systems
(MAS), and Computational Social Science.

2.1 Legal AI and Legal Judgment Prediction
(LJP)

LJP is a core task in Legal Al (Xiao et al., 2018;
Park et al., 2023) . LLMs are changing the LJP
paradigm, shifting from traditional text classifica-
tion (Zhang et al., 2024) to simulating complex
reasoning (Niklaus et al., 2023). The ADAPT
framework (Chalkidis et al., 2020) mimics human
judicial reasoning to handle confusing charges. K-
LJP (Li et al., 2025) integrates legal knowledge to
enhance prediction. Prompt4LJP (Huang et al.,
2025) employs prompt learning. These efforts
push LJP towards structured, knowledge-aware
development. Explainability (Chang et al., 2024;
Ribeiro-Flucht et al., 2024; Xu et al., 2020), ex-
ternal knowledge fusion (knowledge graphs (Zhao,
2025; Cheng et al., 2024) , legal document sum-
marization (Kanapala et al., 2019; Jain et al., 2023,
2024) , fine-tuning models (Licari and Comande,
2022) , RAG (Zhang et al., 2025; Lyu et al., 2023),
and complex case handling (Lyu et al., 2023) are
hot topics. LIPCheck (Zhang et al., 2024) and oth-



He collided with the central road barrier , causing damage to both the

vehicle and the barrier. After the accident, Huang fled the scene by car. .......... Upon examination, his blood alcohol
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You are a defense lawyer named Zhang Wei, 38 years old, male, who has worked in
alaw firm for 8 years. You are known for your clear logic and ability to catch each
other's loopholes You can seek probation or a lighter punishment based on the
defendant's specific situation. You need to respond strongly to any accusations made

by the prosecution.

You are a prosecutor named Wang Li, 35 years old, who has worked in the
procuratorate for 5 years. You are diligent and responsible in your work, and have
strong logical thinking ability

Your name is Uncle Li, 62 years old, male. Before retirement, you were a worker in a
mechanical factory with a straightforward personality and rigorous professional
ethics. You have lived in here for many years and have a strong aversion to drunk
driving because one of your friends passed away in a drunk driving accident........

Your name is Wang, 45 years old, female, and the owner of a small supermarket. You
are usually busy, but you have a strong sense of justice. ..... But you believe that
everyone has the opportunity to reform themselves, and sentencing should take into
account the defendant's attitude towards confession and repentance.......

Your name is Mr. Zhao, 30 years old, male, a programmer. You usually work at

home and have limited knowledge of the law, but you believe in science and

Juror

evidence. Do you believe that judgments should be based on sufficient evidence and

rigorous logical reasoning, rather than emotions or personal biases......

Figure 2: Flowchart of the Adaptive Agent Configuration Framework.

ers promote comprehensive evaluation. However,
existing research primarily focuses on the direct
outcome prediction of judicial reasoning and lacks
rich processes, such as dynamic multi-role interac-
tion and collective deliberation.

2.2 MAS in Legal and Social Process
Simulation

LLM-driven MAS offer new potential for simulat-
ing complex interactions (Guo et al., 2024; Chen
et al., 2024) , where agents can exhibit coopera-
tion (Ren and Zeng, 2024), debate (Chan et al.,
2023; Baltaji et al., 2024), and even the forma-
tion of social norms (Cordova et al., 2024). In the
legal domain, Constructing credible personas for
LLM agents is key to enhancing simulation real-
ism (Tseng et al., 2024; Han et al., 2024) . But
most job simulation processes still have limita-
tions. MASER (Yue et al., 2025) simulates legal
consultation to generate data. Its focus is limited
to the field of legal consultation.AgentsCourt (He
et al., 2024)simulated the debate process between
lawyers and judges; however, the settings for the
participating roles were fixed, lacking dynamic ad-

justment for different cases. Furthermore, config-
uring a single deliberator for the ruling introduced
the risk of bias and limited perspective. Agents-
Bench (Jiang and Yang, 2024) focuses on colle-
gial panel collaborative deliberation. It provided
a certain degree of multi-perspective deliberation.
However, the participating roles were randomly
selected from predefined settings, similarly lack-
ing dynamic adaptability to different cases and the
simulation process was relatively simple.

3 Methodology

This section details the overall architecture of the
JudiAgents Framework, its adaptive agent configu-
ration framework, and the three core process mod-
ules: court debate simulation, PPDM, and judg-
ment generation.

3.1 Adaptive Agent Configuration
Framework

To ensure realistic, diverse agent behaviors deeply
linked to case facts, we developed an automated,
multi-stage configuration framework. It dynami-
cally creates unique configuration for each agent



Court Debate(Last Round)

Above all, the public prosecutor insisted that the
punishment should be heavier according to the law
in order to maintain road traffic safety and public

order.
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Finally, the defendant has made full restitution
and got understanding and has pleaded guilty and
remorse. It is recommended that the court consider
applying a suspended sentence
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H Safety 's are paramount. The defendant was
T T driving while intoxicated and grossly over the Vote to
alcohol limit, an extremely dangerous behavior. ..
Ultimately, | would support the plaintiff's claim Plalntlﬁs
for a heavy fine for the defendant
The defendant's blood alcohol was well over the
DUI standard In addition, the defendant returned Vote to
.- to the scene only after the escape, and ultimately| . .
- 1 still don't think it should be considered a Plaintiffs
‘ surrender. So I'm still in favor of the plaintiff

Procedural flaws must be attended to. Disputes

about responsibility for the accident and the
circumstances of the surrender also need to be Vote to
verified. Under the existing circumstances, | Defendant

believe that a more cautious judgment should be
made.

Independent Review & Initial Assessment

I think the facts of this case are very clear. Not only did the defendant drink and
drive, but his blood alcohol content was more than twice the limit. To make matters
worse, he fled after the hit and run. My friend died in the crash, so | can't condone
this behavior, and | support the prosecution’s case for severe punishment for this
kind of behavior
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As a supermarket owner who drives in a lot, I am very concerned about this type of
drunk driving. The defendant's DUI alcohol level was still so high that he was a
roadkill! But is there something hidden in it? It's best not to misjudge him but not to
let him off the hook either

I think it needs to be scrutinized more closely. Although the report has a high value,
the issue of procedural flaws raised by the defense does exist, and the normality of
data collection affects credibility. Regarding the surrender circumstance, the
defendant's voluntary return within 20 minutes deserves consideration. | think more
care should have been taken to ensure that the verdict was rigorous.

Interactive Group Discussion

Jurors, let me tell you what | think. I've been working in a machine shop all my life,
and I'm all about rules and safety. The defendant's DUI is a joke on other people's
lives! With an alcohol content of 165, this is not ordinary drunkenness, this is a
serious danger to public safety!

~

| completely agree that it must be severely punished. The alcohol content is indeed too
high, which indeed a joke on human life! However, | also noticed the defendant's
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proactive compensation behavior. Regarding escape, it is not appropriate to take three
hours to go to the hospital. | think he should be found guilty, but his attitude of
confession and compensation behavior can be considered

| understand the outrage over DUI behavior, but as a technician by experience, | think
we need to look at the evidence more objectively. Make sure the verdict is based on
solid evidence. Be more careful about the credibility of the outcome, the responsibility|
for the accident, and whether or not it constitutes a surrender.

More rounds of debate

{

Figure 3: Workflow Diagram of the PPDM Module.

per case. Stage One: Automated Case Infor-
mation Structuring. Automated Case Informa-
tion Structuring. LLMs extract key case ele-
ments from judgment documents, providing struc-
tured data for personalized configuration. Stage
Two: Context-driven Configuration Instantia-
tion. Context-driven Configuration Instantiation in
Figure 2. Core to agent profiling and heterogeneity,
this stage integrates legal knowledge, social behav-
ior principles, and heterogeneity. Guided by this
and Stage One’s structured data, an LLM generates
unique, case roles for each agent. For panel mem-
ber heterogeneity, it directs the LLM to combine
diverse preset dimensions (e.g., background, cog-
nitive style, values), simulating real-world panel
diversity and providing PPDM varied perspectives.

3.2 Court Debate Simulation

Prosecution and defense lawyer agents, presided
over by a judge agent, engage in structured multi-
round debates. Lawyers argue, present evidence,
cross-examine, or rebut based on their operational
protocols generated by the adaptive configuration
framework (containing case-specific knowledge)

and the LLM’s internal knowledge. The content of
each round of debate is recorded. Debate records
form a key PPDM input.The complete simulation
process for each case involves approximately 25-40
interaction records.

3.3 Profiled Panel Deliberation Module
(PPDM)

PPDM (Figure 3), the framework’s core, deeply
simulates panel deliberation. It uses panel agents
with unique, dynamically generated profiles (via
adaptive configuration) to ensure diverse inputs.
The protocol involves: 1.Individual Review and
Preliminary Judgment:Each member indepen-
dently analyzes court records and, using their pro-
file, forms an initial opinion. 2.Interactive Collec-
tive Discussion: Members engage in multi-round
dialogues, exchanging views and seeking clarifica-
tion to simulate idea collision and fusion. 3.Vot-
ing and Rationale Articulation: Post-discussion,
members independently vote and must provide de-
tailed textual rationales for their vote. PPDM out-
puts voting statistics and complete opinion texts
from each member, with these detailed rationales



Final proposition

According to the criminal law of the People's Republic of China article 133 one of the provisions of the defendant huang
drunk driving motor vehicle, blood alcohol content as high as 165.72mg/100ml, far more than 80mg/100ml drunk driving
standard, and hit-and-run......it is recommended that the defendant Huang sentenced to five months of detention, and a fine of
ten thousand yuan. At the same time, the revocation of his motor vehicle driver's license, five years shall not be re-acquired.

Although the court has found the defendant guilty, the defense respectfully requests the court to give due consideration to
the following mitigating circumstances:

First, the defendant's act of surrender. Despite the jury and the prosecutor's disagreement......

Second, the defendant has fully compensated the victim for the losses....

Third, regarding subjective malice, the defendant is a first - time offender.....

Fourth, considering the social impact, the accident did not result in severe injuries or fatalities.....

In conclusion, taking these mitigating circumstances into account, the defense recommends that the court impose a
sentence of no more than three months' detention and grant probation.

Q Case analysis

Criminal Law of the People's Republic of China (1997): article 133 (1) (2);
Criminal Law of the People's Republic of China (1997): article 52.......

Legal basis

Judgment

The defendant was convicted of dangerous driving and
sentenced to one month's detention and a fine of 2,000 yuan. & Legal bay

Figure 4: Judgement Generation.

serving as crucial references for the judge’s final
judgment.

3.4 judgment Generation

The judge agent (Figure 4), after receiving and syn-
thesizing the original case information, court de-
bate records, and the complete output from PPDM
(including voting statistics and detailed opinion ra-
tionales from each panel member), makes the final
decision according to its own operational proto-
col. Finally, the judge agent generates a structured
judgment document containing the verdict, detailed
judgment reasons, and cited legal articles.

4 Experimental Setup

This section details the overall architecture of the
JudiAgents Framework, its adaptive agent configu-
ration framework, and the three core process mod-
ules: court debate simulation, PPDM, and judg-
ment generation.

4.1 Dataset Construction

Our dataset comprises real Chinese legal cases
from China Judgments Online (2010-2021), cover-
ing diverse civil/criminal and first/second instance
proceedings. Cases were randomly selected for
representation, then deeply anonymized and struc-

turally processed. Original judgments and legal
articles serve as Ground Truth. Appendix A pro-
vides detailed statistics.

4.2 Comprehensive Evaluation Metrics

Core Quantitative Evaluation Metrics: For judg-
ment outcome texts and legal basis texts, standard
Precision, Recall, Fl-score, and Semantic Simi-
larity are used for evaluation. These metrics pri-
marily measure the proximity of predicted text to
ground truth text based on semantic or character-
level matching.

Auxiliary Quality Evaluation Metrics: Consid-
ering the complexity of text generation, we intro-
duced auxiliary evaluation metrics based on GPT-
4o to score the Rationale Logic and Consistency
(RLC), Rationale Case-elements Engagement
(RCE), and Judgment Support and Coherence
(JSC) on a scale of 1-100. Detailed scoring guide-
lines are provided in Appendix B.

4.3 Baseline Models

To position the performance of the JudiAgents
Framework, we selected a series of general LLMs.
These models directly predict judgment outcomes
and legal bases from case information, representing
the current mainstream level. They include GPT-
40 (Achiam et al., 2023), Gemini-2.5, DeepSeeck-



Model Verdict Legal Basis RLC | RCE | JSC

P R F P R F
GPT-4o 0.5969 0.5388 0.5663 | 0.6182 0.5832 0.6002 | 71.36 | 57.59 | 52.66
Gemini-2.5 | 0.6124 0.4341 0.5082 | 0.6667 0.6333 0.6496 | 70.73 | 66.67 | 50.00
DeepSeek-v3 | 0.6735 0.5857 0.6265 | 0.5109 0.6870 0.5861 | 76.98 | 59.91 | 54.93
Qwen-QwQ | 0.6352 0.6563 0.6456 | 0.6419 0.7005 0.6699 | 78.52 | 62.94 | 58.10
Qwen2.5 0.6792 0.6095 0.6425 | 0.6684 0.6611 0.6647 | 73.74 | 59.22 | 50.92
GLM-4 0.6530 0.5350 0.5883 | 0.7728 0.6629 0.7136 | 67.84 | 54.64 | 46.87
LLaMA-3.3 | 0.5828 0.4445 0.5044 | 0.5437 0.5548 0.5492 | 62.34 | 49.22 | 46.66
Farui-plus | 0.3547 0.2901 0.3193 | 0.5370 0.6198 0.5754 | 69.18 | 54.20 | 52.05
InternLM2.5 | 0.6138 0.5631 0.5873 | 0.4752 0.6130 0.5354 | 72.21 | 55.70 | 51.63
JudiAgents | 0.7387 0.7517 0.7452 | 0.8471 0.6740 0.7507 | 81.31 | 57.32 | 59.19

Table 1: Overall performance of our framework and baseline in experiments

Dual F1 Scores by Model (Judgment & Legal Basis)

0.6002
0.5663

0.6496

0.0 0.2 0.4 0.6 0.8 1.0

Figure 5: Comparison of F1 Scores for Verdict and
Legal Basis Prediction across Different Models.

v3-671B (Liu et al., 2024), Qwen-2.5-72B, Qwen-
QWQ-32B (Bai et al., 2023), GLM-4 -32B(GLM
et al., 2024), LLaMA-3.3-70B (Grattafiori et al.,
2024), Farui-plus, InternLM2.5-20B (Cai et al.,
2024). The comparison demonstrates the gains
from JudiAgents.Which can be seen in Table 1.

Farui-plus: One of the current state-of-the-art
Chinese legal fine-tuned models from the Qwen
team .

4.4 Key Implementation Aspects

All agents in the JudiAgents framework are driven
by the DeepSeek-V3 model. Throughout the ex-
periments, we did not perform any fine-tuning on
this model. Agent behavior is entirely guided by
the specific operational protocols generated by the

adaptive agent configuration framework for each
case and role.

4.5 Ablation Study Design

To validate the effectiveness of PPDM and the adap-
tive agent configuration framework, we designed
systematic ablation studies:

JudiAgents w/o PPDM: Removes the PPDM,
The judge generates the judgment directly based on
court debate records and original case information

JudiAgents w/o Profiling: Removes the adap-
tive agent configuration framework. All agents use
a set of generic, non-contextualized operational
protocols (see generic configuration examples in
Appendix C), instead of personalized protocols dy-
namically generated for each case. heterogeneity
and case relevance.

JudiAgents w/o PPDM & w/o Profiling: Re-
moves both PPDM and adaptive agent configura-
tion. The judge generates the judgment based on
court debate (conducted by lawyers with generic
configurations), with no deliberation process, and
all agents use generic configurations.

5 Results and Analysis

This section will detail the experimental results
of the JudiAgents Framework, including perfor-
mance comparisons with mainstream baseline mod-
els, ablation study analysis of core components,
quality assessment of judgment rationales, and per-
formance across different case types. We also con-
duct qualitative case studies to deeply analyze the
specific impact of the framework’s.



5.1 Overall Performance Comparison

Table 1 shows the comparison of JudiAgents with
baseline models. JudiAgents significantly outper-
forms all baselines in both judgment outcome (F1:
0.7452) and legal basis (F1: 0.7507). Compared
to the base model DeepSeek-V3 (judgment F1:
0.6265, legal F1: 0.5861), JudiAgents achieved
improvements of 18.94% and 28.08% respectively,
demonstrating that integrating multi-agent interac-
tion, configuration, and deliberation mechanisms
can effectively overcome the limitations of a single
perspective.

5.2 In-depth Analysis of Judgment Rationale
Quality

Table 1 compares JudiAgents with key baselines
on RLC, RCE, and JSC. JudiAgents excels in RLC
(81.31), significantly surpassing the base model
DeepSeek-V3 (76.98) , indicating its rationales
are logically sound and internally consistent. Its
RCE (57.32) is nearly to Qwen-QwQ (62.94), JSC
(59.19) is comparable to Qwen-QwQ (58.10) and
better than others, showing sufficient argumenta-
tion for conclusions. Combined with its leading
core metrics, this proves JudiAgents can generate
high-quality judgment closely tied to case facts
through deep simulation.

5.3 Ablation Study Analysis

w/o PPDM: Removing PPDM led to a significant

drop in legal basis F1 and rationale logic (RLC),
despite a slight variation in judgment outcome F1.
This indicates that while PPDM’s diverse deliber-
ation might subtly alter judgment wording, it is
crucial for the accuracy of legal grounds and the
depth of reasoning, making it indispensable for
high-quality judgments.

w/o Adaptive Configuration: Without per-
sonalized agent configurations, all metrics de-
clined, particularly RLC. Lacking distinct profiles,
panel members’ opinions homogenized, preventing
PPDM from offering valuable diverse perspectives
and potentially amplifying biases. Adaptive config-
uration is core to PPDM’s effective operation and
avoiding "echo chambers."

Synergy of PPDM and Adaptive Configura-
tion: Table 2 and Table 3 show that when both
components were removed, auxiliary metrics like
RLC, RCE, and JSC reached their lowest.This high-
lights their critical synergy. And the best perfor-
mance is achieved when PPDM is synergized with

Model Configura- Verdict Legal AvgF1

tion F1 Basis (V+L)
F1

JudiAgents 0.7452  0.7507 0.74795

w/o PPDM 0.7559 0.7024 0.72915

w/o Profiling 0.7256  0.7197 0.72265

w/o Both two 0.7446  0.7187 0.73165

Table 2: Comparison of the main properties of ablation
experiments

Model Configura- RLC RCE JSC
tion

JudiAgents 81.31 5732  59.19
w/o PPDM 7243 5721 6291
w/o Profiling 7126  57.65 5224
w/o Both two 70.72 4645 51.21

Table 3: Comparison of auxiliary indicators for ablation
experiments

adaptive configuration, proving the effectiveness of
JudiAgents.

5.4 Qualitative Case Studies

To demonstrate JudiAgents’ enhancements to sim-
ulation realism and depth, we analyze a criminal
case (Huang’s Dangerous Driving). Appendices
A.1 and C.2 provide case details and sample agent
configurations. Figure 6 contrasts the full JudiA-
gents simulation with versions lacking core compo-
nents. In the full JudiAgents simulation (Figure 6,
"Full" ), PPDM and adaptive agent configuration
were synergistically crucial. Adaptive configura-
tion produced distinct panel members (e.g., the
stern Uncle Li, evidence-focused Mr. Zhao, and
tender Ms. Wang). Their unique backgrounds and
biases led to varied interpretations and articulated
reasons. This heterogeneous deliberation enriched
the judge’s information and, critically, prompted
more prudent, multi-dimensional consideration due
to the exchange of diverse perspectives. This aligns
with ablation study findings where full JudiAgents
excelled in rationale logic (RLC) and legal basis ac-
curacy. Conversely, without adaptive configuration
but retaining PPDM (Figure 6, "No Profiling" ),
panel members’ statements became homogenized,



Full

| would support the plaintiffs
claim for a heavy fine for the
defendan 'm still in favor

more cautious judgment should be
made

The defendant is a first-time
offender or an occasional
offend Comprehensive jury
opinion..... The defendant has
aggravated circumstances and
should be sentenced
comprehensively.

No profilling

The seriousness of the illegal act

that the prosecution should be
supported...... the defendant should

pleaded guilty and other mitigating
circumstances, their blood alcohol
content reached 165.72mo/100m
and their escape behavior was indeed
heinous. The jury unanimously
agreed......

No PPDM

The defendant’s attitude of admittin

guilt and punishment is sincere and
meets the conditions for lenient

treatment ... far exceeding the drunk
driving standard by twice, with great

subjective malice

Article 133-1, Paragraph 1, Item 2
of the Criminal Law,

Article 67, of the Criminal Law
Article 52 of the Criminal Law

Article 133-1 and Article 72 of the
Criminal Law of the People’s
Republic of China

(And 3 unrelated legal provisions)

Article 133-1, Paragraph 1, Item 2
of the Criminal Law of the People's
Republic of China (And 2 unrelated
legal provisions)

Realistic results

Article 133 (1) (2), Article
52, Article 67, Article 53
(1), Article 53 (2), Article
42, and Article 44 of the
Criminal Law.

&

The defendant is guilty of

dangerous driving and

The defendant was convicted of
dangerous driving and sentenced to
one month's detention and a fine of
2,000 yuan.

The defendant is guilty of dangerous
driving and sentenced to three months
of detention and a fine of 3000 yuan.

The defendant is guilty of dangerous sentenced to one month
driving and sentenced to two months of detention and a fine of
and fifteen days of detention, with a RMB 2000

fine of 3000 yuan

Figure 6: How JudiAgents Influences Case Outcomes.

failing to provide diverse insights. Such "stereotyp-
ical" deliberation risked amplifying biases and mis-
leading the judge. When PPDM was removed (Fig-
ure 6, "No PPDM" ), the judge decided based solely
on the court debate. While avoiding "unprofiled
deliberation" bias, this lost the multi-perspective
input of collective deliberation, leading to potential
deficiencies in judgment comprehensiveness and
legal rigor, as ablation data suggested.

5.5 Performance by Case Type

Figure 7 shows JudiAgents’ performance across
different case types compared with different base-
lines. Judgment outcome metrics for first-instance
criminal cases are generally higher than for civil
cases, as elements of crime and applicable laws
are more defined. The F1 score for legal basis
in second-instance cases is prominent, reflecting
stricter requirements for legal application in ap-
peals.

6 Conclusion

This paper introduced JudiAgents, a multi-agent
framework for deeply simulating judicial deliber-

Performance by Domain & Aspect (F1 Score) - Top 3 Models

Civil - Basis (F1)

Criminal - Outcome (F1) Civil - Outcome (F1)

Our Method
Qwen_QwQ
DeepSeek-v3 Criminal - Basis (F1)
Gpt-4o0
GLM-4

Figure 7: Performance Comparison (F1 Score) of Ju-
diAgents and Baseline Models across Different Case
Types.

ation. Its automated context-aware agent configu-
ration and the Profiled Panel Deliberation Module
notably improve simulation realism, interaction,
and decision quality. Experiments show JudiA-
gents surpasses baselines in judgment and legal
article prediction.



Limitations

While promising, this work has limitations. Firstly,
our dataset of 481 Chinese legal cases, though
detailed, but our study focuses on Chinese only.
It could be expanded in scope and jurisdiction
for broader generalizability. Secondly, the frame-
work’s performance is inherently tied to the ca-
pabilities and potential biases of the underlying
LLM (DeepSeek-V3), including issues like halluci-
nations and its "black-box" nature, which can affect
simulation fidelity. Thirdly, the agent interaction
mechanisms within the Profiled Panel Deliberation
Module (PPDM) could be further refined for more
nuanced deliberative dynamics. Finally, enhancing
the framework by integrating dynamic external le-
gal knowledge bases, beyond the LLM’s internal
knowledge and injected case specifics, remains an
area for future improvement.

Ethical Considerations

We are committed to responsible research in line
with ethical guidelines. Key considerations for the
JudiAgents Framework include:

Data and Privacy: Case data from China Judg-
ments Online was deeply anonymized to protect
privacy, as detailed in appendix A. We acknowl-
edge the sensitivity of using real case data and have
sought to minimize associated risks.

Bias and Fairness: The framework relies on
LLMs, which may inherit biases. While our diverse
agent configuration aims to mitigate this, ongoing
vigilance and future auditing are crucial to ensure
fairness and prevent the perpetuation of societal
biases in simulation outcomes.

Potential for Misuse: JudiAgents is intended as
a research tool for understanding judicial processes,
not for replacing human judgment or for applica-
tions that could be socially harmful. We advocate
for its responsible development and circumspect
use.

Transparency: The PPDM enhances trans-
parency by simulating deliberation. However, im-
proving the interpretability of LLM-driven compo-
nents remains an ongoing goal to build trust and
understanding.

We aim for our work to contribute positively to
Legal Al by fostering deeper insights into judicial
decision-making.
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A Dataset Details

The dataset used in this study comprises 481 real
Chinese legal cases, all sourced from the publicly
available China Judgments Online. In selecting
these cases, we considered the diversity of case
types (covering civil and criminal domains, first
and second instance proceedings) and the com-
pleteness of the judgment documents to ensure
sufficient contextual information for simulation
and evaluation. All case data underwent rigor-
ous deep anonymization before being used for re-
search(For example, "Huang" in the example case
is a pseudonym), removing all sensitive informa-
tion that could point to real individuals or entities,
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Data Type Criminal Civil Total
First Instance 200 200 400
Second Instance 31 50 81
Total 231 250 481

Table 4: Detailed Composition Statistics of the Dataset

to comply with data privacy and ethical require-
ments.Data acquisition and usage comply with the
terms of service of China Judgments Online, which
permits public access for non-commercial research
purposes.

During the structural processing phase, we ex-
tracted the following key information from the orig-
inal judgment documents as input for simulation
and ground truth for evaluation:

Basic Case Information: Including case name,
court of trial, case type, trial procedure, judg-
ment date, etc. Party Information: Anonymized
basic role information of the plaintiff/prosecutor,
defendant/accused, and related agents or defense
lawyers.

Core Case Facts: Structured description of case
facts, time of occurrence, location, key actions, etc.
Claims/Charges: Plaintiff’s claims or the prosecu-
tion’s charges.

Main Evidence (Summary): Key types of evi-
dence mentioned in the original document.

Ground Truth Verdict: The main text of the judg-
ment from the original document.

Ground Truth Legal Basis: Main legal articles
cited in the original judgment document.

The detailed composition of the dataset is shown
in Table 4, ensuring coverage across different case
types and trial procedures.

A.1 Basic Case Facts Summary

Case of Huang for Dangerous Driving:

Defendant: Huang (Pseudonym)

Core Facts: defendant Huang drove a small or-
dinary passenger car under the influence of alcohol
and collided with the central road barrier, causing
damage to the vehicle and barrier. Huang fled the
scene after the accident. He was apprehended by
police officers in the early hours of the next day.
Upon testing, Huang’s blood alcohol content was
165.72mg/100ml.

Original Judgment QOutcome (Ground
Truth): Defendant Huang committed the crime of



dangerous driving and was sentenced to one month
of criminal detention and fined RMB 2,000.

Original Legal Basis (Ground Truth): Article
133-1, Paragraph 1, Item 2; Article 42; Article
44; Article 52; Article 53, Paragraph 1; Article 53,
Paragraph 2; Article 67 of the "Criminal Law of
the People’s Republic of China."

B Experimental Setup and Evaluation
Details

B.1 Implementation Details

Core LLM: All agents in the JudiAgents frame-
work are driven by the DeepSeek-V3. This model
was not fine-tuned for this task to the experiments.

PPDM Settings: The number of panel members
in the PPDM module and the rounds of court debate
can be configured according to experimental needs.
In the main experiments of this study, PPDM in-
cluded three panel members, and their deliberation
process involved one round of independent analysis
and two rounds of cross-discussion.

Court Debate: In the main experiments of this
study, the court debate proceeded for three rounds.

B.2 Scoring Guidelines for Auxiliary Quality
Metrics

The RLC, RCE, and JSC metrics are scored by
GPT-40 on a scale of 1-100 based on the following
criteria:

RLC (Rationale Logic and Consistency):

0-40 points: Rationale is chaotic, illogical, self-
contradictory, or completely lacks meaningful ar-
gumentation.

40-70 points: Rationale is generally understand-
able, but the logical chain has clear flaws, and some
arguments are insufficient or inconsistent.

70-90 points: Rationale is logically clear, argu-
mentation is relatively sufficient, internally mostly
consistent, and can support the judgment conclu-
sion well.

90-100 points: Rationale is logically rigorous, ar-
gumentation is sufficient and powerful, highly inter-
nally consistent, analysis and balancing of complex
situations are reasonable, demonstrating excellent
legal reasoning ability.

RCE (Rationale Case-elements Engagement):

0-40 points: Rationale barely mentions or re-
sponds to key facts, evidence, or points of con-
tention in the case.

40-70 points: Rationale responds to some case
elements but improperly handles, omits, or misun-
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derstands some important facts, evidence, or points
of contention.

70-90 points: Rationale adequately responds to
the main facts, evidence, and points of contention
in the case, and conducts reasonable analysis and
adoption.

90-100 points: Rationale comprehensively and
deeply responds to all key elements of the case,
including complex or subtle points, and clearly
articulates how these elements affect the judgment.

JSC (Judgment Support and Coherence):

0-40 points: Judgment conclusion lacks effec-
tive argumentative support, or there is a serious
disconnect between argumentation and conclusion.

40-70 points: Argumentation for the judgment
conclusion has some deficiencies; supporting rea-
sons for some key links are not sufficient or persua-
sive.

70-90 points: Judgment conclusion is supported
by relatively sufficient and reasonable argumenta-
tion; the connection between reasons and conclu-
sion is clear.

90-100 points: Judgment conclusion is sup-
ported by comprehensive, powerful, and logically
rigorous argumentation, convincingly deriving the
conclusion from the reasons.

C Agent Configuration Prompt Examples

The adaptive agent configuration framework gener-
ates unique system prompts for each agent in each
case. Below are excerpts of configuration examples
generated for Case (Huang’s Dangerous Driving
Case):

C.1 Generic Agent Configuration Example
(used in w/o Profiling mode)

Generic Lawyer Prompt:

You are a lawyer. Your duty is to represent your
client (plaintiff or defendant) in court by making
statements, presenting evidence, cross-examining,
and debating to protect their legal rights. You need
to conduct professional legal argumentation based
on facts and law. Get a favorable verdict for your
side.

Generic Juror/Panel Member Prompt:

You are a panel member. You need to listen
carefully to both sides’ testimonies and debates, ac-
tively ask questions to clarify doubts, and scrutinize
all evidence. You should make a judgment based on
facts and law, not just listen to statements. Please
note, you need to make judgments based on the



debates of the prosecution and defense, and the sub-
mitted evidence, not unilateral statements.Actively
participate in questioning to ensure you fully un-
derstand the case.

C.2 Adaptive Configuration Example for
Huang’s Dangerous Driving Case

Prosecutor (Wang Li, representing the procura-
torate, diligent and responsible):

You are a prosecutor named Wang Li, 35 years
old, working at the procuratorate for 5 years. You
are diligent, responsible, and possess strong logical
thinking skills. Your goal is to clearly present evi-
dence to prove defendant Huang’s guilt, refute the
defense lawyer’s challenges, and request the court
to issue a judgment. During the debate, actively
respond to the defense’s challenges and uphold the
prosecution’s charges to maintain public safety and
social order.

Defense Lawyer (Zhang Wei, logical and
adept at finding loopholes):

You are a defense lawyer named Zhang Wei,
38 years old, male, working at a law firm for 8
years. You are known for your clear logic and
ability to find loopholes in the opposing party’s
arguments. You may seek probation or a lighter
punishment based on the defendant’s specific cir-
cumstances. You need to strongly respond to any
charges raised by the prosecution. Your goal is to
question the prosecution’s evidence through debate,
find contradictions and loopholes in the prosecu-
tion’s statements and evidence, and strive for the
lightest possible sentence or even acquittal for your
client.

Jury Member 1 (Uncle Li, a retired worker
who despises drunk driving):

Your name is Uncle Li, 62 years old, male, a
retired factory worker, Before retirement, you were
a worker in a mechanical factory with a straightfor-
ward personality and rigorous professional ethics.
upright and meticulous. You have lived in here
for many years and despise drunk driving because
a friend of yours died in a drunk driving acci-
dent. You believe drunk driving is irresponsible
towards others’ lives and must be severely pun-
ished. You need to listen carefully to both sides’
testimonies and debates, actively ask questions to
clarify doubts, and scrutinize all evidence. You
should make a judgment based on facts and law, not
just listen to statements. Please note, you need to
make judgments based on the debates of the prose-
cution and defense, and the submitted evidence, not
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unilateral statements.Actively participate in ques-
tioning to ensure you fully understand the case.

Jury Member 2 (Ms. Wang, a gentle super-
market owner):

Your name is Ms. Wang, 45 years old, female,
owner of a small supermarket. You often drive in
to stock up,and have a strong sense of justice. You
believe everyone is equal before the law, and no
crime should be condoned for any reason. You
often drive and detest drunk driving, considering
it irresponsible towards one’s own life and oth-
ers’. However, you believe everyone has a chance
to repent and reform, and sentencing should con-
sider the defendant’s attitude of admitting guilt and
showing remorse. You need to listen carefully to
both sides’ testimonies and debates, actively ask
questions to clarify doubts, and scrutinize all evi-
dence. You should make a judgment based on facts
and law, not just listen to statements. Please note,
you need to make judgments based on the debates
of the prosecution and defense, and the submitted
evidence, not unilateral statements.Actively partici-
pate in questioning to ensure you fully understand
the case.

Jury Member 3 (Mr. Zhao, a cautious pro-
grammer with a technical background):

Your name is Mr. Zhao, 30 years old, male, a pro-
grammer. You are usually a homebody and don’t
know much about law, but you believe in science
and evidence. You think judgments should be based
on sufficient evidence and rigorous logical reason-
ing, not emotions or personal biases. You need
to listen carefully to both sides’ testimonies and
debates, actively ask questions to clarify doubts,
and scrutinize all evidence. You should make a
judgment based on facts and law, not just listen to
statements. Please note, you need to make judg-
ments based on the debates of the prosecution and
defense, and the submitted evidence, not unilateral
statements.Actively participate in questioning to
ensure you fully understand the case.
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