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Abstract

Sparse Autoencoders (SAEs) have recently gained attention as a means to improve
the interpretability and steerability of Large Language Models (LLMs), both of
which are essential for Al safety. In this work, we extend the application of SAEs
to Vision-Language Models (VLMs), such as CLIP, and introduce a comprehensive
framework for evaluating monosemanticity at the neuron-level in visual represen-
tations. To ensure that our evaluation aligns with human perception, we propose
a benchmark derived from a large-scale user study. Our experimental results
reveal that SAEs trained on VLMs significantly enhance the monosemanticity
of individual neurons, with sparsity and wide latents being the most influential
factors. Further, we demonstrate that applying SAE interventions on CLIP’s vi-
sion encoder directly steers multimodal LLM outputs (e.g., LLaVA), without any
modifications to the underlying language model. These findings emphasize the
practicality and efficacy of SAEs as an unsupervised tool for enhancing both in-
terpretability and control of VLMs. Code and benchmark data are available at
https://github.com/ExplainableML/sae-for-vlm.

1 Introduction

In recent years, Vision-Language Models (VLMs) like CLIP [47] and SigLIP [61] have gained
widespread adoption, owing to their capacity for simultaneous reasoning over visual and textual
modalities. They have found a surge of applications in various modalities, such as in audio [14,|57]]
and medicine [62], transferring to new tasks with minimal supervision. Yet our current understanding
of VLM internals remains limited, necessitating methods that can systematically probe their rep-
resentations. Sparse AutoEncoders (SAEs) [37] are an effective approach to probing the internal
representations of such models. They efficiently discover concepts (abstract features shared between
data points) through their simple architecture learned as a post-hoc reconstruction task. Although
analysis with SAEs is popular for Large Language Models (LLMs) (7,123 48], for VLMs it has been
limited to interpretable classification [35}149], or the discovery of concepts shared across models [S3]].

Intuitively, SAEs reconstruct activations via a higher-dimensional space to disentangle distinct
concepts from their overlapping representations in neural activations [7]]. Neurons at different layers
within deep neural networks are known to be naturally polysemantic [41]], meaning that they can
be strongly activated for multiple unrelated concepts such as cellphones and rulers. One common
explanation for this behavior is the superposition hypothesis [3|17], stating that concepts are encoded
as linear combination of neurons. SAEs explicitly attempt to solve this issue by separating the
entangled concepts into distinct representations. Despite their widespread use in research, the absence
of a metric to evaluate SAEs at the neuron-level still hinders their practicality as an interpretation tool.
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Activating images:

Figure 1: Sparse Autoencoder (SAE) in VLM (e.g. CLIP): Top activating images of a neuron in a
pretrained VLM layer are polysemantic (left), and those of a neuron in a sparse latent of SAE trained
to reconstruct the same layer are monosemantic (right), according to MonoSemanticity score (MS).

Discovering neurons encoding human-interpretable concepts requires analyzing them individually,
which is even more tedious as layers of both the model and SAE are wide.

In this work, we quantitatively evaluate SAEs for VLMs through monosemanticity, defined as the
similarity between inputs that strongly activate a neuron. We propose the MonoSemanticity score
(MS) for vision tasks, that measures the pairwise similarity of images weighted by the activations for
a given neuron. Unlike natural language where individual words require surrounding context (such as
complete sentences) to clearly identify their meanings, individual images can directly activate neurons
without additional context. We define highly activating images as images that strongly fire a particular
neuron. Greater similarity among these images suggests that the neuron is more narrowly focused
on a single concept, reflecting higher neuron monosemanticity. Using our MS score, we observe
and validate that neurons in SAE are significantly more monosemantic (see Figure[] right) than the
original neurons (see Figure [I] left). The neuron of the original VLM typically has a low MS score, it
fires for a wide range of objects, from cellphones to rulers. On the other hand, neurons within the SAE
are more focused on a single concept, e.g. parrots, obtaining a higher score. This holds even for SAE
with the same width as the original layer, implying that the sparse reconstruction objective inherently
improves the separability of concepts. We further conduct a large-scale study to quantitatively assess
alignment of our proposed MS score with human interpretation of monosemanticity. The results
confirm that the difference between scores of two neurons strongly correlates with humans perceiving
the higher-scoring neuron as more focused on a single concept.

Finally, we illustrate applicability of the monosemanticity of vision SAEs by transferring a CLIP-
based SAE onto Multimodal LLMs (MLLMs), e.g. LLaVA [36]. Intervening on a single monoseman-
tic SAE neuron in the vision encoder while keeping the LLM untouched allows steering the overall
MLLM generated output to either insert or suppress the concept encoded in the selected SAE neuron.
We summarize our contributions as follows:

* We propose the MonoSemanticity score (MS) for SAEs in vision tasks, that computes
neuron-wise activation-weighted pairwise similarity of image embeddings. To validate our
MS score against human judgment, we conduct a large-scale user study, the results of which
can also serve as a benchmark for future research.

* We quantitatively compare MS between SAEs, and across their neurons. We find that
Matryoshka SAE [9, 39] achieves overall superior MS, and that wider and sparser latents
lead to better scores.

* We leverage the well-separability of concepts in SAE layers to intervene on neuron activa-
tions and steer outputs of MLLMs to insert or suppress any discovered concept.

2 Related Work

Sparse Autoencoders. Recent studies have repurposed traditional dictionary learning to enhance
LLM and VLM interpretability [6, 46]. Specifically, there has been success in interpreting and
steering LLMs with features learned by SAEs [[16}152]. Several enhancements to SAE mechanisms
have been introduced, including new activation functions such as Batch TopK [&] or JumpReLU [48]],
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Figure 2: Computation of our MonoSemanticity score (MS). (A) Embeddings and activations are
extracted for a set of images (B) to compute the pairwise embedding similarities and pairwise neuron
activations. (C) MS is the average of embedding similarities weighted by the neuron activations.

and insights from Matryoshka representation learning [34] for SAEs [9,139]. We analyze and evaluate
neuron-level monosemanticity of SAEs in VLMs and their downstream uses.

Vision-Language Models. Since Contrastive Language—Image Pretraining (CLIP) [38], 47, [61]],
many models have emerged that align images and text in a shared embedding space [32| 56]] or
generate text conditioned on image inputs [[12 [19] [36]. They have achieved strong results on
benchmarks [59] and found many use-cases [3} 24, 26l 28]]. As trust in these models has become
a concern [4] 27, 160], understanding decision-making and ensuring safety, for example through
steering, is increasingly important [2, 29]. Consequently, prior work has examined their internal
representations [21} 22| 140} 45]], uncovering interpretable neurons [[15]. We demonstrate that SAEs
enable more effective interpretation and control than directly operating on raw features.

SAEs for VLMs. Building on the success of SAEs in interpreting LLMs, researchers have tried
applying them to vision and vision-language models, typically on CLIP [20, 35,149} 50] and other
vision encoders (e.g. DINOv2 [44]). There has also been interest in interpreting the denoising
diffusion models [25]] using SAEs [[11} 130,31, 51]], discovering common concepts across different
vision encoders [33]], and applying them on multimodal LLMs [63]]. Concurrently, monosemanticity
of multimodal models has been investigated [58]], although focusing on inter-modality differences.
Our MS score provides a grounded, quantitative measure of the monosemanticity of individual
neurons which is empirically aligned with human perception. Overall, we create a rigorous evaluation
framework for SAEs in VLMs, as well as demonstrating their use for steering multimodal LLM:s.

3 Sparse Autoencoders for VLMs

3.1 Background and Formulation of SAEs

SAEs implement a form of sparse dictionary learning, where the goal is to learn a sparse decomposi-
tion of a signal into an overcomplete dictionary of atoms [42]. More specifically, an SAE consists of
linear layers We,. € R4*“ and Wee € RY*? ag encoder and decoder, with a non-linear activation
function o : R¥ — R“. Both layers share a bias term b € R? subtracted from the encoder’s input
and later added to the decoder’s output. The width w of the latent SAE layer is chosen as a factor of
the original dimension, such that w := d X &, where ¢ is called the expansion factor.

In general, SAEs are applied on embeddings v € R of a given layer [ of the model to explain
f:X =Y, such that f; : X — R? represents the composition of the first [ layers and X C R% is
the space of input images. A given input image x € X is first transformed into the corresponding
embedding vector v := f;(x), before being decomposed by the SAE into a vector of activations
#(v) € R, and its reconstruction vector v € R? is obtained by:
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The linear layers We,. and W g, composing the SAE are learned through a reconstruction objective
‘R and sparsity regularization S, to minimize the following loss:

L(v) :=R(v)+ AS(v), )

where )\ is a hyperparameter governing the overall sparsity of the decomposition. The most simple
instantiation [[7,49]] uses a ReL.U activation, an L? reconstruction objective and an L sparsity penalty,
such that

() =ReLU(), R(v):=|v-v[3, Sv):=]¢()l. 3
The (Batch) TopK SAE:s [8} 23, [37] use a TopK activation function governing the sparsity directly
through K. Finally, Matryoshka SAEs [9} [39] group neuron activations ¢*(v) into different levels of
sizes M, to obtain a nested dictionary trained with multiple reconstruction objectives:

R(v):= D v = Wid " (V)2 ©)

meM

where ¢'™ corresponds to keeping only the first m neuron activations, and setting the others to
zero. It is important to note that Matryoshka SAEs can be combined with any SAE variant, e.g. with
BatchTopK [9] or ReLU [39], as only the reconstruction objective is modified.

3.2 Monosemanticity Score

A neuron’s interpretability increases as its representation becomes disentangled into a single, clear
concept. Therefore, quantifying the monosemanticity of individual neurons helps identify the most
interpretable ones, while aggregating these scores across an entire layer allows assessing the overall
semantic clarity and quality of the representations learned by the SAE. We propose measuring
monosemanticity by computing pairwise similarities between images that strongly activate a given
neuron, where high similarity indicates these images likely represent the same concept. These
similarities can be efficiently approximated using deep embeddings from a pretrained image encoder
E. Since selecting a fixed number of top-activating images is challenging due to varying levels of
specialization across neurons, we instead evaluate monosemanticity over a large, diverse set of unseen
images, weighting each image by its activation strength for the neuron.

We formally describe our proposed MonoSemanticity score (MS) below, with an illustration given
in Figure[2] This metric can be computed for each of the w neurons extracted from the SAE. Given
a diverse set of images Z = {x,, € X})_,, and a pretrained image encoder E, we first extract
embeddings to obtain a pairwise similarity matrix S = [$,m]n.m € [—1, 1]V, which captures
semantic similarity between each pair of images. The similarity s,,,, of the pair (X,,, X, ) is computed
as the cosine similarity between the corresponding pair of embedding vectors:

Exy)  E(xm)

nm -— — . 5
S = B ) |1 ()| ©)

We then collect activation vectors {a* = [a¥],, € RNV}¥_, across all w neurons, for all images in the
dataset Z. Specifically, for each image x,,, the activation of the k-th neuron:

Vi = fl(xn)a a/lri = ¢k(vn)7 (6)

where [ represents the layer at which the SAE is applied, f; is the composition of the first / layers of
the explained model, and (bk is the k-th neuron of ¢(v,,) (or of v,, when evaluating neurons of the
original layer [ of f). To ensure a consistent activation scale, we apply min-max normalization to
each a*, yielding 8% := [a¥],, € [0, 1]V, where
b af —min,, a¥,
ik = Ly @)
maxy a,, — Min, a;,

Using these normalized activations, we compute a relevance matrix R* = 7% ], ., € [0, 1]V*¥ for

nm
each one of the w neurons, which quantifies the shared neuron activation of each image pair:
ko ._ ~k~k
Tam += Q- (8)
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Figure 3: Top activating images of neurons with MonoSemanticity (MS) scores ranging from high
(left) to low (right). Higher scores correlate with more similar images, reflecting monosemanticity.

Finally, our proposed score MS* € [—1, 1] for the k-th neuron is computed as the average pairwise
similarity weighted by the relevance, without considering same image pairs (X, X,):
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3.3 Steering MLLMs with Vision SAEs

Finding monosemantic neurons is not only useful for interpretability. The SAEs let us induce
controllable semantic biases in the response of MLLMs without modifying the underlying model
parameters, and without touching any textual part. In other words, we can steer the model into seeing
or not targeted concepts in the image. Our MS score becomes a strong tool to help select the most
monosemantic neurons for a precise and efficient steering.

We first describe LLaVA [36] as an example MLLM architecture. The LLaVA model g : X x T — T
expects a pair of image and text (x,t) and outputs a text answer o, where T C R% is the word
embedding space. Internally, it converts the image x into ¢x € N token embeddings {Vi}§i1 obtained
from vision encoder f; : X — R**x composed of the first / layers of CLIP [47]. These embeddings
are then projected into visual tokens H,, € R% **x in the word embedding space, and are finally fed
along with tokenized text Hy € R%**¢ into the pretrained LLM (e.g. LLaMA [54] or Vicuna [10])
to obtain the output text o.

We modify this architecture by injecting a pretrained SAE (¢, 1) of width w at the token-level after
the vision encoder f;. For all token embeddings v; € R9,i € {1,...,t.}, we first extract the SAE
decomposition into activation a; := ¢(v;) € R¥ across all neurons. After identifying the neuron
k € {1,...,w} representing the targeted concept, to steer the overall model g towards this concept,
we manipulate the SAE activations of all token embeddings for the neuron k to obtain {4; € R¥ Zl:

a, j=k
o, Ak

where o € R is the intervention value we want to apply to the activation of neuron k. Finally, we
decode the manipulated activation vectors for each token &; back into a manipulated token embedding
¥; = (4;) € R? with the SAE decoder. Token embeddings are then processed as usual to generate
the steered LLaVA’s response. We include an illustration of the overall process in the Appendix.

Vel o), a{:{ (10)



4 Experiments

4.1 Experimental Settings

We apply SAEs to explain fixed and pretrained CLIP ViT-L/14-336px [47], SigLIP SoViT-400m/14-
384px [61], AIMv2 L/14-224px [19]], and WebSSL MAE-300m/14-224px [18]]. The SAEs are trained
on activation vectors pre-extracted from the model’s responses to ImageNet [[13]] images. For CLIP,
activation vectors are extracted from the classification (CLS) tokens in the residual stream after
layers [ € {11,17,22, 23}, or from the output of the final projection layer. For steering experiments,
however, the SAEs are trained on activation vectors corresponding to two random token embeddings
per image, taken from layer [ = 22. For other encoders, we similarly use the CLS tokens from the
final layers, or two random token embeddings if a CLS token is not available.

In the following sections, we are interested in both BatchTopK [8] and Matryoshka Batch-
TopK SAEs [9] variants. If not stated otherwise, we set the groups of Matryoshka SAEs as
M = {0.0625w,0.1875w, 0.4375w, w}, which roughly corresponds to doubling the size of the
number of neurons added with each level down. For the BatchTopK activation, we fix the maximum
number of non-zero latent neurons to K = 20. Both SAE types are compared across a wide range of
expansion factors ¢ € {1,2,4,8,16,64}. All SAEs are optimized for 10> steps with minibatches of

size 4096 using Adam optimizer [33]], with the learning rate initialized at ﬁ following previous

work [23]. To measure SAE performance, we use R? for reconstruction quality and the L° norm for
the activation sparsity of ¢(v). Throughout the paper, we quantify MS of neurons using DINOv2
ViT-B [44]] as image encoder E, and present more analysis with different encoders in Appendix.
Experiments are run on a single NVIDIA A100 GPU.

4.2 Evaluating Interpretability of VLM Neurons
4.2.1 Alignment of MS with human perception

‘We first illustrate the correlation be-

1.0
tween MS score and the underlying =
monosemanticity of neurons, with ex- ~ 097
amples in Figure 3] of the 16 highest & 0.8 - N Fe
activating images for neurons with de- g __e—
creasing MS from left to right. We .20 0.7 7 Bog O
observe that the highest scoring neu- < 0.6 e .
rons (with MS = 0.9, on the far left) 0.5 - ? : : : : : : : :
are ﬁrmg for images representing the S s s 6 A9
same object, i.e. close-up pictures of Y AT AN AN DT DT (D AN S
a koala (on the top) and a hockey (on DA
the bottom). As the score decreases, MS Difference

the corresponding neurons fire for less

similar or even completely different  Figure 4: Alignment Rate (AR, %) of humans with MS score
ObJ?CtS_ or scenes. To ve;nfy this obser- when judging which neuron in a pair is more monosemantic,
vation in a more quantitative way, we  grouped by MS difference between the neurons. Bars show

conducted a large scale user study on AR per interval; dots show cumulative AR up to that interval.
the Mechanical Turk platform. This

study resulted in a total of 1000 questions across 71 unique users, with 3 answers per question
aggregated through majority voting. Results of this study are presented in Figure[d] and we provide
more details on the setup in Appendix. When asked to select the set of more monosemantic images
from a pair of sets (a, b), the users answered in accordance to the MS in 79.0% of the cases, assuming
d = |[MS(a) — MS(b)| ~ U(0,0.9). This alignment rate monotonically raises from 55.7% for
§ € (0.0,0.1) to 93.5% for § € (0.8,0.9), highlighting that users especially agree with MS as the
difference in monosemanticity between the two sets becomes more pronounced. This demonstrates
that MS can be used as a reliable measure aligning well with human perception of similarity. Detailed
results of the user study are released for future benchmark of image similarity and monosemanticity.



Table 1: Sparse Autoencoders (SAEs) decompose “No SAE” neurons into more monosemantic units
as shown by MonoSemanticity (MS) score. Higher SAE expansion factors yield higher MS scores.

(a) Highest MS scores of neurons in various CLIP ViT-Large [47] layers. (b) Top MS scores of neurons from
last layers of different vision en-
SAE No Expansion factor coders. Improvements in MS score
SAE x1 x2 x4 x8 x16 x64 from applying Matryoshka SAEs

1 001 061 073 071 087 090 1.00 are consistent across all the models.
17 0.01 065 079 0.86 0.86 093 1.00

Vision No Exp. factor

23 001 073 072 083 0.89 093 1.00 Encoder SAE x1 <4

4
9)
%"E 22 001 066 0.79 080 0.88 092 1.00
3
M last  0.01 057 078 0.78 0.81 0.85 1.00

WebSSL [18] 0.01 0.79 0.92
CLIP [47] 0.01 0.82 0.89
SigLIP [61]  0.01 0.83 0.88
AIMv2 [19] 0.01 0.59 0.85

11 0.01 084 090 095 1.00 0.89 1.00
17 001 086 084 093 094 096 1.00
0.01 0.83 083 087 094 1.00 1.00
23 001 082 084 089 093 096 1.00

Matryoshka
[9!139]
N
[\S)

last  0.01 0.82 091 089 093 091 1.00

== No SAE
] - [
§ 0.75 Expansion factor § 075 -
A —x1 —x2 —x4 o)
ey 2
3 0.50 — 16 —x64 2 0.50
g E
% 025 5
z 0. 2 0.25
g =
= -
0.00 0.00 -
0.0 0.2 0.4 0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Normalized Index Normalized Index
(a) Impact of expansion factor € (b) Impact of sparsity factor K

Figure 5: MonoSemanticity scores in decreasing order across neurons, normalized by width. Results
are shown for the last layer of the model, without SAE (“No SAE”, in black dashed line), and with
SAE in straight lines using either (a) different expansion factors (¢ = 1, ,e =4, = 16,
€ = 64) or (b) different sparsity levels (/' = 1, K = 10, ,and K = 50).

4.2.2 Monosemanticity of SAEs

In Table [Ta] we report MS of the highest scoring neurons of two SAE types (BatchTopK [8] and
Matryoshka BatchTopK [9])) trained at different layers with various expansion factors . We also
include results for original neurons of the corresponding layer decomposed by SAEs (“No SAE”).
We observe that SAEs’ neurons consistently have significantly higher MS for their best neuron when
compared to original ones, implying that SAEs are better separating and disentangling concepts
between their neurons. Interestingly, while the highest MS score is increasing with higher expansion
factor ¢, i.e. with increased width w of the SAE layer, this holds true already for expansion factor
€ = 1, meaning that the disentanglement of concepts is also linked to the sparse dictionary learning
and not only to the increased dimensionality. Finally, comparing SAE variants, we observe that while
the Matryoshka reconstruction objective improves the concept separation at same expansion factor, it
also achieves about 2 or 3 points lower R? for the same expansion factors (more details in Appendix).

Table[Tb|presents the highest observed MS scores among neurons in the last layers of various image
encoders, both before (“No SAE”) and after attaching Matryoshka SAEs. We find that the SAE latent
neurons outperform the original neurons in every case. As before, increasing the expansion factor €
helps discover more monosemantic units. This suggests the universality of the SAE approach across
vision representations derived from different training objectives.

To analyze monosemanticity across all neurons, we plot in Figure [5a the scores of both the original
neurons and the Matryoshka SAE neurons from the last layer of model f. We ordered neurons by
decreasing scores and normalized neuron indices to the [0, 1] interval to better compare SAEs with



Table 2: Percentage of generations meeting evaluation criteria for concept insertion and suppression.
SAE-derived steering directions yield higher success rates than Difference-in-Means (DiffMean) [2].

(a) Concept insertion (b) Concept suppression
Ours DiffMean Ours DiffMean
Desired concept appeared ~ 48.7 53.1 Desired concept removed  64.4 64.0
Base prompt followed 85.8 66.2 Unrelated concept kept 814 38.7
Both criteria satisfied 424 35.8 Both criteria satisfied 52.5 333
Text prompt + Input image Insertion of pencil (Neuron #39): Generated response
“Write me a short + 7( a=0 > ‘
love poem” N J
A pencil on a piece of paper,
“Write me a short + a =30 > PO !ove poem for you ar'ld me, 00
love poem” L ) With words that flow like a river, ~
And feelings that are pure and free.
@ . \ A pencil, yellow and white, o
“Write me a short | — 4 | , Sits on a piece of wood, 00
love poem” + L a 0 ) A pink eraser, soft and white, =F
A red pencil, sharp and pointy.
B A pencil, a pencil, o
“Write me a short + | a =50 y A pencil, a pencil, dooh
love poem” . ) A pencil, a pencil, =2

A'is all I need to feel.

Figure 6: Steered LLaVA outputs after clamping the activation values of a chosen neuron, i.e. Neuron
#39 of SAE in CLIP corresponding to pencil. Initially, the poem follows the given instruction
(the prompt and white image), but as the intervention weight « increases, it becomes increasingly
influenced by the neuron’s concept, first mentioning the pencil’s attributes, then the pencil itself. This
shows that our interventions enable new capabilities for the unsupervised steering of these models.

different widths. These results confirm our analysis above, and demonstrate that the vast majority of
neurons within SAEs have improved MS compared to the original neurons. Even when comparing
with € = 1, i.e. with same width between the SAE and original layers, we can see that about 90% of
the neurons within the SAE have better scores than the original neurons, proving once again that the
sparse decomposition objective inherently induces a better separation of concepts between neurons.
Furthermore, MS scores increase overall with the expansion factor until a certain point (¢ = 4), after
which they decrease overall, reaching even lower values than € = 1. Although the relative fraction
of neurons at different values of MS is decreasing for very wide latents, the absolute number is still
increasing. We refer the reader to Appendix for MS with raw (unnormalized) neuron indices.

The relationship between the sparsity level K used when training Matryoshka SAEs and the scores
of the learned neurons is illustrated in Figure [5b] We observe that a stricter sparsity constraint
decomposes the representation into more monosemantic features overall. However, this does not
imply that the highest sparsity (K = 1) is always the best choice, as improvements in MS come at
the cost of reduced reconstruction quality. In the same setup, the R? varies from 31.3% at the lowest
K =110 74.9% at the highest K = 50. To balance interpretability and reconstruction quality, we
set K = 20 for which the R? remains at a reasonable 66.8%. Detailed results are in the Appendix.

4.3 Steering Multimodal LL.Ms

We train the Matryoshka BatchTopK SAE [9] with expansion factor ¢ = 64 on random token
embeddings from layer | = 22 of the CLIP vision encoder obtained for the ImageNet training data.
The trained SAE is plugged after the vision encoder of LLaVA-1.5-7b [36]] (uses Vicuna [10] LLM).

Quantitative Results. We first compare the performance of SAE-based steering for VLMs against
Difference-in-Means (DiffMean) [2]], a popular approach based on activation steering. For each of



Text prompt + Input image Suppression Generated response

— - _

“What is shown
on the image ?”

original
¢ The image shows a wooden cutting board with a bowl of strawberries and
blueberries on it. There are also two wooden utensils, possibly serving as tongs
a= -5 or spoons, placed near the bowl.
a=-920 The image shows a wooden cutting board with a bowl of strawberries and

blueberries on it. The bowl is filled with strawberries and blueberries, and there
are also a couple of strawberries placed on the cutting board.

“What is shown
on the image ?”
!Q/

Figure 7: Overriding neuron activations with negative values allows concept suppressing. Originally,
LLaVA describes the images by mentioning all the objects visible on the input images. However, as
we decrease the value o of neurons associated with knives and laptops, it first confuses them with
wooden utensils and computer monitor, then eventually ignores them completely. At the same time, it
continues to faithfully describe other objects like wooden board, strawberries, and pencil holder.

The image shows a computer monitor with a keyboard and a mouse on a desk.

The image shows a pile of pencils and a basket of pencils, with a sign hanging
above them. The pencils are displayed in a creative manner, possibly as a
decoration or a unique way to store them.

100 SAE neurons in LLaVA, we identify its top-activating image grid. To perform concept insertion,
we boost the neuron’s activation and prompt LLaVA with 10 diverse text queries, such as “Propose a
math word problem,” or “Invent a new holiday,” then evaluate if the output contains the concept and
still responds to the prompt. For concept supression, we apply a negative intervention, ask LLaVA
to describe the images, and check whether the concept is removed and unrelated images are still
described correctly. The evaluation is done with a LLM-as-a-judge setup using GPT-4.1-mini [43]].
We provide the full details of the prompts and the evaluation procedure in Appendix [B] The results in
Table 2] demonstrate that SAE-based directions outperform DiffMean in both concept insertion and
suppression. For insertion, SAE effectively introduces the intended concept (48.7% vs. 53.1%) while
maintaining much stronger adherence to the base prompt (85.5% vs. 66.2%). For suppression, it
performs on par with DiffMean in removing the target concept (64.4% vs. 64.0%), yet far surpasses
it in preserving unrelated content (81.4% vs. 38.7%).

To further confirm the steering capabilities of SAE neu- Table 3: Mean similarity of neurons’ ac-
rons, we also perform a sanity check on the steering ca- tivating images to output word, with and
pabilities of the SAE neurons. We directly compare CLIP  without steering, on white or random
similarity scores between the top-16 images activating a ImageNet images. Upper bound with
given neuron and the corresponding text outputs, both be- correct image-classname pairs is 0.283,
fore and after steering. We prompt the model with “What Jower bound with random pairs is 0.185.
is shown on the image? Use exactly one word.” and com-
pare its original answer to the one generated after fixing Steering White Image ImageNet
Fhe activation of a spF:ciﬁc SAE neuron to oo = 1.003 vary- % 0.259 + 0.036  0.263 + 0.037
ing one neuron at a time. In the first setup, a white image X 0212+ 0.021 0211 + 0.028
is used while intervening on the first 1000 neurons to iso-
late the neuron manipulation’s effect. In the second, 1000
random ImageNet images are used while steering only 10 neurons to test effects on natural inputs. The
results in Table[3|clearly illustrates that steering increases image-text similarity scores. For context,
we compute reference similarities in CLIP space: the average similarity between each ImageNet
class image and its class name sets an upper bound (0.283 =+ 0.034), while random image—class pairs
set a lower bound (0.185 4 0.028). Neuron steering yields a relative gain of 22% within this range,
highlighting the significance of the results.

Qualitative Examples. Figure 6] illustrates the effectiveness of concept insertion by manipulating a
single neuron of the SAE. We prompt the model with the instruction “Write me a short love poem”,
along with a white image. By intervening on an SAE neuron associated to the pencil concept and
increasing the corresponding activation value, we observe the impact on the generated output text.



While the initial output mentions the “white” color and focuses on the textual instruction, i.e. “love”
poem, the output becomes more and more focused on pencil attributes as we manually increase the
intervention value o (most highly activating images for the selected neuron is in Appendix) until
it only mentions pencils. We provide more examples with a different input prompt (“Generate a
scientific article title”) in Appendix, for which steered LLaVA exhibits a similar behavior.

In Figure [/| we show that, by clamping a specific neuron to negative value, we can suppress a
concept. LLaVA is asked to answer what is shown on the images given a photo of a cutting board
with knives and strawberries and a photo of laptop and pencil holder full of pencils. By default
the model generates correct descriptions containing all the objects. However, when we intervene
by decreasing the activation value « of the neurons associated with knife and laptop, the resulting
descriptions progressively omit these concepts. This provides a promising strategy for filtering out
harmful or undesired content at an early stage, before it even reaches the language model.

5 Conclusion

We introduced the MonoSemanticity score (MS), a quantitative metric for evaluating monosemanticity
at the neuron level in SAEs trained on VLMs. Our analysis revealed that SAEs primarily increased
monosemanticity through sparsity and wider latents and highlighted the superior performance of
Matryoshka SAEs. We further verified the alignment of MS with human perception through a
large-scale human study. Leveraging the clear separation of concepts encoded in SAEs, we explored
their effectiveness for unsupervised, concept-based steering of multimodal LLMs, highlighting a
promising direction for future research. Potential extensions of this work include adapting our metric
to text representations and investigating the interplay between specialized (low-level) and broad
(high-level) concepts within learned representations.

Limitations. We focused our evaluation on various SAE architectures, the most common dictionary
learning implementations that scale effectively to large VLMs. However, our MS metric is model-
agnostic and could be applied to study other comparable approaches as well. High MS score neurons
do not always produce precise effects when used to steer MLLM outputs. For example, a golden
retriever neuron from an SAE trained on ImageNet can trigger any dog-related output. This could
happen because, while SAEs can disentangle detailed classes in the dataset, MLLMs may have limited
fine-grained understanding and may not be perfectly aligned with the vision encoder. Moreover, a
fraction of the SAE neurons that act as feature detectors do not exhibit any clear steering effect [1]].
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NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We present our Monosemanticity score in Section 3.2, the user study validating
alignment with human perception in Section 4.2.1, detailed analysis of MS in Section 4.2.2,
and results of steering MLLMs in Section 4.3.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We discuss limitations in Section 5.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

 The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

¢ The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

 The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to

address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [NA]
Justification: The paper does not include theoretical results.
Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.
* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: We describe all experimental settings in Section 4.1.
Guidelines:

» The answer NA means that the paper does not include experiments.
* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: Our code and the data associated to the use study will be available upon
acceptance.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We describe all training settings of the SAEs in Section 4.1.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We include standard deviations of MS across neurons in Appendix. We also
provide the statistics of the results of the user study in the Appendix.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We mention computation ressources in Section 4.1. All experiments have been
conducted on a single NVIDIA A100 GPU with either 40 or 80 GB memory.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: All authors have reviewed and conform to the NeurIPS Code of Ethics.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We include a discussion on broader impacts in the Appendix.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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11.

12.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: We do not plan to release any model and did not scrap data from the Internet.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: We provide citations for the data and models used in our experiments.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.
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13.

14.

15.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

« If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We will include documentation for our code and on the data gathering process
when we will release them upon acceptance.

Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes]

Justification: We include the full description of the experiment, with instructions given and
compensation in Appendix.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)

approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [Yes]
Justification: Our institution does not require IRB approval for these tasks.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions

and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.
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* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [Yes]
Justification: We evaluate steering on MLLMs, which integrate LLMs as a component.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Broader Impact

Our work contributes to the field of interpretability and alignment, which are essential components
for building safe AI systems. Our MonoSemanticity score provides a new way to evaluate the
effectiveness of recently popular dictionary learning methods, such as sparse autoencoders (SAEs),
by incorporating human judgment into the evaluation process. This makes it easier to assess and
build trust in systems that use SAEs.

In addition, we show that SAEs can be highly effective in steering applications. They can be used to
encourage or discourage specific behaviors in models, or to help models recognize or ignore certain
concepts, including potentially dangerous ones. This is especially useful for ensuring that models
produce desired outputs and remain aligned with human values and goals.

B More details on steering

We illustrate in Figure [AT|how we steer LLaVA-like models. We separately train SAEs on top of
the pretrained CLIP vision encoder to reconstruct the foken embeddings v; , and then attach it back
after the vision encoder during inference. Intervening on a neuron within the SAE layer steers the
reconstructed tokens V; towards the activated concept, which then steers the LLM’s generated output.
We present in Figure [AZ] additional examples of LLaVA prompted to generate scientific titles, and the
outputs before and after intervening on SAE neurons. Increasing the activation of specific neurons
will modify the outputs to include elements from images highly activating the corresponding neuron.

o ‘Itis a panda.’
00@
E

LLM

H,OB8B8 - HOOQO
(% Projection | t  ‘Whatis it?’
ato
V1Vv2V3
J \ Intervention on
[O 00 - Panda Neuron

B
000

V1Va V3

‘*

Vision
Encoder

Figure Al: LLaVA-like models can be steered towards seeing a concept (e.g. panda) not present in
the input image x. By attaching SAE after vision encoder and intervening on its neuron representing
that concept, we effectively manipulate the LLM’s response. Such flexible and precise steering is
possible thanks to the extensive concept dictionary identified through the SAE.
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Text prompt + Input image

Intervention

Generated response

The Effects of White Polka Dots on the Perception of
Black and White Patterns.
The Effects of Polka Dots on the Density of
Black and White Polka Dots.

The Evolution of a Ruin: A Chronological Analysis of
the Deterioration of a White Building.
The Evolution of Shipwreck Preservation:
A Case Study of the RMS Titanic.

on neuron strength
a=0
“Generate
ascientific 4 « = medium
article title” )
« = high
a=0
“Generate ;
a scientific - « = medium
article title” ]
« = high
a=0
“Generate
ascientific - v = medium
article title”

a = high

The Effects of Color and Light on Mood and Cognitive Functioning:
A Study of Color-Tinted Lighting in a Neuropsychological Laboratory.
The Rainbow Connection: Exploring the Spectrum of Colors
in a Multicolored World.

Figure A2: Effects of neuron interventions on MLLM-generated scientific article titles. Steering
magnitudes are categorized as “0”, “medium”, and “high” based on the intervention strength. The
neurons are visualized with the highest activating images from which we deduce their associated

ELINT3

concepts: “polka dots”, “shipwreck”, and “rainbow”.

The steering capabilities discussed in Section 4.3 are evaluated using an LLM-as-judge setup with

the following prompts:

* “Write me a short love poem,”

“Generate a scientific article title,”

“Give me a four-item to-do list,”

* “Write me a two-verse rap song,”

“Propose a math word problem,”
* “Write a paragraph from a Wikipedia page,”’

“Invent a new holiday,”

“Write a dialogue,”

* “Write a newspaper headline and first paragraph,”

“Give a conversation starter for a party.”
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C User study
To validate the alignment of our MonoSemanticity score (MS) with human judgment, we conducted
a user study. Example questions are shown in Figures [A3] [A4] and[A5] Each question shows two
grids of images: . .

((xi)igh (yi)zgl) )

where each grid contains the 16 images with the highest activations for two neurons k, and k,,
respectively. Formally, foreach¢ =1, ..., 16,

r; =%, €T, rank,(af*) =1,

Yi =X, €T, rank,,(atv) =i,

where aF is the activation of neuron k on image x,,, and rank,, (a¥) is the rank of image x,, when
sorting all images by their activation values in descending order. Images Z come from training set of
the ImageNet.

For each neuron pair (k, k), we asked three human annotators the question: “Which set of images
looks more similar and focused on the same thing?” Each annotator gave an answer 7; € {k;, k,}
for j = 1,2, 3. The final human choice was decided by majority vote:

(ka k) € s By
At the same time, we answered the question using Monosemanticity Score:

ws . ko ifMSF > Msh
(kasky) "\ k, otherwise

We say the MS and users are aligned if their decision is the same:
: user _ pMS
Sy = 4 - Ttk = )
o 0 otherwise
The overall alignment score is the fraction of all neuron pairs where the MS and humans are aligned:

1
] Z Oka ky)s

(ks ,ky)EQ

Alignment Score =

where Q is the set of all neuron pairs evaluated.

In total, we collected 1,000 user pair rankings with the help of 71 annotators on the Mechanical
Turk platform. The number of answers per annotator ranged from 1 to 205, with a median of 24.
Annotators were compensated at a rate of $0.02 per answer.

The neurons used in the study were randomly selected from the last layer of CLIP ViT-L, BatchTopK
SAE (¢ = 4, K = 20) trained on the last layer of CLIP ViT-L, Matryoshka SAE (¢ = 4, K = 20)
trained on the last layer of CLIP ViT-L, and BatchTopK SAE (e = 4, K = 20) trained on the last
layer of SigLIP SoViT-400m.

In addition to the plot presenting the user study results in the main paper, we also provide Table[AT]
which reports the exact values obtained, along with the sizes of each group categorized by MS
distances between neuron pairs. When designing the questions, we balanced the number of pairs
within each distance interval. Our goal is to evaluate MS computed using embeddings from two
different image encoders E, namely DINOv2 ViT-B and CLIP ViT-B. As a result, the group sizes are
not perfectly equal due to necessary trade-offs. Nevertheless, all groups are sufficiently large and of
comparable size.
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Table Al: Alignment Scores (AS) obtained from user study. To compute the MS, we use embeddings
of image encoder E, either DINOv2 ViT-B or CLIP ViT-B. Results are grouped by MS distance
between neurons in the question. We made sure that every group is represented by enough pairs.

(a) MS distances computed using DinoV2 embeddings.
MS Distance (based on DinoV2) ‘ 0.0-0.1 0.1-02 02-03 0.3-04 04-05 0.5-0.6 0.6-0.7 0.7-0.8 0.8-09

Number of pairs 126 134 116 125 116 114 122 84 63
AS (£ = DINOV2 ViT-B) 0.56 0.66 0.71 0.81 0.85 0.93 0.94 0.96 1.00
AS (F = CLIP ViT-B) 0.60 0.66 0.74 0.82 0.87 0.87 0.94 0.96 1.00

(b) MS distances computed using CLIP embeddings.

MS Distance (based on CLIP) | 0.0-0.1 0.1-0.2 0.2-0.3 0.3-04 0.4-05
Number of pairs ‘ 231 224 215 197 132
AS (E = CLIP ViT-B) 0.55 0.81 0.93 0.96 0.93
AS (E = DINOV2 ViT-B) ‘ 0.53 0.77 0.92 0.96 0.93
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Figure A3: Example question used in the user study. Best viewed horizontally.
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Figure A4: Example question used in the user study. Best viewed horizontally.
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Figure AS5: Example question used in the user study. Best viewed horizontally.
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D Benchmark

While MS shows very good results in our user study, we anticipate the development of improved
alternatives in the future. To facilitate such advancements, we will release our collected data as a
benchmark for evaluating neuron monosemanticity.

The benchmark will include the following files:

* pairs.csv — Contains 1000 pairs of neurons (r,, 7, ), along with user preferences R‘(‘Zfr ky)
x vy

and MS values computed using two different image encoders: DINOv2 ViT-B and CLIP ViT-
B. Each row includes the following columns: k_x, k_y, R_user, MS_x_dino, MS_y_dino,
MS_x_clip, MS_y_clip.

* topl6_images.csv — Lists the 16 most activating images from the ImageNet training set
for each neuron used in the study. Columns: k, x_1, ..., x_16.

* activations.csv — Provides activation values of all 50,000 ImageNet validation images
for each neuron. Columns: k, a_1, ..., a_50000.

With this data and by following our evaluation procedure, researchers will be able to compare their
methods directly to MS under same conditions. They will have access to the same underlying
information, specifically the complete set of neuron activations on the ImageNet validation set.

E Additional results on monosemanticity

E.1 Unnormalized plots

Monosemanticity scores across all neurons, without normalized index, are shown in Figure [A6| We
observe that neurons cover a wider range of scores as we increase the width of the SAE layer.
Furthermore, for a given threshold of monosemanticity, the number of neurons having a score higher
than this threshold is also increasing with the width.

Expansion factor

]

é 075 - =" NO SAE - X4
N J— J—

4 x1 x16
g 0.50 - x2 — x64
5

=

2 0.25 4

o

g

o

= 0.00 -

0 10000 20000 30000 40000
Index

Figure A6: MS in decreasing order across neurons. Results are shown for a layer without SAE (“No
SAE”), and with SAE using different expansion factors (x1, X2, x4, x16 and x64).

29



E.2 Detailed statistics and more models

We report in Tables [AZ]and [A5] the average (+ std), best and worst monosemanticity scores across
neurons for the two SAE variants, attached at different layers and for increasing expansion factors.
Although average scores remain similar when increasing expansion factor, we observe a high increase
between the original layer and an SAE with expansion factor ¢ = 1. The best scores get consistentely
better as expansion factor gets increased.

Until now, our analysis has focused on SAEs trained on CLIP ViT-L activations, evaluated using
the MS score computed from embeddings produced by the DINOv2 image encoder F. To broaden
this investigation, we now consider SAEs trained on activations from SigL.IP SoViT-400m. As an
alternative image encoder E/, we adopt CLIP ViT-B for evaluation.

Tables [A3] and [A6] show average, best and worst MS computed using CLIP ViT-B as the vision
encoder E. Even though less distinctively than in original setup, the neurons from SAE:s still score
better compared to the ones originally found in the model.

In Tables [A4] and we report MS statistics for SAEs trained for SigLIP SoViT-400m model
computed using CLIP ViT-B as the vision encoder E. The results highly resemble the ones for CLIP
ViT-L model.

Table A2: The average MS of neurons in a CLIP ViT-L model. DINOv2 ViT-B is used as the image
encoder E.

Expansion factor
x1 x2 x4 x8 x16 x64

11 0.0135 £0.0003 0.03 £0.06 0.04 £0.06 0.04+0.06 0.03+0.05 0.03+0.05 0.03+0.05
17 0.0135 £0.0004 0.05£0.07 0.07£0.09 0.08+0.11 0.07+0.10 0.07+0.10 0.06+0.10
BatchTopK 22 0.0135 £0.0003 0.14£0.12 0.18+£0.15 0204+0.17 0214+0.17 0214+0.18 0.17+0.18
23 0.0135 £0.0003 0.15+£0.13 0.18+0.16 0204+0.17 0.21£0.17 020+£0.18 0.17+0.18
last 0.0135 £0.0002 0.12+£0.11 0.17+0.15 0.194+0.17 0.19+£0.16 0.16£0.16 0.13+0.15

11 0.0135 £0.0003 0.05+0.10 0.06+0.10 0.05+0.09 0.05+£0.09 0.04+£0.08 0.03+0.06
17 0.0135 £0.0004 0.09+0.14 0.10+0.15 0.114+0.16 0.11£0.15 0.10£0.15 0.06+0.10
Matryoshka 22 0.0135 £0.0003 0.17 £0.17 021+£0.18 023+0.19 023+0.19 023+0.19 0.18+0.19
23 0.0135 £0.0003 0.17+£0.16 021+0.19 0224+0.18 022£0.18 020+£0.18 0.12+0.16
last 0.0135 £0.0002 0.16 £0.17 020+0.18 0234+0.19 022+£0.19 0.19+£0.19 0.13+0.16

SAE type Layer No SAE

Table A3: The average MS of neurons in a CLIP ViT-L model. CLIP ViT-B is used as the image
encoder F.

Expansion factor
x1 X2 x4 x8 x16 x64

11 0.4837 £0.0067 0.52+0.05 0.53+0.06 0534005 053+005 0.53+0.05 0.53+0.06
17 0.4840 £0.0079 0.55+£0.07 0.56+0.08 0.57+0.08 0.56+0.05 0.56+0.08 0.56=+0.09
BatchTopK 22 0.4816 £0.0053 0.60 £0.09 0.61£0.09 0.62+0.09 0.63+£0.09 0.62+0.10 0.60+£0.11
23 0.4814 £0.0045 0.60 £0.09 0.61+0.10 0.624+0.10 0.624+0.10 0.61+0.10 0.59+0.12
last 0.4812 £0.0042 0.59 £0.08 0.60+0.10 0.61+0.10 0.61+0.10 0.59+0.10 0.56=+0.10

11 0.4837 £0.0067 0.54 £0.08 0.55+0.08 0.55+0.08 0544008 0.534+0.07 0.52+0.06
17 0.4840 £0.0079 0.57£0.09 058 +0.09 0.58+0.10 0.58£0.10 0.57+£0.10 0.54+0.09
Matryoshka 22 0.4816 £0.0053 0.61 £0.09 0.62+0.09 0.63+0.10 0.62+0.11 0.62+£0.11 0.59+0.12
23 0.4814 £0.0045 0.60 £0.09 0.62+0.10 0.624+0.10 0.61 +0.11 0.60+0.11 0.54+£0.11
last 0.4812 £0.0042 0.59 £0.09 0.61+0.10 0.62+0.11 0.61+0.11 0594+0.12 0.54+0.12

SAE type Layer No SAE

30



Table A4: The average MS of neurons in a SigL.IP SoViT-400m model. CLIP ViT-B is used as the
image encoder E.

Expansion factor
x1 X2 x4 x8 x16 x64

11 0.4805 £0.0014 0.50 £0.03 0.51+0.04 0514005 051+006 0524006 0.52=0.07
16 0.4809 £0.0024 0.51 £0.04 052+0.05 0.524+0.06 0.53+£0.07 0.53+£0.07 0.53+0.08

SAE type Layer No SAE

BatchTopK 51 04810+ 0.0052 0524005 053+0.06 0.53+006 0534007 054+008 0.53+008
last 04811 +00048 061 £009 0.61+0.09 0624009 0.62+009 062+0.10 060+011
11 04805+00014 050+003 0.50+005 050+005 050+006 051+007 051+007
Matryoshka 16 04809500024 051005 052£006 052£007 052007 0524007 051007

21 0.4810 £0.0052 0.52+£0.05 053+0.06 0.53+0.06 0.53+£0.07 052+£0.07 0.51+0.07
last 0.4811 £0.0048 0.61 £0.09 0.62+0.10 0.624+0.10 0.62+0.10 0.60+£0.11 0.58+0.11

Table A5: Comparison of the best / worst MS of neurons in a CLIP ViT-L model. DINOv2 ViT-B is
used as the image encoder E.

Expansion factor
x1 X2 x4 x8 x16 x 64

11 0.01/0.01 0.61/-002 0.73/-0.08 0.71/-0.06 0.87/-0.07 0.90/-0.10 1.00/-0.11
17 0.01/0.01 0.65/0.01 0.79/-0.02 0.86/-0.07 0.86/-0.08 0.93/-0.08 1.00/-0.12
BatchTopK 22 0.01/0.01 066/0.01 0.79/0.01 0.80/0.01 0.88/-0.08 0.92/-0.06 1.00/-0.11
23 0.01/0.01 0.73/0.01 0.72/0.01 0.83/0.01 0.89/-0.02 0.93/-0.06 1.00/-0.10
last 0.01/0.01 057/0.01 0.78/0.01 0.78/0.01 0.81/-0.01 0.85/-0.04 1.00/-0.10

11 0.01/0.01 0.84/-0.06 0.90/-0.07 095/-0.08 1.00/-0.11 0.89/-0.10 1.00/-0.10
17 0.01/0.01 0.86/-0.04 0.84/-0.05 093/-0.07 0.94/-0.09 0.96/-0.08 1.00/-0.14
Matryoshka 22 0.01/0.01 0.83/0.01 0.83/0.01 087/-0.02 094/-0.06 1.00/-0.11 1.00/-0.11
23 0.01/0.01 082/0.01 0.84/0.01 0.89/-0.04 093/-0.04 0.96/-0.06 1.00/-0.11
last 0.01/0.01 0.82/0.01 091/0.01 0.89/-0.03 093/-0.05 091/-0.07 1.00/-0.12

SAE type Layer No SAE

Table A6: Comparison of the best / worst MS of neurons in a CLIP ViT-Large model. CLIP ViT-B is
used as the image encoder E.

Expansion factor
x1 x2 x4 x8 x16 x64

11 0.50/047 0.80/041 0.87/038 090/0.28 091/0.27 0.95/0.24 1.00/0.20
17 0.50/0.47 0.84/0.37 0.87/033 0.94/035 094/028 096/0.24 1.00/0.14
BatchTopK 22 0.50/0.47 0.82/0.39 0.85/038 0.89/037 093/029 093/0.15 1.00/0.15
23 0.50/0.47 0.81/041 0.84/040 0.89/035 091/027 093/0.24 1.00/0.08
last 0.50/0.47 0.80/040 0.84/0.40 0.87/036 0.87/031 0.89/0.25 1.00/0.17

11 0.50/0.47 090/0.39 0.95/031 0.97/023 1.00/022 094/0.18 1.00/0.19
17 0.50/0.47 094/0.33 093/035 096/029 096/022 097/0.14 1.00/0.11
Matryoshka 22 0.50/0.47 0.88/040 0.87/033 0.89/029 094/023 1.00/0.15 1.00/0.06
23 0.50/047 0.85/040 0.86/035 0.90/035 091/0.19 093/0.17 1.00/0.14
last 0.50/047 085/041 0.88/0.40 0.89/031 091/026 092/0.17 1.00/0.09

SAE type Layer No SAE

Table A7: Comparison of the best / worst MS of neurons in a SigLIP SoViT-400m model. CLIP
ViT-B is used as the image encoder F.

Expansion factor
x1 x2 x4 %8 x16 x 64

11 0497048 0.61/041 0.83/0.29 0.88/0.27 090/0.23 1.00/0.12 1.00/0.15
16 0.53/0.47 0.74/038 0.75/0.34 0.93/0.25 094/020 093/0.22 1.00/0.18

SAE type Layer No SAE

BaichTopK 0.54/047 0.76/038 0.77/035 0.83/025 0.89/0.17 0.95/020 1.00/0.11
last  0.50/047 0.83/041 086/040 088/037 092/033 0.93/020 1.00/0.11
11 049/048 0.70/040 0.93/029 0.77/027 0.93/0.18 091/022 1.00/0.16
16 0.53/047 0.78/040 0.84/029 091/0.19 0.93/0.18 1.00/0.19 1.00/0.16
Matryoshka

21 0.54/0.47 0.85/039 0.81/0.37 0.83/025 093/024 094/0.21 1.00/0.15
last 0.50/0.47 0.87/040 0.87/0.38 0.89/0.30 091/025 094/0.15 1.00/0.15

31



In Figure[A7]we plot MS across single neurons. We consider setups in which (a) neurons of CLIP
ViT-L are evaluated with DINOv2 as the image encoder E, (b) neurons of CLIP ViT-L are evaluated
with CLIP ViT-B as F, and (c) neurons of SigLIP SoViT-400m are evaluated with CLIP ViT-B as
E. In all three cases SAE neurons are more monosemantic compared to the original neurons of the
models. It shows that MS results are consistent across different architectures being both explained
and used as F.
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é 0.6
go0s
= 04
Normalized Index
(a) Neurons of CLIP ViT-L (b) Neurons of CLIP ViT-L (c) Neurons of SigLIP SoViT
evaluated with DINOv2 ViT-B as evaluated with CLIP ViT-B as the 400m evaluated with CLIP ViT-B
the image encoder E image encoder E as the image encoder Ef

Figure A7: MS in decreasing order across neurons. Results are shown for the last layers of two
different models, without SAE (black dashed line), and with SAE being trained with expansion factor
1 (green solid line). MS is computed with distinct image encoders E.

In Figures [A§ and [A9] we plot again MS scores across neurons for SAEs trained with different
expansion factors and sparsity levels, but using CLIP ViT-B as the image encoder F2. We observe very
similar patterns when compared to the MS computed using DINOv2 ViT-B. Both higher expansion
factor and lower sparsity helps find more of the monosemantic units.
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Figure A8: Monosemanticity Scores (computed using CLIP ViT-B) in decreasing order across
neurons, normalized by width. Results are shown for the last layer of the model, without SAE (“No
SAE”, in black dashed line), and with SAE using either (a) different expansion factors (in straight
lines, for e = 1, and for ¢ = 16) or (b) different sparsity levels, with straight lines for
K =1, for K = 10, , and for K = 50.
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Figure A9: Monosemanticity Scores (computed using CLIP ViT-B) in decreasing order across
neurons without normalizing by width. Results are shown for a layer without SAE (“No SAE”), and
with SAE using different expansion factors (x1, x4 and x16).

E.3 Matryoshka hierarchies

We train and evaluate the SAE on embeddings extracted from iNaturalist [55] dataset using an
expansion factor ¢ = 2 and groups of size M = {3, 16, 69, 359, 1536}. These group sizes correspond
to the numbers of nodes of the first 5 levels of the species taxonomy tree of the dataset, i.e. the

» o« » o«

respective number of “kingdoms”, “phylums”, “classes”, “orders”, and “families”.

To measure the granularity of the concepts, we map each neuron to the most fitting depth in the
iNaturalist taxonomy tree to compare the hierarchy of concepts within the Matryoshka SAE with
human-defined ones. To obtain this neuron-to-depth mapping, we select the top-16 activating images
per neuron, and compute the average depth of the Lowest Common Ancestors (LCA) in the taxonomy
tree for each pair of images. For instance, given a neuron with an average LCA depth of 2, we can
assume that images activating this neuron are associated to species from multiple “classes” of the
same “phylum”. We report the average assigned LCA depth of neurons across the Matryoshka group
level in Table [AS] We notice that average LCA depths are correlated with the level, suggesting that
the Matryoshka hierarchy can be aligned with human-defined hierarchy. We additionally aggregate
statistics of MS of neurons for each level. Average and maximum MS also correlates with the level,
confirming that the most specialized neurons are found in the lowest levels.

Table A8: Average LCA depth and monosemanticity (MS) scores across neurons at each level in the
Matryoshka nested dictionary.

Level 0 1 2 3 4
Depth 333 292 385 386 4.06

Avg. 006 008 009 016 0.24
MS Max. 0.11 030 029 069 0.76
Min. 0.04 003 003 0.03 -0.05
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F Reconstruction of SAEs

In Table @] and Table we report respectively R? and sparsity (L), for the two SAE variants we
compare in Section 4.2. As BatchTopK activation enforces sparsity on batch-level, during test-time it
is replaced with ReLU(x — ), with x is the input and +y is a vector of thresholds estimated for each
neuron, as the average of the minimum positive activation values across a number of batches. For this
reason the test-time sparsity may slightly differ from K fixed at the value of 20 in our case.

We report in Table the detailed metrics (R2, Ly and statistics of MS) obtained for SAEs trained
with different K values considered in Section 4.2.

Table A9: Comparison of R? (in %) by different SAEs trained with K = 20 for a CLIP ViT-L model.
Expansion factor

Table A10: Comparison of true sparsity measured by Lo-norm for different

SAE type Layer No SAE
x1 x2 x4 x8 x16  x64
11 100 747 750 75.1 75.0 747 735
17 100 704 719 726 729 729 725
BatchTopK 22 100 68.7 726 749 760 768 774
23 100 672 715 740 753 76.0 76.8
last 100 70.1 746 77.1 782 78.6 79.1
11 100 72.8 739 745 751 752 745
17 100 673 695 70.7 718 726 727
Matryoshka 22 100 655 696 715 740 754 76.6
23 100 639 685 710 731 748 74.6
last 100 66.8 71.6 741 760 776 782

K = 20 for a CLIP ViT-L model.

SAEs trained with

Expansion factor

SAE type Layer No SAE
x1 x2 x4 x8 x16  x64
11 1024 19.7 195 194 196 200 229
17 1024 194 194 192 196 195 223
BatchTopK 22 1024 19.6 19.7 19.7 19.8 203 23.0
23 1024 19.8 198 199 20.1 203 222
last 768 199 199 199 20.1 202 222
11 1024 194 195 194 196 198 213
17 1024 19.3 193 193 194 195 205
Matryoshka 22 1024 19.7 197 19.6 198 199 220
23 1024 19.7 19.8 19.8 199 20.6 25.1
last 768 20.0 199 198 199 202 225

Table A11: Statistics for SAEs trained with different sparsity constraint K on activations of the last
layer with expansion factor 16. “No SAE” row contains results for raw activations before attaching
the SAE.

K Lo R%) MS
Min Max Mean
1 0.9 31.3 -0.03 090 0.37+0.20
10 9.9 60.6 0.01 0.79 0.19+0.16
20 20.0 66.8 0.01 0.82 0.16+0.17
50 50.1 74.9 0.01 0.69 0.07+0.08
No SAE - - 0.01 0.01 0.01 +£0.00
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Figure A10: Images highly activating the neuron we intervene on in Figure 6, which we manually
labeled as “Pencil Neuron”.

G Uniqueness of concepts

The sparse reconstruction objective regularizes the SAE activations to focus on different concepts.
To confirm it in practice, we collect top-16 highest activating images for each neuron of SAE
and compute Jaccard Index J between every pair of neurons. The images come from training set.
We exclude 10 out of 12288 neurons for which we found less than 16 activating images and use
Matryoshka SAE trained on the last layer with expansion factor of 16. We find that J > 0 for 16000
out of 75368503 pairs (> 0.03%) and .JJ > 0.5 for only 20 pairs, which shows very high uniqueness
of learned concepts.

H Additional qualitative results

We illustrate in Figure [ATO0| the highly activating images for the “Pencil” neuron, which we used
for steering in Figure 6. In Figures [ATT|and[AT2] we provide more randomly selected examples of
neurons for which we computed MS using two different image encoders. In both cases we see a clear
correlation between score and similarity of images in a grid.
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Figure A11: Qualitative examples of highest activating images for different neurons from high (left)
to low (right) MS score. As the metric gets higher, highest activating images are more similar,
illustrating the correlation with monosemanticity. DINOv2 ViT-B is used as the image encoder E.
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Figure A12: Qualitative examples of highest activating images for different neurons from high (left)
to low (right) MS score. As the metric gets higher, highest activating images are more similar,
illustrating the correlation with monosemanticity. CLIP ViT-B is used as the image encoder E.
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