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ABSTRACT

Recent advances have shown that scaling test-time computation enables large
language models (LLMs) to solve increasingly complex problems across diverse
domains. One effective paradigm for test-time scaling (TTS) involves LLM gen-
erators producing multiple solution candidates, with LLM verifiers assessing the
correctness of these candidates without reference answers. In this paper, we study
generative verifiers, which perform verification by generating chain-of-thought
(CoT) reasoning followed by a binary verdict. We systematically analyze verifi-
cation dynamics across three dimensions – problem difficulty, generator capability,
and verifier generation capability – through empirical studies on 12 benchmarks
across mathematical reasoning, knowledge, and natural language reasoning tasks
using 14 open-source models (2B to 72B parameter range) and GPT-4o. Our exper-
iments reveal three key findings about verification effectiveness: (1) Easy problems
allow verifiers to more reliably certify correct responses; (2) Weak generators pro-
duce errors that are easier to detect than strong generators; (3) Verification ability
is generally correlated with the verifier’s own problem-solving capability, but this
relationship varies with problem difficulty. These findings reveal opportunities for
optimizing basic verification strategies in TTS applications. First, given the same
verifier, some weak generators can nearly match stronger ones in post-verification
TTS performance (e.g., the Gemma2-9B to Gemma2-27B performance gap shrinks
by 75.7%). Second, we identify cases where strong verifiers offer limited advan-
tages over weak ones, as both fail to provide meaningful verification gains, suggest-
ing that verifier scaling alone cannot overcome fundamental verification challenges.

1 INTRODUCTION

Large language models (LLMs) have advanced rapidly in solving reasoning tasks such as
mathematics and code generation, yet their outputs remain unreliable, often containing subtle or
obvious mistakes (Ke et al., 2025; Lightman et al., 2023). LLM based verification (Angelopoulos
et al., 2025; Cemri et al., 2025; Huang et al., 2023b; Mao et al., 2024) has emerged as a central
mechanism to identify such errors in a scalable manner. Recent work has increasingly focused
on generative verifiers (Liu et al., 2025d; Mahan et al., 2024; Zhang et al., 2025), which frame
verification as next-token prediction: the model typically generates a chain-of-thought (CoT)
reasoning trace and then outputs a binary verdict token. This approach has been shown to outperform
earlier discriminative verifiers or scalar reward models (RMs, Lightman et al., 2023), as it better
leverages the inherent text-generation capabilities of LLMs. One valuable downstream application
of automatic verification is test-time scaling (TTS), where additional inference-time compute is
allocated to improve generation performance. A popular paradigm of TTS is the use of a verifier
model to evaluate candidate responses, filter errors, and identify correct solutions. This approach
underlies techniques such as rejection sampling (Brown et al., 2024), re-ranking (Zhou et al., 2025),
weighted majority voting (Wang et al., 2024a; 2022), and step-level generation (Snell et al., 2024).

Current practice in LLM verification often deploys strong, typically closed-source frontier models as
verifiers. This practice rests on the assumption that verification quality scales with a verifier’s capa-
bility to solve the same problem (i.e., its generation capability), a correlation demonstrated in recent
work (Chen et al., 2025c; Krumdick et al., 2025; Tan et al., 2024). However, this practice may be sub-
optimal given that verifying a solution is often easier than generating one from scratch, a phenomenon
referred to as “verification asymmetry” (Wei, 2025). This asymmetry appears in several fields. In
convex optimization, dual certificates enable efficient validation of optimality of a proposed solution,
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Figure 1: Overview of our study on verification dynamics. (a) We consider generative verification:
an LLM generator produces a solution to a problem, and an LLM verifier conditions on the problem
and solution to generate a verification CoT followed by a binary verdict (“Correct”/“Incorrect”).
We design controlled experiments that vary problem difficulty, generator generation capability,
and verifier generation capability, investigating how each of these factors influences verification
performance. (b) Our analysis reveals three patterns: problem difficulty governs recognition of
correct responses (true positives); generator generation capability determines error detectability (true
negatives); and verifier generation capability correlates with performance in a difficulty-dependent
manner, revealing non-linear regimes left uncovered in prior work. The three plots were generated by
aggregating benchmark data across three domains and averaging performance metrics over 15 models.

while in factorization, verifying correctness is trivial compared to finding the prime factors. Thus, it is
worth investigating verification as a distinct capability rather than merely a byproduct of generation.

Despite extensive research on generation dynamics and the factors influencing generation qual-
ity (Allen-Zhu & Li, 2025; Chen et al., 2024; Ye et al., 2025), the dynamics of verification remain
largely unexplored. In particular, little is known about how problem characteristics, properties of
generated responses, and model capabilities interact to determine verification effectiveness. Without
understanding verification dynamics, one can risk misallocating computational resources by default-
ing to expensive frontier models when simpler alternatives might suffice. This gap in understanding
motivates our central research question: what factors influence verification success?

In this paper, we present a systematic study of generative verification across three dimensions–problem
difficulty, generator capability, and verifier generation capability–shown in Figure 1. We quantify
verification performance by measuring the probability of the verifier recognizing both correct and in-
correct generated solutions in controlled experimental settings. We focus on verifiable problems with
objective ground-truth answers in mathematical reasoning, knowledge question-answering (QA), and
natural language (NL) reasoning domains. This allows us to objectively measure verifier and gener-
ator performance, while simulating the reference-free evaluation settings where verifiers are typically
deployed in practice, e.g., in TTS. While our experiments use these domains as a testbed, we believe
the insights should extend to any domain where correctness can be reliably defined and checked.

Main Findings. While prior work showed that verifier generation capability correlates with verifica-
tion performance (Chen et al., 2025c; Krumdick et al., 2025; Tan et al., 2024), we reveal that two
additional factors, problem difficulty and generator capability, also critically influence verification
success, as illustrated in Figure 1. Our analysis reveals:
• Problem difficulty primarily governs the recognition of correct solutions: verifiers are more likely

to recognize correct solutions on easy problems than on difficult ones.
• Generator capability influences error detection: errors made by weak generators are easier to detect

than those made by strong generators.
• Verifier generation capability correlates with verification performance in a manner dependent on

problem difficulty: saturated (or uncorrelated) for easy problems, linear for medium problems, and
threshold-limited for hard problems.
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Our empirical analysis includes 2,347 math problems from eight datasets, 1,196 knowledge QA
problems, and 901 NL reasoning problems, evaluated across 14 open-source models and GPT-4o.

Application to TTS. We demonstrate the practical implications of our findings for TTS. First, given
the same verifier, the TTS performance of a weak generator can nearly match the performance of
a strong generator. For instance, Gemma2-9B achieves comparable performance to Gemma2-27B
when both use the same verifier, GPT-4o. Second, we identify regimes where a strong verifier (e.g.,
GPT-4o) offers no additional benefit and can be replaced by a weaker verifier (e.g., Qwen2.5-7B),
with both providing limited gains. This occurs with strong generators or with problems at either
extreme of the difficulty spectrum.

2 RELATED WORK
Automatic Evaluation. The deployment of LLMs as evaluators has emerged as a central mechanism
for scalable assessment, with efforts focusing on training specialized small evaluators through
fine-tuning (Wang et al., 2024b; Whitehouse et al., 2025; Xu et al., 2025; Zhang et al., 2025).
Beyond reference-based verifiers (Chen et al., 2025a; Liu et al., 2025b), verification approaches
include self-verification (Chen et al., 2023; Huang et al., 2023a;b; Kumar et al., 2024; Shinn et al.,
2023), where models reflect on or critique their own outputs, and multi-agent verification (Li et al.,
2023; Lifshitz et al., 2025; Zhuge et al., 2024), where multiple agents collaborate in debate-style or
hierarchical setups to improve reliability. Prior work identifies several factors influencing evaluation
performance. One important factor is evaluator generation capability. Krumdick et al. (2025)
find that evaluator performance changes significantly based on whether the evaluator is capable
of answering the question or not. Tan et al. (2024) demonstrate the correlation between pairwise
judging ability and generation ability on the same set of problems. Chen et al. (2025b) observe
linear relationships between evaluation improvements and reasoning-required sample proportions
in fine-tuned evaluators. Chen et al. (2025c) show a strong positive correlation between generation
capability and evaluation accuracy. Our work extends these findings by identifying unexplored
factors that influence evaluation performance. We also demonstrate that the relationship between the
evaluator generation capability and evaluation quality is more nuanced than previously understood.

Verification for Test-Time Scaling. Early studies explore how to effectively apply verification meth-
ods to improve TTS performance. Snell et al. (2024) show RMs improve various TTS approaches,
including Best-of-N and beam search, while Liu et al. (2025a) find that compute-optimal strategies
vary with policy models and problem difficulty. Recent work explores alternatives to discriminative
RMs: Zhang et al. (2025) show trained generative verifiers outperform RMs in Best-of-N, and
Zhou et al. (2025)’s JETTS benchmark demonstrates generative evaluators match outcome RMs
in reranking. While verification benefits from increased model size and test-time compute, recent
work addresses how to reduce these computational costs. Saad-Falcon et al. (2025) propose a
framework to aggregate weak verifiers to approach strong ones; Angelopoulos et al. (2025) balance
weak/strong evaluators for efficiency; Stroebl et al. (2024) analyze fundamental limits of resampling
with imperfect verifiers; and Singhi et al. (2025) propose strategies to balance solving-verification
trade-offs. Our work studies the factors driving verification and explores their implications for TTS.

3 EXPERIMENTAL SETUP
3.1 PRELIMINARIES

Problem and Response Space. Let x denote a problem with ground-truth answer y∗(x). A model
response r to x consists of a CoT solution and a final answer a(r), and we consider the response
correct if a(r) = y∗(x). As discussed in Section 1, our study uses verifiable problems with objective
answers, allowing us to rigorously evaluate verifier outputs against ground-truth while simulating
reference-free evaluation settings.

Generator and Verifier. A generator G maps a problem x to a distribution over responses, denoted
r ∼ G(·|x). A verifier V takes a problem–response pair (x, r) and outputs a judgment of correctness.
In the binary case, V (x, r) ∈ {0, 1}, where 1 indicates acceptance and 0 indicates rejection. More
generally, a generative verifier produces a verification CoT explaining its reasoning, followed by an
explicit verdict such as “Correct” or “Incorrect.” The prompt templates are provided in Appendix A.

Generation Capability. We measure the generation capability of a model using its pass rate. For
a generator G and problem x, we define pG(x) = Pr[a(r) = y∗(x) | r ∼ G(·|x)] as the pass rate
on a single problem, i.e., the probability that G solves x correctly on one sampled attempt. We define
pG(D) = 1

|D|
∑

x∈D pG(x) as the pass rate aggregated over a dataset D, which we use as the overall
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measure of a model’s generation capability. Since the verifiers we study are generic LLMs (e.g., GPT-
4o), we measure a verifier’s generation capability using the same metric by prompting it as a generator.

We estimate these pass rates empirically as p̂G(x;K) and p̂G(D;K) by sampling K responses per
model-problem pair. Since K is fixed at 64 throughout, we often omit K for simplicity, writing
p̂G(x) and p̂G(D). We use temperature 0.7 and top-p 1.0 as default sampling hyperparameters, and
adopt recommended settings when available (e.g., temperature 0.7 and top-p 0.8 for the non-thinking
mode of Qwen3). Ground-truth correctness is established with Math-Verify (Kydlíček, 2025),
supplemented by LLM-as-a-judge grading to reduce false negatives (details in Appendix B.1). These
64 responses per problem–model pair are used to estimate generation capability and problem difficulty.

Problem Difficulty. We define the difficulty of a problem as the average pass rate across a set of
diverse generators G, d(x) = 1

|G|
∑

G∈G p̂G(x). This score reflects how broadly solvable a problem
is: if most generators succeed, d(x) is high (easy problem), while if few succeed, d(x) is low (hard
problem). It provides a model-agnostic way to partition problems by difficulty, extending prior
work (Snell et al., 2024), which measured difficulty relative to a single generator.

Verification Metrics and Evaluation. We evaluate verifiers using true positive rate (TPR), the
probability of the verifier accepting a correct response: TPR = E[V (x, r) | a(r) = y∗(x)], and true
negative rate (TNR), the probability of rejecting an incorrect response: TNR = E[1 − V (x, r) |
a(r) ̸= y∗(x)].1 We also report balanced accuracy, Accbal =

1
2 (TPR + TNR), which accounts for

class imbalance. For verification evaluation, we subsample 8 responses from each 64-sample pool,
balanced with 4 correct and 4 incorrect when possible. For very hard problems with fewer than 4
correct responses, we keep all correct ones and sample incorrect ones to reach 8 total (and vice versa
for easy problems). Each verifier evaluates responses from all 15 models over the full test set using
greedy decoding, unless a controlled subset is specified.

Verification-Augmented Test-time Scaling. We consider the TTS setting of sampling multiple
responses from the generator and filtering with a verifier before evaluation. For each problem x ∈ D,
we sample K responses from the generator using a fixed temperature, with K = 64 in our experiments.
Without verification, TTS performance is measured as p̂G(D;K) (or p̂G(D)), the empirical pass rate
defined above. With verification, the verifier V evaluates each candidate, and only responses deemed
“Correct” are retained for evaluation. The performance of verification-augmented TTS is measured as

p̂G,V (D;K) =
1

|D|
∑
x∈D

(
1

K ′

K∑
i=1

1
(
a(ri) = y⋆(x)

)
· V (x, ri)

)
(1)

where K ′ =
∑K

i=1 V (x, ri). This metric represents the conditional pass rate, i.e., the fraction
of correct responses among those retained by the verifier. A corner case arises when the verifier
rejects all responses (K ′ = 0); in this case, we set the metric to the generator’s pass rate p̂G(D),
so evaluation reverts to selecting from the original K responses in the non-verified setting. We define
the verification gain from verifier V as the difference relative to the performance without verification,
∆p̂V = p̂G,V (D)− p̂G(D), which quantifies how much gain can be attributed to verification. Note
that our formulation of TTS differs from the common setting where a single “best” response (e.g.,
by majority vote) is selected and then evaluated. Instead, we report the empirical pass rate of the
verifier-retained pool, which can be interpreted as the expected accuracy of uniformly sampling one
response from that pool. This expectation-based view captures the average quality of verifier-retained
responses without tying performance to a specific selection strategy.

3.2 TASKS AND MODELS

Mathematical Reasoning. We collect a total of 2,347 problems from the test sets of eight mathe-
matical reasoning benchmarks: GSM8K (Cobbe et al., 2021), MATH500 (Hendrycks et al., 2021),
OlympiadBench (He et al., 2024), AIME24/25 (Li et al., 2024), AMC23 (Li et al., 2024), Minerva-
Math (Lewkowycz et al., 2022), and BBEH Multi-step Arithmetic (Kazemi et al., 2025). We use the
entire test sets of these benchmarks, except for GSM8K, from which we subsample 600 of 1,319
problems to balance difficulty distribution and reduce the proportion of easy problems.

1If the verifier generates an invalid output (e.g., due to the CoT running out of max generation length), we
treat it as an uninformative verdict of “Correct” and “Incorrect” each with probability of 50%. Computationally,
we set V (x, r) = 0.5 in this case, and also in Equation 1.
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Knowledge. We use a subset of MMLU-Pro (Wang et al., 2024c) as our knowledge category. We
randomly subsample 10% from each of its 14 disciplines, yielding 1,196 problems. MMLU-Pro
consists of college-level multiple-choice questions spanning STEM, humanities, and social sciences.

Natural Language Reasoning. We collect 901 multiple-choice problems from three benchmarks.
(1) ReClor (validation set, Yu et al., 2020), a multiple-choice benchmark requiring logical analysis
of short passages. (2) FOLIO (Han et al., 2022), a first-order logic reasoning benchmark in natural
language. (3) GPQA Diamond (Rein et al., 2024), a dataset that consists of graduate-level multiple-
choice science questions, requiring multi-step reasoning.

Models. We use 14 open-source models from four families: (1) Qwen2.5 at 3B, 7B, and 72B (Team,
2024); Qwen3 at 4B, 8B, and 32B (Yang et al., 2025); (2) Llama-3.2 at 3B, Llama-3.1 at 8B, and
Llama-3.3 at 70B (Grattafiori et al., 2024); (3) Gemma-2 at 2B, 9B, and 27B (Team et al., 2024); (4)
Ministral 8B and Mistral-Small-24B; and one closed-source model GPT-4o (Hurst et al., 2024). All
models are instruction-tuned versions by default. Each model is used both as a generator and a verifier.
We use abbreviated model names in figures for space efficiency; see Appendix B.2 for mappings.

4 EXPERIMENTAL RESULTS

Our experiments focus on how problem difficulty and generator and verifier generation capability
influence verification performance. We present the three research questions and main findings below.
• RQ1: How does problem difficulty affect verification? (Section 4.1) TPR increases steadily

with decreasing problem difficulty, meaning verifiers better recognize correct responses on easier
problems. However, TNR shows no predictable relationship with problem difficulty. This indicates
that problem difficulty primarily influences correctness recognition.

• RQ2: How does the generator’s generation capability influence verification? (Section 4.2)
As generators become stronger, TNR decreases substantially while TPR increases only slightly.
This reveals that generator capability primarily determines error detectability: stronger generators
produce errors that are harder for verifiers to identify.

• RQ3: How does verifier generation capability impact verification? (Section 4.3) Verifier
generation capability and verification performance are generally positively correlated. However,
the form of correlation depends heavily on problem difficulty: linear correlation occurs in medium-
difficulty problems, while nonlinear patterns appear in other difficulty levels.
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Figure 2: Problem difficulty primarily affects TPR of verification. Each curve shows verifier
performance across four difficulty groups, with the x-axis indicating problem difficulty and the y-axis
reporting TPR (a-c) and TNR (d-f). Colors denote model families, and line styles indicate model size.

4.1 HOW DOES PROBLEM DIFFICULTY AFFECT VERIFICATION?

To examine how problem difficulty influences verification, we partition problems into four equal-sized
quartiles by their difficulty score d(x), termed “hardest”, “hard”, “easy”, and “easiest”.

Problem difficulty primarily influences the verifier’s ability to recognize correct responses. Our
analysis is conducted at two levels of granularity: response level and problem level. Both analyses
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reveal that problem difficulty mainly shapes the verifier’s sensitivity to correct responses, while not
consistently affecting its ability to identify incorrect responses.

At the response level, we compute the TPR and TNR of all responses within each difficulty quartile.
As shown in Figure 2, TPR increases steadily as problems become easier, while TNR shows no clear
trend. This pattern is consistent across model families and domains. At the problem level, we pool
responses from all generators for each problem and compute a single TPR and TNR per problem. The
distribution of these metrics within each quartile is reported in Figures 7 and 8 of Appendix C.1. We
observe that easier problems yield higher and more stable TPR, while harder problems exhibit lower
and more variable TPR. In contrast, TNR distributions show no consistent correlation with problem
difficulty. To understand this pattern, case studies in Figure 20 show that verifiers tend to generate
their own reference solutions for comparison during verification. As the problem difficulty increases,
these verifier-generated answers become increasingly incorrect, producing false negatives that reduce
TPR. In Appendix C.2, we show that the main verification dynamics about TPR we identified
generalize to reasoning models, while extended reasoning provides benefits and alters TNR behavior.

4.2 HOW DOES GENERATOR CAPABILITY INFLUENCE VERIFICATION?
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(f) TNR (NL Reasoning)

Figure 3: Generator capability influences verifier performance of identifying incorrect responses.
Heatmaps show (a-c) TPR and (d-f) TNR when pairing 15 verifier models (rows) with 15 generator
models (columns). Rows and columns are ordered by models’ generation capability computed on
all problems of each domain. Values indicate mean performance over the evaluation subset.

We study how generator capability affects verifier performance by having each verifier evaluate
responses from each generator. Generators of different capabilities may produce extreme response
distributions, e.g., weak generators may produce no correct response on hard problems within 64
samples. To ensure fair comparison, we compute TPR on problem subsets where all generators
produce at least one correct response. Analogously, TNR is computed on problems where all
generators produce at least one incorrect response. Details are provided in Appendix B.3.

As shown in Figures 3a to 3c, TPR remains uniformly high across nearly all settings and increases
further with stronger generators. The heatmap is dominated by red colors, with values mostly
above 0.7, indicating that most verifiers are already reliable at recognizing correct responses. As
generator capability improves, TPR approaches 1.0. This suggests that generator strength influences
recognition of correct responses in a relatively mild way.
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Generator capability correlates with error detection in verification. In Figures 3d to 3f, moving
from weaker generators on the left to stronger ones on the right, the heatmap shifts generally from
red to blue, indicating a substantial decrease in TNR. For example, in the Mathematics domain,
for the Qwen2.5-72B verifier, TNR drops from 0.68 on solutions generated by Llama-3.1-8B to
0.17 on those by Qwen3-32B. The overall pattern is consistent across three domains and nearly all
verifiers. These results show that generator capability strongly modulates the detection of incorrect
responses. Figure 21 presents case studies exploring this phenomenon. Strong generators produce
internally consistent reasoning chains where early mistakes (e.g., missed cases) propagate coherently,
yielding well-structured but incorrect solutions that cause verifier false positives. Weak generators
produce self-contradictory solutions with apparent inconsistencies, facilitating verifier rejection. In
Appendix C.2, we show that this finding generalizes to reasoning models.

4.3 HOW DOES VERIFIER GENERATION CAPABILITY IMPACT VERIFICATION?

Qwen2.5
Qwen3

Llama3
Gemma2

Mistral
GPT

2-4B
7-9B

24-32B
70B+

0.0 0.2 0.4 0.6 0.8 1.0
Verifier's Generation Capability

0.6

0.7

0.8

0.9

B
al

an
ce

d 
A

cc
ur

ac
y

r = 0.93

Linear R²=0.864, Nonparam R²=0.919

(a) All data (Mathematics)

0.0 0.2 0.4 0.6 0.8 1.0
Verifier's Generation Capability

0.4

0.5

0.6

0.7

0.8

0.9

B
al

an
ce

d 
A

cc
ur

ac
y

r = 0.96

Linear R²=0.926, Nonparam R²=0.950

(b) All data (Knowledge)

0.0 0.2 0.4 0.6 0.8 1.0
Verifier's Generation Capability

0.4

0.5

0.6

0.7

0.8

0.9

B
al

an
ce

d 
A

cc
ur

ac
y

r = 0.90

Linear R²=0.810, Nonparam R²=0.887

(c) All data (NL Reasoning)
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Figure 4: Distinct correlation forms between verification performance and generation capability.
Solid lines represent nonparametric fits to the data; r indicates the Pearson correlation coefficient. (a-
c) Averaged across all problems, verifier generation capability exhibits a strong linear correlation with
balanced accuracy. (d-f) When stratified by problem difficulty, distinct correlation patterns emerge.

We measure verifier generation capability and evaluate verification performance using balanced
accuracy (Accbal) on the entire test set. Each verifier is evaluated on responses from all generators,
and we report results both averaged across all problems and stratified by problem difficulty. To
characterize the relationship between generation capability and verification performance, we employ
locally weighted regression (Cleveland, 1979) with a bandwidth of 0.6 to fit nonparametric curves.
We compare R2 values between nonparametric and linear fits to assess linearity. We also report the
Pearson correlation coefficient (Benesty et al., 2009) as another measure of linear correlation.

Figures 4a to 4c show a strong overall correlation between verifier generation capability and verifica-
tion accuracy, with NL reasoning showing less linearity than other domains. This result is consistent
with prior work showing that evaluator accuracy tends to track the evaluator’s task performance, with
the relationship appearing nearly linear. While this global trend validates findings in prior work (Chen
et al., 2025c; Tan et al., 2024), a closer inspection of the trend reveals highly non-linear regimes.

Verifier generation capability influences verification accuracy differently based on problem diffi-
culty. Stratified analysis reveals regime-dependent correlation with phase-transition behavior. We par-
tition problems into 10 equal-width bins by difficulty d(x) and analyze three representative intervals:
hard [0.1, 0.3), medium [0.4, 0.5), and easy [0.8, 0.9) in Figures 4d to 4f. For hard problems (blue),
verification accuracy shows minimal improvement with increasing capability. Mathematics plateaus
around 0.65 accuracy after initial gains, while other domains remain flat throughout. Notably, verifiers
achieve below-random accuracy on hard NL Reasoning problems, which we analyze in Appendix C.3.
Medium problems (yellow) exhibit steady accuracy increases with capability, indicating strong linear
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relationships. This is confirmed by linear and nonparametric fits that yield nearly identical R2 values,
with r > 0.9. Easy problems exhibit a threshold effect at the x-axis around 0.9: below this threshold,
the relationship is linear; above it, small capability improvements yield large verification gains. Hard
and easy regimes show nonlinearity with nonparametric R2 exceeding linear R2 by 0.1–0.2 and
r < 0.85. The exception is NL Reasoning on hard problems, where both fits yield near-zero R2, indi-
cating no meaningful capability-accuracy relationship. Appendix C.4 provides additional results, in-
cluding analysis across all difficulty intervals (Figure 12) and discusses implications of these findings.

5 APPLICATION TO TEST-TIME SCALING (TTS)
Our analysis in Section 4 is conducted with verification itself as the end goal. However, our findings
have direct implications for TTS. We analyze two research questions in TTS settings that naturally
arise out of our previous findings, and present our results below:
• RQ4: Given a fixed verifier, can a weak generator match a stronger generator in TTS? (Sec-

tion 5.1) Weak generators can nearly match stronger generators’ post-verification performance.
Verification gains peak at weak-medium generators by achieving a high error detection rate (TNR)
while maintaining a moderately high correctness recognition rate (TPR).

• RQ5: Can weak verifiers match the gains of strong verifiers in TTS? (Section 5.2) The
verification gain gap between weak and strong verifiers narrows at both low and high problem
difficulty extremes, and when using strong generators.

The following sections present results on the Mathematics domain, with complete results across all
three domains in Appendices C.5 and C.6.

5.1 CAN WEAK GENERATORS MATCH STRONGER GENERATORS IN TTS?

We evaluate TTS with a fixed verifier (GPT-4o) by varying generator capability and reporting pass
rates before and after verification, along with the verification gain ∆p̂V .
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(b) Verification gain and TPR/TNR

Figure 5: TTS performance before and after verification when varying generator strength.
Results are reported on problems with difficulty in the range [0.7, 0.8) from the Mathematics
domain, including 181 problems. (a-c) Pass rate before (blue) and after (orange) adding a fixed
verifier (GPT-4o). The generators in the x-axis are ordered from weaker (left) to stronger (right)
by generation capability measured on the problem subset. (d-f) Bar chart shows the verification gain
∆p̂V (left y-axis) for each generator. Lines show the verifier’s TNR and TPR (right y-axis).

Verification gain peaks for weak–medium generators, enabling them to approach stronger
models post-verification. As shown in Figure 5a, weak generators start with much lower pass
rates but improve dramatically after verification, reaching levels comparable to larger models. For
example, Gemma2-9B starts from a significantly lower baseline but, after verification, achieves a
pass rate nearly matching Gemma2-27B. The performance gap shrinks from 10.3% to 2.5%, closing
75.7% of the original difference. Figure 5b explains this phenomenon: as generator strength increases
(left to right), TNR decreases sharply while TPR rises only modestly, consistent with RQ2 findings.
Consequently, verification gain (gray bars) peaks at weak-medium generators. These generators
achieve high TNR for effective error filtering while maintaining moderate TPR to preserve correct
responses. For the strongest generators, errors become harder to identify, causing TNR decline
and limiting gains. In Appendix C.5, we show the findings derived from the Mathematics domain
generalize well to two other domains in Figure 13. We also provide additional evidence confirming
the generalizability of these findings. First, verification gains peak for weak-medium generators
across a broad range of problem difficulties (d(x) ≥ 0.3) in all domains (Figures 14 to 16). Second,
performance gaps of most weak and strong model pairs can be reduced by verification when
evaluated on the entire domain datasets (Figure 17), mostly achieving 30-50% reduction.
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Figure 6: Weak vs. strong verifiers under varying problem difficulty and generator strength.
The x-axis shows problem difficulty, ordered from hardest to easiest, measured relative to each
generator. (a) Verification gain gap between strong and weak verifiers when applied to weak, medium,
and strong generators. (b) TPR increases as problems become easier; shadow band indicates TPR
gap between two verifiers. (c) As generators strengthen, TNR decreases overall and the TNR gap
(shadow band) narrows. Results are from the Mathematics domain.

5.2 CAN WEAK VERIFIERS MATCH THE GAINS OF STRONG VERIFIERS IN TTS?
We analyze the verification gain gap between a strong verifier (GPT-4o) and a weaker one (Qwen2.5-
7B) across problem difficulty ranges and generator strengths. The verification gain ∆p̂V is defined in
Section 3 and the gap between verifier is ∆p̂Vstrong −∆p̂Vweak . Our goal is to identify when this gap
narrows, as such regimes suggest weak verifiers can substitute for strong ones.
The gap narrows on the extremes of problem difficulty As shown in Figure 6a, the verification
gain gap shrinks as problems become easier, which corresponds to the rising TPR for both weak and
strong verifiers seen in Figure 6b. This aligns with our RQ1 findings that easier problems improve
TPR for all verifiers. Even weak verifiers reliably recognize correct responses on easy problems,
leaving little room for strong ones to provide additional benefit. At the opposite extreme, the gap also
narrows on the hardest problems. As discussed in RQ3 and shown in Figures 19d to 19f, increasing
verifier generation capability (or scaling up to larger models) fails to improve verification accuracy on
hard problems, resulting in only marginal performance differences between weak and strong verifiers.

The gap narrows as generators become stronger. Figure 6 shows that increasing generator
capability reduces the difference between weak and strong verifiers. This is consistent with RQ2
(Section 4.2), where we observed that the verifier’s TNR decreases as the generator capability
increases. As both weak and strong verifiers experience lower TNR, the gap between them also
shrinks, shown as the narrowing shaded band between solid and dashed curves in Figure 6c).

The results here are obtained from the Mathematics domain, and we show the findings generalize
to two other domains in Appendix C.6. In regimes of very easy/hard problems or when evaluating
strong generators’ responses, weak verifiers provide gains to TTS performance comparable to strong
verifiers. However, these convergence regimes coincide with minimal verification benefit overall.
Figures 19a to 19c shows verification gains drop to 0.1 or below for both verifiers on easy and hard
problems, verification on strong generators yields peak gains of only 0.1, precisely where the gap
narrows. Thus, while weak and strong verifiers converge in these regimes, this convergence occurs
where both provide minimal practical value. This reveals that scaling verifiers from 7B models
to GPT-4o fails to overcome fundamental verification challenges, with GPT-4o providing limited
improvement over small open-source models in the identified regimes.

6 CONCLUSION

We study LLM verification across problem difficulty, generator capability, and verifier generation
capability, revealing that verification success depends on their interactions. We find that problem diffi-
culty primarily shapes correct solution recognition, generator capability influences error detectability,
and verifier generation capability correlates with verification in problem difficulty-dependent patterns.
We examine the implications of these findings for verification deployment in TTS, identifying both
opportunities and limitations. Stronger generators may not be necessary, as weaker generators can
approach the post-verification performance of stronger ones when paired with a fixed verifier. This
suggests potential for strategic model pairing that could reduce computational costs in verifier-based
TTS methods. Our results also identify regimes where investing in larger verifiers yields no benefit,
such as when evaluating responses from strong generators or problems at difficulty extremes.
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APPENDIX

THE USE OF LARGE LANGUAGE MODELS (LLMS)

LLMs were used exclusively as writing assistance tools in preparing this manuscript. Specifically,
we employed LLMs for grammar checking. An LLM-based image generation tool was used to
create the robot caricature in Figure 1. All research ideation, experimental design, analysis, and
scientific conclusions are entirely the work of the authors. The LLMs played no role in the conception
of research questions, methodology development, or interpretation of results. Authors take full
responsibility for all content in this paper, including any text refined with LLM assistance.

A PROMPT TEMPLATES

Response Generation Prompt. Here, we provide the prompts to generate model responses to
questions from three domains. For each model, we use its default system prompt as specified in the
model documentation.

Mathematical datasets

### User Prompt
{problem}
Please reason step by step, and put your final answer within \\boxed{{}}.

Knowledge: MMLU-Pro

### User Prompt
The following are multiple choice questions (with answers) about {category}. Think step
by step and then output the answer in the format of \"The answer is (X)\" where X is the
correct letter choice.

Question: {question}
Options:
{options}

Answer: Let’s think step by step.

Natural Language Reasoning: ReClor

### User Prompt
Answer the following multiple choice question. The last line of your response should be
of the following format: ’Answer: $LETTER’ (without quotes) where $LETTER is one of
ABCD. Think step by step before answering.

{context}

{question}

{choices}

Output your answer strictly following this format:
Reasoning: <step-by-step reasoning>
Answer: <your choice>

Natural Language Reasoning: FOLIO

### User Prompt
{question}

Based on the above, can the following be inferred?
{conclusion}
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Think step-by-step before outputting your answer, which must be "Yes", "No", or
"Uncertain"

Output your answer strictly following this format:
Reasoning: Your reasoning here
Answer: Yes or No or Uncertain

Natural Language Reasoning: GPQA Diamond

### User Prompt
Answer the following multiple choice question. The last line of your response should be
of the following format: ’Answer: $LETTER’ (without quotes) where $LETTER is one of
ABCD. Think step by step before answering.

Question: {question}
Options:
{choices}

Output your answer strictly following this format:
Reasoning: <step-by-step reasoning>
Answer: <your choice>

Verification Evaluation Prompt. Below we present the prompt template used to evaluate verification
performance.

### System Prompt
Please act as an impartial judge and evaluate the correctness of the response provided
by an AI assistant to the user prompt displayed below. You will be given the assistant’s
response.

When evaluating the assistant’s response, identify any mistakes or inaccurate
information. Be as objective as possible. Avoid any biases, such as order of responses,
length, or stylistic elements like formatting.

Before providing an your final verdict, think through the judging process and output
your thoughts as an explanation

After providing your explanation, you must output only one of the following choices as
your final verdict with a label:

1. The response is correct: [[Correct]]
2. The response is incorrect: [[Incorrect]]

Use the following template:
Explanation: Your detailed thought process as an explanation.
Verdict: [[Correct]] or [[Incorrect]].

### User Prompt
<|User Prompt|>
{question}

<|The Start of Assistant’s Answer|>
{response}
<|The End of Assistant’s Answer|>

Fallback Correction Check Prompt. When Math-Verify returns unparsable or incorrect results,
we employ LLM-as-judge as a fallback mechanism for correctness verification. Below, we provide
the prompt template used for this secondary verification step:

### User Prompt
Given a math problem, its correct answer, and the model’s generated answer, determine if
the model’s generated answer is correct.

VALIDATION CRITERIA:
1. Identify the final answer, which is usually put inside \\boxed{{answer}} or

**answer**.
2. The answer must be mathematically equivalent to the correct answer
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3. The answer must be complete with a clear final result
4. The answer must not just contain similar numbers - it must reach the correct
conclusion
5. If the generated answer contains multiple different final answers or is ambiguous
about which is the final answer, mark it as ’False’

IMPORTANT: Just having the same numbers as the ground truth is NOT sufficient - the
model must actually solve the problem correctly and provide the correct final answer in
the designated format.

Respond with ’True’ if the answer is correct and complete, and ’False’ if it is
incorrect or incomplete.
Directly provide your judgement ’True’ or ’False’ without any other description.

Problem: {problem}
Correct Answer: {ground_truth_answer}
Model’s Generated Answer: {model_response}
Your judgement:

B ADDITIONAL PRELIMINARIES AND SETUP

B.1 DETAILS OF MATH PROBLEMS CORRECTNESS CHECK

Here we detail the evaluation procedure for establishing response correctness, including fallback
methods. Ground-truth correctness is determined using Math-Verify (Kydlíček, 2025). If
Math-Verify fails to parse an answer or returns incorrect, we recheck with other string-matching
verifiers from open-source repositories lm-eval (Gao et al., 2024), Dr.GRPO (Liu et al., 2025c),
and Qwen2.5-Math (Yang et al., 2024). We further apply GPT-4.1-mini and Qwen2.5-72B to con-
duct reference-based evaluation and check the equivalence of the model prediction and ground-truth
answers. The prompt template for LLM-based verification is provided in Appendix A.

B.2 MODEL NAMING CONVENTIONS

Throughout this paper, we use abbreviated model names in figures and tables to improve readability
and space efficiency. Table 1 provides the complete mapping between abbreviations and full model
names. All models referenced are instruction-tuned versions unless otherwise specified.

Table 1: Mapping between abbreviated model names used in figures and their full names. All models
are instruction-tuned versions.

Abbreviation Full Model Name Abbreviation Full Model Name
G2-2B Gemma2-2B Q3-4B Qwen3-4B
G2-9B Gemma2-9B Q3-8B Qwen3-8B
G2-27B Gemma2-27B Q3-32B Qwen3-32B

L3-3B (L-3B) Llama3.2-3B M-8B Ministral-8B
L3-8B (L-8B) Llama3.1-8B M-24B Mistral-Small-24B

L3-70B (L-70B) Llama3.3-70B gpt-4o GPT-4o
Q2.5-3B Qwen2.5-3B
Q2.5-7B Qwen2.5-7B
Q2.5-72B Qwen2.5-72B

B.3 DETAILED EXPERIMENTAL SETUP OF RQ2

Due to significant differences in generator capability, when measuring TPR, for some very difficult
problems, none of the 64 responses sampled from a weak model are correct. To ensure fair evaluation
unaffected by intrinsic problem difficulty, we exclude these problems and keep only those where
every generator produces at least one correct response. We apply analogous filtering for TNR,
keeping only problems where each generator produces at least one incorrect response. Beyond
filtering problems, we also carefully balance how many responses we evaluate from each generator.
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As described in Section 3, we subsample 8 responses from each generator’s 64-sample pool for
verification evaluation, aiming for 4 correct and 4 incorrect when possible. However, across these
8-response subsets, stronger generators may have produced more correct responses than weaker
ones. This would bias our metrics by creating different denominators per generator. To address this,
we randomly select one correct response per problem from each generator’s 8-response pool when
computing TPR (and analogously for TNR). We repeat this evaluation with random selections eight
times and report the mean.

C ADDITIONAL RESULTS

C.1 MORE DETAILS IN PROBLEM DIFFICULTY ANALYSIS

In Section 4.1, we show that problem difficulty primarily influences the verifier’s ability to recognize
correct responses. As discussed in the main paper, our analysis is conducted at two levels of
granularity: response level and problem level. Figure 2 shows results at the response level. Figures 7
and 8 show results at the problem level, summarizing the distribution of TPR and TNR across
difficulty quartiles. Together, these results confirm our main finding that problem difficulty strongly
correlates with TPR but has no systematic effect on TNR.
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Figure 7: Problem difficulty correlates with verification TPR on per-problem level across three
domains. Each boxplot shows the distribution of per-problem TPR for 15 verifier models, grouped
by difficulty quartiles. TPR exhibits a strong positive correlation with problem easiness: easier
problems consistently yield higher and less variable TPR.
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(c) NL Reasoning

Figure 8: Problem difficulty shows no systematic correlation with verification TNR on per-
problem level across three domains. Each boxplot shows the distribution of per-problem metrics
for 15 verifier models, grouped by difficulty quartiles. TNR doesn’t show obvious correlation with
problem difficulty, exhibiting inconsistent trends across models.
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C.2 ANALYSIS ON REASONING MODEL

Our main analysis focuses on instruction-tuned models, which represent the typical setting for
verification systems in current practice, including recent judge models (Tan et al., 2024; Wang et al.,
2024b) and verifier work (Liu et al., 2025b; Zhang et al., 2025). We prioritize models without
extensive CoT reasoning because verification often demands low-latency solutions, particularly for
reinforcement learning training and TTS applications where rapid evaluation is critical. However, a
recent trend involves training long-reasoning evaluators (Chen et al., 2025d; Whitehouse et al., 2025)
that generate extended CoT before making verification decisions. To examine whether our findings
generalize to this emerging paradigm, we include two reasoning models (Qwen3-8B-Thinking and
Qwen3-32B-Thinking2) and analyze how they perform across our research questions. These models
generate longer reasoning traces before producing binary verdicts, representing the state-of-the-art in
reasoning-enhanced verification.

In Figures 9 and 10, we evaluate the conclusion of RQ1 (Section 4.1). We observe that reasoning
models exhibit the same TPR pattern as instruction-tuned models: easier problems consistently
yield higher TPR across all three domains. This indicates that the fundamental relationship between
problem difficulty and correctness recognition persists with extended reasoning. However, reasoning
models exhibit a notable difference in TNR behavior. Unlike instruction-tuned models, where
TNR showed no systematic relationship with problem difficulty, both reasoning models demonstrate
improved TNR as problems become easier across all three domains. This pattern suggests that, with
extended reasoning, error detection becomes easier when problems become easier.

In Figure 11, we evaluate the findings of RQ2 (Section 4.2) on reasoning models and find that they
maintain the core patterns observed in instruction-tuned models. TPR remains consistently high with
mild increases as generator strength increases, while TNR decreases more significantly (goes from
red to white) with stronger generators. This indicates that the fundamental challenge of detecting
errors from capable generators persists despite enhanced reasoning capabilities.

These findings demonstrate that reasoning models offer some advantages for error detection on easier
problems while preserving the core verification dynamics we identified. Problem difficulty continues
to govern correctness recognition, and generator capability primarily influences error detectability
across different verification paradigms.
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Figure 9: Verification performance of reasoning models across problem difficulty at the per-
response level. TPR (a-c) and TNR (d-f) for Qwen3-8B-Thinking and Qwen3-32B-Thinking across
difficulty quartiles in three domains. Both reasoning models show increasing TPR and TNR as
problem difficulty decreases.

2We use the suggested sampling hyperparameter (temperature 0.6, top-p 0.95).

20



1080
1081
1082
1083
1084
1085
1086
1087
1088
1089
1090
1091
1092
1093
1094
1095
1096
1097
1098
1099
1100
1101
1102
1103
1104
1105
1106
1107
1108
1109
1110
1111
1112
1113
1114
1115
1116
1117
1118
1119
1120
1121
1122
1123
1124
1125
1126
1127
1128
1129
1130
1131
1132
1133

Under review as a conference paper at ICLR 2026

True Positive Rate (TPR)

0.0

0.5

1.0
Tr

ue
 P

os
iti

ve
 R

at
e

Qwen3-8B-Thinking

(a) Mathematics
0.0

0.5

1.0

Tr
ue

 P
os

iti
ve

 R
at

e

Qwen3-8B-Thinking

(b) Knowledge
0.0

0.5

1.0

Tr
ue

 P
os

iti
ve

 R
at

e

Qwen3-8B-Thinking

(c) NL Reasoning

0.0

0.5

1.0

Tr
ue

 P
os

iti
ve

 R
at

e

Qwen3-32B-Thinking

(d) Mathematics
0.0

0.5

1.0

Tr
ue

 P
os

iti
ve

 R
at

e

Qwen3-32B-Thinking

(e) Knowledge
0.0

0.5

1.0

Tr
ue

 P
os

iti
ve

 R
at

e

Qwen3-32B-Thinking

(f) NL Reasoning

True Negative Rate (TNR)

0.0

0.5

1.0

Tr
ue

 N
eg

at
iv

e 
R

at
e

Qwen3-8B-Thinking

(g) Mathematics
0.0

0.5

1.0

Tr
ue

 N
eg

at
iv

e 
R

at
e

Qwen3-8B-Thinking

(h) Knowledge
0.0

0.5

1.0

Tr
ue

 N
eg

at
iv

e 
R

at
e

Qwen3-8B-Thinking

(i) NL Reasoning

0.0

0.5

1.0

Tr
ue

 N
eg

at
iv

e 
R

at
e

Qwen3-32B-Thinking

(j) Mathematics
0.0

0.5

1.0

Tr
ue

 N
eg

at
iv

e 
R

at
e

Qwen3-32B-Thinking

(k) Knowledge
0.0

0.5

1.0

Tr
ue

 N
eg

at
iv

e 
R

at
e

Qwen3-32B-Thinking

(l) NL Reasoning

Figure 10: Verification metrics for reasoning models across difficulty quartiles at the per-
problem level. Each boxplot shows the distribution of per-problem TPR and TNR for Qwen3-8B-
Thinking and Qwen3-32B-Thinking across difficulty quartiles in three domains. Both TPR and
TNR distributions shift higher and become less variable as problems become easier.
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Figure 11: Reasoning models as verifiers paired with generators of varying capability. TPR
(a-c) and TNR (d-f) for Qwen3-8B-Thinking and Qwen3-32B-Thinking verifiers when evaluating
responses from 15 generator models across three domains. Generators are ordered left-to-right
by increasing generation capability, measured separately for each domain. Red indicates higher
performance, blue indicates lower performance.
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C.3 EXPLANATION OF BELOW-RANDOM VERIFICATION PERFORMANCE ON HARD PROBLEMS

In Figure 4f, we observe that verifiers achieve balanced accuracy below the random baseline of 0.5 on
hard problems from the NL Reasoning domain, a result that needs explanation. This phenomenon can
occur in reference-free evaluation when verifiers employ a “solve-and-match” verification strategy,
where they attempt to solve the problem independently and then compare their answer with the
generator’s response.

For NL Reasoning tasks with 3-way or 4-way multiple choice formats, this mechanism can produce
below-random performance when verifiers consistently fail to solve hard problems correctly. In such
cases, the verifier never correctly identifies true positive responses (TPR = 0) because it always
produces wrong answers that don’t match correct generator responses. However, it can still identify
some true negatives when both the generator and verifier happen to select the same wrong answer. For
three-way choices, the TNR = 0.5. With TPR near zero and TNR remaining positive, the balanced
accuracy falls below 0.5.

This phenomenon is specific to tasks with limited answer spaces. The affected problems are those
in the hard set with d(x) < 0.3, where even strong models achieve very low pass rates. It occurs in
NL Reasoning because this domain includes three-way multiple-choice questions from datasets like
FOLIO. It does not occur in Mathematics, where responses are open-ended strings, or in Knowledge
domains with 10-way multiple choice, where the large answer space dilutes the effect.

C.4 ADDITIONAL RESULTS OF VERIFIER GENERATION CAPABILITY

Here we present additional results for RQ3 from Section 4.3, providing correlation analysis between
verifier generation capability and verification accuracy across the entire problem difficulty range in
Figure 12. The results confirm our finding from the main paper that the correlation form varies with
problem difficulty: medium problems show strong positive linear relationships, while hard and easy
problems exhibit non-linear trends.

These findings highlight the need for regime-aware verifier strategies. On hard problems, strong
verifiers are unnecessary as performance plateaus regardless of capability. On medium problems,
selecting models with better generation capability consistently yields better verification. On easy
problems, selecting higher-capability models works well among weak-to-medium verifiers, but
strong models with similar capabilities show vastly different verification performance. Thus, optimal
selection of strong verifiers requires supplementary benchmarking or alternative evaluation metrics.
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Figure 12: Correlation between verification performance and generation capability across
problem difficulty ranges on three domains. Balanced accuracy as a function of verifier generation
capability for difficulty ranges from (0.0,0.1) to [0.9,1.0). Performance exhibits three distinct regimes:
plateaus on hard problems, strong positive correlation on medium problems, and high variance with
saturated capability on easy problems. Marker shapes indicate model family; sizes represent model
scale.

C.5 ADDITIONAL RESULTS OF GENERATOR ANALYSIS IN TEST-TIME SCALING

This subsection provides complementary results for the generator analysis presented in Section 5.1,
demonstrating the generalizability of our findings across domains and problem difficulties. Figure 13
extends the analysis from the main paper to Knowledge and NL Reasoning domains. Our central
finding from RQ4 holds consistently. As Figures 13a to 13c shows, verification gains peak at
weak-medium generator strength, enabling these generators to substantially close performance gaps
with stronger models. The underlying mechanism driving this phenomenon, identified in RQ2,
remains consistent across domains. Figures 13d to 13f shows that, as generator strength increases,
TNR decreases sharply while TPR rises only modestly. For the strongest generators, the collapsed
TNR limits verification gains as errors become increasingly difficult to detect. This brings high
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verification gains at weak-medium generator levels. In the main paper, we show results on problems
with difficulty range d(x) ∈ [0.7, 0.8) in Figure 5. Here, Figures 14 to 16 report results across the
entire difficulty range for three domains, respectively. Figure 17 shows the percentage of performance
gap closed by verification for all weak-to-strong generator pairs, computed on all problems within
each domain.

Before Verification After Verification TNR TPR Verification Gain

(a) Pass rate (Mathematics) (b) Pass rate (Knowledge) (c) Pass rate (NL Reasoning)
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(f) Verif. metrics (NL Reasoning)

Figure 13: TTS performance before and after verification when sweeping generator strength. (a-
c) Pass rate before (blue) and after (orange) adding a fixed verifier (GPT-4o), across generators ordered
from weaker (left) to stronger (right) by generation capability. (d-f) Bar chart shows the verification
gain ∆p̂V (left y-axis) for each generator. Lines show the verifier’s TNR and TPR on the same
datasets (right y-axis). Results are reported on problems with difficulty in the range [0.7, 0.8) for three
domains. Problem counts across domains: 181 (Mathematics), 154 (Knowledge), 97 (NL Reasoning).
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Figure 14: Verification-augmented TTS performance across the full range of problem difficulties,
shown here for the Mathematics domain. Each pair of figure corresponds to a different difficulty
interval (measured by pass rate d(x)), with the left panel showing pass rates before (blue) and after
(orange) verification, and the right panel showing verification gain ∆p̂V (bars) alongside the verifier’s
TNR (green) and TPR (purple). Compared to Figure 5, which focused only on problems with
d(x) ∈ [0.7, 0.8), this includes the entire difficulty range.
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Figure 15: Verification-augmented TTS performance across the full range of problem difficulties,
shown here for the Knowledge domain. Each pair of figure corresponds to a different difficulty
interval (measured by pass rate d(x)), with the left panel showing pass rates before (blue) and after
(orange) verification, and the right panel showing verification gain ∆p̂V (bars) alongside the verifier’s
TNR (green) and TPR (purple). Compared to Figure 5, which focused only on problems with
d(x) ∈ [0.7, 0.8), this includes the entire difficulty range.

26



1404
1405
1406
1407
1408
1409
1410
1411
1412
1413
1414
1415
1416
1417
1418
1419
1420
1421
1422
1423
1424
1425
1426
1427
1428
1429
1430
1431
1432
1433
1434
1435
1436
1437
1438
1439
1440
1441
1442
1443
1444
1445
1446
1447
1448
1449
1450
1451
1452
1453
1454
1455
1456
1457

Under review as a conference paper at ICLR 2026

G2-2
7B

Q2.5
-72

B
G2-9

B
Q3-4

B
M-24

B

Q2.5
-7B

Q3-8
B

Q2.5
-3B M-8B

G2-2
B
L-70

B
L-3B

gp
t-4

o
L-8B

Q3-3
2B

Generator Models

0.0
0.2
0.4
0.6
0.8
1.0

Pa
ss

 R
at

e

Problem Difficulty (Pass Rate)  (0.0,0.1)

G2-2
7B

Q2.5
-72

B
G2-9

B
Q3-4

B
M-24

B

Q2.5
-7B

Q3-8
B

Q2.5
-3B M-8B

G2-2
B
L-70

B
L-3B

gp
t-4

o
L-8B

Q3-3
2B

Generator Models

0.0

0.2

0.4

0.6

0.8

1.0

Pa
ss

 R
at

e

Problem Difficulty (Pass Rate)  (0.0,0.1)

Q2.5
-72

B

G2-2
7B

Q3-4
B
G2-9

B
Q3-8

B

Q2.5
-7B

M-24
B
L-70

B
M-8B

gp
t-4

o
L-8B

Q2.5
-3B L-3B

Q3-3
2B

G2-2
B

Generator Models

0.0
0.2
0.4
0.6
0.8
1.0

Pa
ss

 R
at

e

Problem Difficulty (Pass Rate)  [0.1,0.2)

Q2.5
-72

B

G2-2
7B

Q3-4
B
G2-9

B
Q3-8

B

Q2.5
-7B

M-24
B
L-70

B
M-8B

gp
t-4

o
L-8B

Q2.5
-3B L-3B

Q3-3
2B

G2-2
B

Generator Models

0.0

0.2

0.4

0.6

0.8

1.0

Pa
ss

 R
at

e

Problem Difficulty (Pass Rate)  [0.1,0.2)

G2-9
B

M-8B

G2-2
7B

Q2.5
-3B L-3B

Q2.5
-7B L-8B

G2-2
B
Q3-4

B
Q3-8

B
M-24

B
L-70

B

Q2.5
-72

B

Q3-3
2B

gp
t-4

o

Generator Models

0.0
0.2
0.4
0.6
0.8
1.0

Pa
ss

 R
at

e

Problem Difficulty (Pass Rate)  [0.2,0.3)

G2-9
B

M-8B

G2-2
7B

Q2.5
-3B L-3B

Q2.5
-7B L-8B

G2-2
B
Q3-4

B
Q3-8

B
M-24

B
L-70

B

Q2.5
-72

B

Q3-3
2B

gp
t-4

o

Generator Models

0.0

0.2

0.4

0.6

0.8

1.0

Pa
ss

 R
at

e

Problem Difficulty (Pass Rate)  [0.2,0.3)

G2-9
B

L-3B M-8B

Q2.5
-3B

Q2.5
-7B L-8B

G2-2
B

G2-2
7B

Q3-4
B
M-24

B
Q3-8

B
L-70

B
gp

t-4
o

Q2.5
-72

B

Q3-3
2B

Generator Models

0.0
0.2
0.4
0.6
0.8
1.0

Pa
ss

 R
at

e

Problem Difficulty (Pass Rate)  [0.3,0.4)

G2-9
B

L-3BM-8B

Q2.5
-3B

Q2.5
-7B L-8B

G2-2
B

G2-2
7B

Q3-4
B
M-24

B
Q3-8

B
L-70

B
gp

t-4
o

Q2.5
-72

B

Q3-3
2B

Generator Models

0.0

0.2

0.4

0.6

0.8

1.0

Pa
ss

 R
at

e

Problem Difficulty (Pass Rate)  [0.3,0.4)

L-3B M-8B

Q2.5
-3B

G2-9
B
G2-2

B
L-8B

Q2.5
-7B

G2-2
7B

M-24
B
Q3-4

B
Q3-8

B
L-70

B
gp

t-4
o

Q2.5
-72

B

Q3-3
2B

Generator Models

0.0
0.2
0.4
0.6
0.8
1.0

Pa
ss

 R
at

e

Problem Difficulty (Pass Rate)  [0.4,0.5)

L-3BM-8B

Q2.5
-3B

G2-9
B
G2-2

B
L-8B

Q2.5
-7B

G2-2
7B

M-24
B
Q3-4

B
Q3-8

B
L-70

B
gp

t-4
o

Q2.5
-72

B

Q3-3
2B

Generator Models

0.0

0.2

0.4

0.6

0.8

1.0

Pa
ss

 R
at

e

Problem Difficulty (Pass Rate)  [0.4,0.5)

L-3B
G2-2

B
L-8B

Q2.5
-3B M-8B

Q2.5
-7B

G2-9
B

G2-2
7B

Q3-4
B
M-24

B
Q3-8

B

Q2.5
-72

B
gp

t-4
o

Q3-3
2B

L-70
B

Generator Models

0.0
0.2
0.4
0.6
0.8
1.0

Pa
ss

 R
at

e

Problem Difficulty (Pass Rate)  [0.5,0.6)

L-3B
G2-2

B
L-8B

Q2.5
-3B M-8B

Q2.5
-7B

G2-9
B

G2-2
7B

Q3-4
B
M-24

B
Q3-8

B

Q2.5
-72

B
gp

t-4
o

Q3-3
2B

L-70
B

Generator Models

0.0

0.2

0.4

0.6

0.8

1.0

Pa
ss

 R
at

e

Problem Difficulty (Pass Rate)  [0.5,0.6)

G2-2
B

L-3B M-8B L-8B

Q2.5
-3B

G2-9
B

Q2.5
-7B

G2-2
7B

Q3-4
B
M-24

B
Q3-8

B
L-70

B

Q3-3
2B

gp
t-4

o

Q2.5
-72

B

Generator Models

0.0
0.2
0.4
0.6
0.8
1.0

Pa
ss

 R
at

e

Problem Difficulty (Pass Rate)  [0.6,0.7)

G2-2
B

L-3BM-8B L-8B

Q2.5
-3B

G2-9
B

Q2.5
-7B

G2-2
7B

Q3-4
B
M-24

B
Q3-8

B
L-70

B

Q3-3
2B

gp
t-4

o

Q2.5
-72

B

Generator Models

0.0

0.2

0.4

0.6

0.8

1.0

Pa
ss

 R
at

e

Problem Difficulty (Pass Rate)  [0.6,0.7)

G2-2
B

L-3B

Q2.5
-3B M-8B L-8B

Q2.5
-7B

G2-9
B
Q3-4

B

G2-2
7B

M-24
B
Q3-8

B
L-70

B

Q3-3
2B

Q2.5
-72

B
gp

t-4
o

Generator Models

0.0
0.2
0.4
0.6
0.8
1.0

Pa
ss

 R
at

e

Problem Difficulty (Pass Rate)  [0.7,0.8)

G2-2
B

L-3B

Q2.5
-3B M-8B L-8B

Q2.5
-7B

G2-9
B
Q3-4

B

G2-2
7B

M-24
B
Q3-8

B
L-70

B

Q3-3
2B

Q2.5
-72

B
gp

t-4
o

Generator Models

0.0

0.2

0.4

0.6

0.8

1.0

Pa
ss

 R
at

e

Problem Difficulty (Pass Rate)  [0.7,0.8)

L-3B
G2-2

B
M-8B

Q2.5
-3B L-8B

Q2.5
-7B

G2-9
B
Q3-4

B

G2-2
7B

L-70
B
M-24

B
Q3-8

B
gp

t-4
o

Q2.5
-72

B

Q3-3
2B

Generator Models

0.0
0.2
0.4
0.6
0.8
1.0

Pa
ss

 R
at

e

Problem Difficulty (Pass Rate)  [0.8,0.9)

L-3B
G2-2

B
M-8B

Q2.5
-3B L-8B

Q2.5
-7B

G2-9
B
Q3-4

B

G2-2
7B

L-70
B
M-24

B
Q3-8

B
gp

t-4
o

Q2.5
-72

B

Q3-3
2B

Generator Models

0.0

0.2

0.4

0.6

0.8

1.0

Pa
ss

 R
at

e

Problem Difficulty (Pass Rate)  [0.8,0.9)

L-3B
G2-2

B
M-8B

Q2.5
-3B L-8B

Q3-4
B

Q2.5
-7B

M-24
B
G2-9

B

G2-2
7B

Q3-8
B
L-70

B

Q3-3
2B

gp
t-4

o

Q2.5
-72

B

Generator Models

0.0
0.2
0.4
0.6
0.8
1.0

Pa
ss

 R
at

e

Problem Difficulty (Pass Rate)  [0.9,1.0)

L-3B
G2-2

B
M-8B

Q2.5
-3B L-8B

Q3-4
B

Q2.5
-7B

M-24
B
G2-9

B

G2-2
7B

Q3-8
B
L-70

B

Q3-3
2B

gp
t-4

o

Q2.5
-72

B

Generator Models

0.0

0.2

0.4

0.6

0.8

1.0

Pa
ss

 R
at

e

Problem Difficulty (Pass Rate)  [0.9,1.0)

Figure 16: Verification-augmented TTS performance across the full range of problem difficulties,
shown here for the NL reasoning domain. Each pair of figure corresponds to a different difficulty
interval (measured by pass rate d(x)), with the left panel showing pass rates before (blue) and after
(orange) verification, and the right panel showing verification gain ∆p̂V (bars) alongside the verifier’s
TNR (green) and TPR (purple).
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Figure 17: Percentage of TTS performance gap between weak and strong generators closed by
verification. Each heatmap shows the fraction of the performance gap between a weaker generator
(x-axis) and a stronger generator (y-axis) that is closed by verification with a fixed verifier GPT-4o.
Green cells indicate a larger gap closure, meaning the weaker model approaches the stronger one
after verification. A value greater than 100% means that the originally weaker model performs better
with verifier augmentation. Purple cells indicate negative values where verification increases the gap.
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C.6 ADDITIONAL RESULTS OF VERIFIER ANALYSIS IN TEST-TIME SCALING

Here we provide complementary results to the verifier analysis in Section 5.2. Figure 18 presents two
other domains’ results. Figure 19 presents additional metrics in the same setup for complete analysis,
including balanced accuracy and verification gains. We can see that our findings from Mathematics
generalize to other domains. Figures 18a to 18c shows that weak verifiers can approximate strong
verifier performance in TTS, at the extremes of problem difficulty or responses generated by strong
generators. While on these regimes, we show that both verifiers provide limited verification gain in
Figures 19a to 19c. Notably, in the NL Reasoning domain (Figure 18i), on the strongest generator, both
verifiers’ TNR fall below 0.5, and the weak verifier’s TNR exceeds that of the strong verifier. Despite
this TNR inversion, the overall verification performance gap (shown as balanced accuracy in Figure
19f) remains narrow, with the strong verifier maintaining a slight advantage due to its superior TPR.
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Figure 18: Analyzing verification gain gaps and TPR/TNR between verifiers under varying
problem difficulty and generator strength. The x-axis shows problem difficulty measured relative
to each generator. Shaded regions visualize the difference in metrics between verifiers for each
generator. (a-c) Verification gain gap between strong and weak verifiers. (d-f) TPR increases as
problems become easier for all generator-verifier combinations. (g-i) TNR decreases as generators
become stronger, with TNR gap narrowing.
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Figure 19: Analyzing verification gains and Accbal between verifiers under varying problem diffi-
culty and generator strength. The x-axis shows problem difficulty measured relative to each genera-
tor. Shaded regions visualize the difference in metrics between verifiers for each generator. (a-c) Verifi-
cation gain for both strong (solid lines) and weak (dashed lines) verifiers across three generators: weak,
medium, and strong. (d-f) Balanced accuracy for the same verifier-generator combinations. The accu-
racy gap (shaded regions) between verifiers is smallest on the hard problems (left side of the x-axis).

D CASE STUDIES

Problem domain, dataset and difficulty: Mathematics, MATH-500, Hardest (d(x) = 0.075)
Generator: Qwen2.5-3B
Verifier: GPT-4o
Question: Bob and Alice each have a bag that contains one ball of each of the colors, blue, green, orange, red, and violet. Alice
randomly selects one ball from her bag and puts it into Bob’s bag. Bob then randomly selects one ball from his bag and puts it into
Alice’s bag. What is the probability that after this process the contents of the two bags are the same?
Ground-Truth Solution: After Alice puts the ball into Bob’s bag, his bag will contain six balls: two of one color and one of each of
the other colors. After Bob selects a ball and places it into Alice’s bag, the two bags will have the same contents if and only if Bob
picked one of the two balls in his bag that are the same color. Because there are six balls in the bag when Bob makes his selection, the

probability of selecting one of the same colored pair is 2/6 =
1

3
.

Generator Output (Correct): To determine the probability that the contents of both Bob’s and Alice’s bags are the same after the
process described, we need to analyze each possible step and its impact on the contents of the bags.
Initially, each bag contains one ball of each of the colors: blue, green, orange, red, and violet.
### Step-by-Step Analysis [ Details omitted ]
### Identifying the Conditions for Equality [ Details omitted ]
### Calculating the Probability [ Details omitted ]
The probability is then calculated as follows:

Probability =
Number of favorable outcomes

Total number of outcomes
=

2

6
=

1

3

Thus, the probability that after this process the contents of the two bags are the same is
1

3
.

Verifier Output (False negative): Explanation: The problem involves two steps: Alice transferring a ball to Bob’s bag and then Bob
transferring a ball back to Alice’s bag. Initially, both bags have one ball of each color. After Alice transfers a ball, Bob’s bag will have
two balls of one color and one of each of the other four colors. For the bags to be identical after Bob’s transfer, Bob must return the
same color ball that Alice initially transferred. This is the only scenario where the bags will end up identical, as it restores the original
distribution of colors in both bags.
The assistant’s response correctly identifies that there are 6 possible outcomes for Bob’s selection (since he has 6 balls to choose from)
and that there are 2 favorable outcomes (returning one of the two balls of the color that Alice transferred). However, the assistant
incorrectly concludes that the probability is 1/3. The correct probability should be 1/5, as Bob must specifically return the ball of the
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color that Alice transferred, which is only one specific ball out of the 6 in his bag. [Verifier generates a wrong answer 1/5 and uses it to
compare with generator’s correct answer 1/3]
Verdict: [[Incorrect]]

Problem domain, dataset and difficulty: Natural Language Reasoning, FOLIO, Hardest (d(x) = 0.122)
Generator: Llama3.1-8B
Verifier: Qwen2.5-72B
Question: Some mammals have teeth. Platypuses have no teeth. Platypuses are mammals. Humans have teeth.
Based on the above, can the following be inferred? Platypuses are reptiles
Ground-Truth Solution: Uncertain
Generator Output (Correct): Reasoning: 1. The statement that some mammals have teeth and humans have teeth suggests that having
teeth is a characteristic of mammals, but it’s not exclusive to them. 2. Platypuses are indeed mammals, as stated in the information
provided. 3. The fact that platypuses have no teeth does not contradict the fact that they are mammals, as having no teeth is also a
characteristic of some mammals, as mentioned in point 1. 4. The only group of animals that are not mammals and have been ruled out
as a category for platypuses are not the mammals, but rather the reptiles.
However, concluding that platypuses are reptiles because they have no teeth is not a sound inference, because having no teeth does not
preclude an animal from being a mammal, as shown in point 3. Moreover, it contradicts the given statement that platypuses are indeed
mammals.
5. Therefore, platypuses being reptiles cannot be inferred based on the given information.
Answer: Uncertain
Verifier Output (False negative): Explanation: The assistant’s response is mostly correct in its reasoning but contains a minor
inaccuracy in the final conclusion. The assistant correctly identifies that the fact that platypuses have no teeth does not make them
reptiles, as some mammals also lack teeth. However, the assistant’s final answer of "Uncertain" is not appropriate. Given the information
provided, it is clear that platypuses are mammals, and there is no evidence to suggest they are reptiles. Therefore, the correct answer
should be "No" because the statement "Platypuses are reptiles" can be definitively refuted based on the given information. [Although the
verifier recognizes that the generator’s reasoning process is correct, it rejects the conclusion due to a mismatch with its own (incorrect)
answer.]
Verdict: [[Incorrect]]

Figure 20: Case study: How problem difficulty impacts TPR (RQ1). False negative verification
on high-difficulty problems demonstrates why TPR decreases as problems become harder. When
verifiers cannot correctly solve challenging problems, they produce incorrect reference solutions and
reject generators’ correct answers based on these flawed references.

Problem domain, dataset and difficulty: Mathematics, MATH-500, Easy (d(x) = 0.571)
Generator: Llama-3.1-8B
Verifier: Qwen2.5-72B
Question: Paul and Jesse each choose a number at random from the first six primes. What is the probability that the sum of the numbers
they choose is even?
Ground-Truth Solution: [ Details omitted ] Therefore, the probability that the sum of the numbers Paul and Jesse choose IS even is

1 − 5
18 =

13

18
.

Generator Output (Incorrect): To find the probability that the sum of the numbers Paul and Jesse choose is even, we need to first
understand what numbers can make an even sum.
The sum of two numbers is even if both numbers are either even or odd.
Since the first six primes are 2, 3, 5, 7, 11, and 13, we have only one even prime, which is 2.
Now, let’s consider the possible scenarios:
1. Both Paul and Jesse choose the number 2. In this case, the sum is even.

2. One of Paul or Jesse chooses the number 2, and the other chooses an odd prime. In this case, the sum is odd.

3. Both Paul and Jesse choose odd primes. In this case, the sum is even. [Generator correctly identifies two cases for even sum, one case
for odd sum.]
[ Probability calculations omitted omitted ]
Now, let’s add the probabilities of the first two scenarios (both choose 2, and one chooses 2 and the other an odd prime) and the third
scenario (both choose an odd prime) to get the total probability of an even sum:

Probability = 1/36 + 10/36 + 25/36 Probability = 36/36 Probability = 1
The probability that the sum of the numbers Paul and Jesse choose is even is 1 or 100%. This is because it is impossible for the sum to
be odd, as they will always choose either two even numbers or two odd numbers. [Generator makes self-contradiction: Earlier stated
scenario 2 gives odd sum, now count scenario 2 as even sum and claims odd sum is impossible]
Verifier Output (True negative): The assistant’s response contains a logical error in the final calculation. The assistant correctly
identifies the scenarios where the sum of the numbers chosen by Paul and Jesse is even. However, the assistant incorrectly adds
the probabilities of all scenarios, including the scenario where the sum is odd, which should not be included in the final probability
calculation. [Verifier catches the self-contradiction of generator.]
The correct calculation should only include the probabilities of the scenarios where the sum is even: - Both choose 2: 1

36 - Both choose
odd primes: 25

36
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The probability of the sum being even is the sum of these two probabilities:

1

36
+

25

36
=

26

36
=

13

18

Therefore, the final answer should be
13

18
. [Verifier can solve the problem correctly]

Verdict: [[Incorrect]]

Same problem and verifier as above with a strong generator:
Generator: GPT-4o
Verifier: Qwen2.5-72B
Generator Output (Incorrect): To find the probability that the sum of the numbers chosen by Paul and Jesse from the first six prime
numbers is even, we proceed as follows:
1. **List the first six prime numbers**: The first six prime numbers are 2, 3, 5, 7, 11, and 13.
2. **Identify even and odd primes**:
- Even prime: 2
- Odd primes: 3, 5, 7, 11, 13
3. **Understand when the sum is even**:
- A sum is even if both numbers are even or both numbers are odd.
- Since there is only one even prime (2), for the sum to be even, both numbers must be odd. [Fatal error: Ignores that both choosing 2
(even+even=even) is also possible.
4. **Calculate the total number of ways to choose numbers**: [ Calculation details omitted omitted ]
5. **Calculate the number of ways to get an even sum**: [ Calculation details omitted omitted ]
6. **Calculate the probability**: [ Calculation details omitted omitted ]

Thus, the probability that the sum of the numbers they choose is even is
25

36
. [Final answer is wrong because following steps

consistently based on fatal error made above.]
Verifier Output (False positive): Explanation: The assistant’s response is logically sound and mathematically accurate. Here’s a
breakdown of the steps:
1. **Identifying the first six primes**: The assistant correctly identifies the first six prime numbers as 2, 3, 5, 7, 11, and 13.
2. **Condition for the sum to be even**: The assistant correctly states that for the sum to be even, both numbers must be odd (since the
only even prime is 2, and choosing 2 would make the sum odd if the other number is odd). [Verifier is convinced by the generator and
ignores the error here.]
3. **Total number of possible outcomes**: The assistant correctly calculates the total number of outcomes as 6 * 6 = 36.
4. **Number of outcomes where both numbers are odd**: The assistant correctly identifies that there are 5 odd primes and calculates
the number of outcomes where both numbers are odd as 5 * 5 = 25.
5. **Probability calculation**: The assistant correctly calculates the probability as the number of favorable outcomes (25) divided by
the total number of outcomes (36), resulting in 25

36 .

The assistant’s reasoning and calculations are correct throughout the response. [Although the verifier demonstrated correct problem-
solving when evaluating Llama3.1-8B in last example, it doesn’t apply the same mechanism to GPT-4o, instead accepting the GPT-4o’s
incorrect reasoning.]
Verdict: [[Correct]]

Figure 21: Case study: How generator capability influences TNR (RQ2). We compare verifier
behavior on the same problem when evaluating weak (Llama3.1-8B) versus strong (GPT-4o) genera-
tors. The weak generator correctly lists all the cases but then contradicts itself in the final calculation,
producing an inconsistent solution. The verifier catches this apparent mistake and rejects it. The
strong generator makes a single early-stage error but maintains internal consistency throughout its
reasoning, generating a well-structured and self-contained chain that appears correct. Despite the
solution containing an actual error, the verifier fails to detect it and accepts the solution.
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