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Abstract

While the impact of social biases in language001
models has been recognized, prior methods002
for bias evaluation have been limited to binary003
association tests on small datasets, limiting004
our understanding of bias complexities. This005
paper proposes a novel framework for probing006
language models for social biases by assessing007
disparate treatment, which involves treating008
individuals differently according to their affil-009
iation with a sensitive demographic group. We010
curate SOFA, a large-scale benchmark designed011
to address the limitations of existing fairness012
collections. SOFA expands the analysis beyond013
the binary comparison of stereotypical versus014
anti-stereotypical identities to include a diverse015
range of identities and stereotypes. Comparing016
our methodology with existing benchmarks, we017
reveal that biases within language models are018
more nuanced than acknowledged, indicating019
a broader scope of encoded biases than020
previously recognized. Benchmarking LMs021
on SOFA, we expose how identities expressing022
different religions lead to the most pronounced023
disparate treatments across all models. Finally,024
our findings indicate that real-life adversities025
faced by various groups such as women and026
people with disabilities are mirrored in the027
behavior of these models.028

1 Introduction029

The unparalleled ability of language models (LMs)030

to generalize from vast corpora is tinged by an in-031

herent reinforcement of social biases. These biases032

are not merely encoded within LMs’ representa-033

tions but are also perpetuated to downstream tasks034

(Blodgett et al., 2021; Stańczak and Augenstein,035

2021), where they can manifest in an uneven treat-036

ment of different demographic groups (Rudinger037

et al., 2018; Stanovsky et al., 2019; Kiritchenko038

and Mohammad, 2018; Venkit et al., 2022).039

Direct analysis of biases encoded within LMs040

allows us to pinpoint the problem at its source, po-041

tentially obviating the need for addressing it for ev-042

Figure 1: Social Bias Probing framework.

ery application (Nangia et al., 2020). Therefore, a 043

number of studies have attempted to evaluate social 044

biases within LMs (Nangia et al., 2020; Nadeem 045

et al., 2021; Stańczak et al., 2023; Nozza et al., 046

2022a). One approach to quantifying social biases 047

involves adapting small-scale association tests with 048

respect to the stereotypes they encode (Nangia 049

et al., 2020; Nadeem et al., 2021). These associa- 050

tion tests limit the scope of possible analysis to two 051

groups, stereotypical and their anti-stereotypical 052

counterparts, i.e., the identities that “embody” the 053

stereotype and the identities that violate it. This bi- 054

nary approach, which assumes a singular “ground 055

truth” with respect to a stereotypical statement, has 056

restricted the depth of the analysis and simplified 057

the complexity of social identities and their associ- 058

ated stereotypes. The complex nature of social bi- 059

ases within LMs has thus been largely unexplored. 060

Our Social Bias Probing framework, as outlined 061

in Fig. 1, is specifically designed to enable a nu- 062

anced understanding of biases inherent in language 063

models. Accordingly, the input of our approach 064

consists of a set stereotypes and identities. To 065

this end, we generate our probing dataset by com- 066
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bining stereotypes from the SOCIAL BIAS INFER-067

ENCE CORPUS (SBIC; Sap et al. 2020) and identi-068

ties from the lexicon by Czarnowska et al. (2021).069

In this paper we examine identities belonging to070

four social categories: gender, religion, disability,071

and nationality. Secondly, we assess social biases072

across five state-of-the-art LMs in English. We use073

perplexity (Jelinek et al., 1977), a measure of lan-074

guage model uncertainty, as a proxy for bias. By075

analyzing the variation in perplexity when probes076

feature different identities from diverse social cate-077

gories, we infer which identities are deemed most078

likely by a model. This approach facilitates a three-079

dimensional analysis – by social category, identity,080

and stereotype—across the evaluated LMs. In sum-081

mary, the contributions of this work are:082

• We conceptually facilitate fairness benchmark-083

ing across multiple identities using our Social084

Bias Probing framework, going beyond the085

binary approach of a stereotypical and an anti-086

stereotypical identity.087

• We introduce SOFA (Social Fairness), a088

benchmark for fairness probing addressing089

limitations of existing datasets, including a va-090

riety of different identities and stereotypes.1091

• We assess social biases in five autoregressive092

causal language modeling architectures by ex-093

amining disparate treatment across social cat-094

egories, identities, and stereotypes.095

A comparative analysis with the popular096

benchmarks CROWS-PAIRS (Nangia et al., 2020)097

and STEREOSET (Nadeem et al., 2021) reveals098

marked differences in the overall fairness ranking099

of the models, providing a different view on the100

social biases encoded in LMs. We further find101

how identities expressing religions lead to the102

most pronounced disparate treatments across all103

models, while the different nationalities appear to104

induce the least variation compared to the other105

examined categories, namely gender and disability.106

We hypothesize that the increased visibility of107

religious disparities in language models may108

stem from recent successful efforts to mitigate109

racial and gender biases. This underscores the110

urgency for a comprehensive investigation into111

biases across multiple dimensions. Additionally,112

our findings indicate that the LMs reflect the113

real-life challenges faced by various groups, such114

as women and people with disabilities.115

1SOFA will be made available upon paper acceptance. See
the data statement in App. A.

2 Related Work 116

Social Bias Benchmarking Prior work, such as 117

CROWS-PAIRS (Nangia et al., 2020) and STERE- 118

OSET (Nadeem et al., 2021), was pioneering in 119

benchmarking models in terms of social biases 120

and harmfulness. However, concerns have been 121

raised regarding stereotype framing and data reli- 122

ability of benchmark collections designed to ana- 123

lyze biases in LMs (Blodgett et al., 2021; Gallegos 124

et al., 2023). Specifically, Nangia et al. (2020) 125

determine the extent to which a masked language 126

model prefers stereotypical or anti-stereotypical 127

responses, while the stereotype score developed 128

by Nadeem et al. (2021) expands this approach to 129

include both masked and autoregressive LMs. A 130

significant limitation of both benchmarks is their 131

use of a 50% bias score threshold, where models 132

are considered biased if they prefer stereotypical 133

associations more than half the time, and unbiased 134

otherwise (Pikuliak et al., 2023). Another approach, 135

which does not rely on choosing one correct answer 136

from two options, is the proposed by Kaneko and 137

Bollegala (2022) All Unmasked Likelihood (AUL) 138

method which predicts all tokens in a sentence, 139

considering multiple correct candidate predictions 140

for a masked token, which is shown to improve 141

accuracy and avoid selection bias. Hosseini et al. 142

(2023) instead leverage pseudo-perplexity (Salazar 143

et al., 2020) in combination with a toxicity score to 144

assess the tendency of LMs’ to generate statements 145

distinguished between harmful vs. benevolent. 146

Our Social Bias Probing framework (i) probes 147

biases across multiple identities without assuming 148

the existence of solely two groups and contests the 149

need for a deterministic threshold for dividing these 150

groups; (ii) is developed with benchmarking social 151

bias in the autoregressive causal LMs in mind. 152

Social Bias Datasets Benchmarking social bias 153

is highly reliant on the underlying dataset, i.e., 154

the bias categories, stereotypes, and identities it 155

includes (Blodgett et al., 2021; Delobelle et al., 156

2022). STEREOSET presents over 6k triplets 157

(for a total of approximately 19k) crowdsourced 158

instances measuring race, gender, religion, and 159

profession stereotypes, while CROWS-PAIRS 160

provides roughly 1.5k sentence pairs (for a total 161

of 3k) to evaluate stereotypes of historically 162

disadvantaged social groups. Barikeri et al. (2021) 163

introduce a conversational dataset consisting of 164

11, 873 sentences generated from Reddit conver- 165
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sations to assess stereotypes between dominant166

and minoritized groups along the dimensions of167

gender, race, religion, and queerness.168

These datasets cover a limited set of identities169

and stereotypes. Therefore, bias measurements us-170

ing these resources could lead to inaccurate fairness171

evaluations. In fact, Smith et al. (2022b) show that172

they are able to measure previously undetectable bi-173

ases with their large-scale dataset of over 450, 000174

sentence prompts from two-person conversations.175

Our SOFA benchmark includes a total of 408 iden-176

tities and 11, 349 stereotypes across four social177

bias dimensions, for a total amount of 1, 490, 120178

probes, presenting an extensive resource for social179

bias probing of language models.180

3 Social Bias Probing Framework181

Social bias2 can be defined as the manifestation182

through language of “prejudices, stereotypes, and183

discriminatory attitudes against certain groups of184

people” (Navigli et al., 2023). These biases are185

featured in training datasets and are carried over186

into downstream applications, resulting in, for187

instance, classification errors concerning specific188

minorities and the generation of harmful content189

when models are prompted with sensitive identities190

(Cui et al., 2024; Gallegos et al., 2023).191

To measure the extent to which social bias is192

present in language models, we propose a Social193

Bias Probing framework (see Fig. 1) which serves194

as a technique for fine-grained fairness benchmark-195

ing of LMs. We first collect a set of stereotypes and196

identities (Section 3.1-Section 3.2), which results197

in the SOFA (Social Fairness) dataset (Section 3.3).198

The final phase of our workflow involves evaluat-199

ing language models by employing our proposed200

perplexity-based fairness measures in response to201

the constructed probes (Section 3.4), exploited in202

the designed evaluation setting (Section 3.5).203

3.1 Stereotypes204

We derive stereotypes from the list of implied205

statements in SBIC (Sap et al., 2020), a corpus206

of 44, 000 social media posts having harmful207

biased implications written in English on Reddit208

and Twitter. Additionally, the authors draw from209

two widely recognized hate communities, namely210

Gab3, a social network popular among nationalists,211

2The term social characterizes bias in relation to the risks
and impacts on demographic groups, distinguishing it from
other forms of bias, e.g., the statistical one.

3https://gab.com/.

and Stormfront,4 a radical right white supremacist 212

forum.5 We emphasize that SBIC serves as an 213

exemplary instantiation of our framework. Our 214

methodology can be applied more broadly to any 215

dataset containing stereotypes directed towards 216

specific identities. 217

Professional annotators labeled the original 218

posts as either offensive or biased, ensuring each 219

instance in the dataset contains harmful content. 220

We decide to filter the SBIC dataset to isolate only 221

those abusive samples with explicitly annotated 222

stereotypes. Since certain stereotypes contain the 223

targeted identity, whereas our goal is to create 224

multiple control probes with different identities, we 225

remove the subjects from the stereotypes, to stan- 226

dardize the format of statements. Following prior 227

work (Barikeri et al., 2021), we discard obscure 228

stereotypes with high perplexity scores to remove 229

unlikely instances ensuring accurate evaluation 230

based on perplexity peaks of stereotype–identity 231

pairs. The filtering uses a threshold, averaging 232

perplexity scores across models and removing the 233

highest-scored stereotypes (Fig. 4 in Appendix). 234

We then perform a fluency evaluation of the 235

stereotypes to filter out ungrammatical sentences 236

through the distilbert-base-uncased-CoLA 237

model,6 which determines the linguistic accept- 238

ability. Lastly, we remove duplicated stereotypes 239

and apply lower-case. Further details on the 240

preprocessing steps are provided in App. B. 241

3.2 Identities 242

While we could have directly used the identities 243

provided in the SBIC dataset, we chose not to 244

due to their unsuitability from frequent repetitions 245

and varying expressions influenced by individual 246

annotators’ styles. To leverage a coherent set of 247

analyzed identities, we deploy the lexicon7 created 248

by Czarnowska et al. (2021). In Tab. 3 in the Ap- 249

pendix, we report samples for each category. We 250

map the SBIC dataset group categories to the iden- 251

tities available in the lexicon (Tab. 5 in Appendix). 252

Specifically, the categories from SBIC are gender, 253

race, culture, disabilities, victim, social, and body. 254

4https://www.stormfront.org/forum/.
5We refer to the dataset for an in-depth description (https:

//maartensap.com/social-bias-frames/index.html).
6https://huggingface.co/textattack/

distilbert-base-uncased-CoLA
7The complete list of identities is avail-

able at https://github.com/amazon-science/
generalized-fairness-metrics/tree/main/terms/
identity_terms.
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We first define and rename the culture category255

to include religions and broaden the scope of the256

race category to encompass nationalities. We then257

link the categories in the SBIC dataset to those258

present in the lexicon as follows: gender identities259

are drawn from the lexicon’s genders and sexual260

orientations, nationality from race and country cat-261

egories, religion and disabilities directly from their262

respective categories. This mapping excludes the263

broader SBIC categories–victim, social, and body–264

due to alignment challenges with lexicon entries265

and difficulties in preserving statement invariance.8266

While we inherit the assignment of an identity to267

a specific category the underlying resources, we268

recognize that these framings may simplify the269

complexity of identities.270

3.3 SOFA271

To obtain SOFA, each target is concatenated to each272

statement with respect to their category, creating273

dataset instances that differ only for the target. See274

Tab. 4 in Appendix for a sample of examples of275

the generated probes. SOFA consists of a total of276

408 coherent identities, over 35k stereotypes, and277

1.49mio probes. In Tab. 5 in the Appendix, we278

report the detailed coverage statistics of SOFA and279

compare it to existing benchmarks.280

To gain an overview of the topics covered by281

the stereotypes, we conduct a clustering analysis.282

In App. C.2, we describe the clustering algorithm.283

Most of the stereotypes are associated with sexual-284

ization and violence (over 1000 distinct stereotypes285

each) with other topics such as family neglect, and286

racial stereotypes, being mentioned (see Fig. 5 for287

details). Moreover, we analyze stereotypes under288

the lens of hate speech analysis, i.e., we quantify289

how many stereotypes are also instances of hate290

speech. The majority of stereotypes do not ex-291

hibit hate speech features. Indeed, although often292

the stereotypes do not contain explicitly offensive293

terms, the underlying intent of the original com-294

ment is still harmful, conveying a prejudicial, de-295

meaning perspective. We describe our procedure296

and results in App. C.3.297

3.4 Fairness Measures298

We use perplexity (PPL; Jelinek et al. 1977) as a299

means of intrinsic evaluation of fairness in LMs.300

8This choice is motivated by the fact that the stereotypes
under these categories are often specific to a particular identity;
for example, they might have referenced body parts belonging
to one gender and not another.

PPL is defined as the exponentiated average nega- 301

tive log-likelihood of a sequence. More formally, 302

let X = (x0, x1, . . . , xt) be a tokenized sequence, 303

then the perplexity of the sequence is 304

PPL(X) = exp

{
−1

t

t∑
d

loge pθ(xd | x<d)

}
305

where log pθ(xd | x<d) is the log-likelihood of 306

the dth token conditioned on the proceeding to- 307

kens given a model parametrized with θ. We mea- 308

sure the propensity of a model to produce a given 309

output based on PPL, identifying bias manifesta- 310

tions when a model exhibits low PPL values for 311

statements that contain stereotype-containing state- 312

ments, suggesting a higher probability of their gen- 313

eration. The purpose of our framework, is to pro- 314

vide a fine-grained summary of models’ behaviors 315

from an invariance fairness perspective, i.e., the 316

same statement referring to different demographic 317

groups should not cause a substantial change in 318

model behavior, or, in more general terms, individ- 319

uals from different demographic groups should be 320

treated equally. 321

Formally, let C = {religion, gender, disability, 322

nationality} be the set of identity categories; we 323

denote one element of C as c. Further, let i be 324

the identity belonging to a specific category c, 325

e.g., Catholics and s be the stereotype belonging 326

to c, e.g., are all terrorists. We define Pi+s as 327

a singular probe derived by the concatenation of 328

i with s, e.g., Catholics are all terrorists, while 329

Pc,s = {i+s | i ∈ c} is the set of probes for s gath- 330

ering all the controls resulting from the different 331

identities that belong to c, e.g., {Catholics are all 332

terrorists; Buddhists are all terrorists; Atheists are 333

all terrorists; ...}. Finally, let m be the LM under 334

analysis. The normalized perplexity of a probe is 335

computed as follows: 336

PPL⋆m
(i+s) =

PPLm
(i+s)

PPLm
(i)

(1) 337

Since the identities are characterized by their 338

own PPL scores, we normalize the PPL of the probe 339

with the PPL of the identity, addressing the risk that 340

certain identities might yield higher PPL scores 341

because they are considered unlikely. 342

We highlight that the PPL’s scale across different 343

models can significantly differ based on the training 344

data and, therefore, are not directly comparable. 345

We facilitate the comparison of the PPL values of 346
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model m1 and model m2 for a given combination347

of identity and a stereotype:348

PPL⋆m1
(i+s) ≡ k · PPL⋆m2

(i+s) (2)349

350

log10(PPL⋆m1
(i+s)) ≡ log10(k · PPL⋆m2

(i+s)) (3)351

352

σ2(log10(PPL⋆m1
Pc,s

)) = σ2(log10(k) + log10(PPL⋆m2
Pc,s

))353

= σ2(log10 PPL⋆m2
Pc,s

) (4)354

In Eq. (2), k is a constant and represents the355

factor that quantifies the scale of the scores emitted356

by the model. Importantly, each model has its357

own k,9 but because it is a constant, it does not358

depend on the input text sequence but solely on the359

model m in question. In Eq. (3), we use the base-360

10 logarithm of the PPL values generated by each361

model to analyze more tractable numbers since the362

range of PPL is [0, inf). From now on, we call363

log10(PPL⋆m
(i+s)) as PPL⋆ for the sake of brevity.364

Our proposed perplexity-based SOFA score is365

based on calculating variance across the probes366

Pc,s (Eq. (4)). For this purpose, k plays no role and367

does not influence the result. Consequently, we can368

compare the values from different models that have369

been transformed in this manner.370

Lastly, we introduce the Delta Disparity Score371

(DDS) as the magnitude of the difference between372

the highest and lowest PPL⋆ score as a signal for373

a model’s bias with respect to a specific stereotype.374

DDS is computed separately for each stereotype s375

belonging to category c, or, in other words, on the376

set of probes created from the stereotype s.377

DDSPc,s = max
Pc,s

(PPL⋆)−min
Pc,s

(PPL⋆) (5)378

3.5 Fairness Evaluation379

We define and conduct the following four types of380

evaluation: intra-identities, intra-stereotypes, intra-381

categories, and calculate a global SOFA score.382

Intra-identities (PPL⋆) At a fine-grained level,383

we identify the most associated sensitive identity384

intra-i, i.e., for each stereotype s within each cat-385

egory c. This involves associating the i achieving386

the lowest (top-1) PPL⋆ as reported in Eq. (3).387

9The constant k is not calculated; it is only formally de-
scribed. The assumption of the existence of this constant k
allows us to compare perplexity values.

Intra-stereotypes (DDS) We analyze the stereo- 388

types (intra-s), exploring DDS as defined in Eq. (5). 389

This comparison allows us to pinpoint the strongest 390

stereotypes within each category, i.e., causing the 391

lowest disparity with respect to the DDS, shedding 392

light on the shared stereotypes across identities. 393

Intra-categories (SOFA score by category) For 394

the intra-c level, to obtain a fairness score for each 395

m, for each c and s, we compute the variance as 396

formalized in Eq. (4) occurring among the probes 397

of s, and average it by the number of s belonging to 398

c: 1
n

∑n
j=1 σ

2(log10(PPL⋆m
Pc,sj

)) ∀s = {sj , . . . , sn} ∈ c. 399

We reference this as SOFA score by category. 400

Global fairness score (global SOFA score) Hav- 401

ing computed the SOFA score for all the categories, 402

we perform a simple average across categories to 403

obtain the final number for the whole dataset, i.e., 404

the global SOFA score. This aggregated number 405

allows us to compare the behavior of the various 406

models on the dataset and to rank them according 407

to variance: models reporting a higher variance are 408

thus more unfair. 409

4 Experiments and Results 410

In this work, we benchmark five autoregressive 411

causal LMs: BLOOM (Scao et al., 2022), GPT2 (Rad- 412

ford et al., 2019), XLNET (Yang et al., 2019), BART 413

(Lewis et al., 2020), and LLAMA210 (Touvron et al., 414

2023). We opt for models accessible through the 415

Hugging Face Transformers library (Wolf et al., 416

2020), which are among the most recent, popu- 417

lar, and demonstrating state-of-the-art performance 418

across various NLP tasks. To enable direct compari- 419

son with CROWS-PAIRS and STEREOSET, we also 420

include LMs previously audited by these bench- 421

marks. In Tab. 6 in the Appendix, we describe the 422

selected LMs: for each model, we examine two 423

scales with respect to the number of parameters. 424

The PPL is computed at the token level through the 425

Hugging Face’s evaluate library.11 426

4.1 Benchmarks 427

We compare our framework against two other pop- 428

ular fairness benchmarks previously introduced 429

in Section 2: STEREOSET and CROWS-PAIRS.12 430

10We deployed LLAMA2 through a quantization technique
from the bitsandbytes library.

11https://huggingface.co/spaces/
evaluate-metric/perplexity.

12We used the implementation from https://github.
com/McGill-NLP/bias-bench by Meade et al. (2022).
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Models Datasets
SOFA (1.490.120) STEREOSET (19.176) CROWS-PAIRS (3.016)

Family Size Rank ↓ Score ↓ Rank ↓ Score ↓ Rank ↓ Score ↓

BLOOM
560m 1 2.325 6 57.92 5 58.91
3b 9 0.330 4 61.11 4 61.71

GPT2
base 7 0.361 5 60.42 6 58.45
medium 8 0.350 3 62.91 3 63.26

XLNET
base 4 0.795 8 52.20 7 49.84
large 2 1.422 7 53.88 8 48.76

BART
base 10 0.072 10 47.82 10 39.69
large 3 0.978 9 51.04 9 44.11

LLAMA2
7b 6 0.374 2 63.36 2 70
13b 5 0.387 1 64.81 1 71.32

Table 1: Results on SOFA and the two previous fairness benchmarks, STEREOSET and CROWS-PAIRS. The ranking
ranges from 1 (LM most biased) to 10 (LM least biased ↓); for each of the scores, the best value in bold is the
lowest ↓, connoting the least biased model. We note the number of instances in each dataset next to their names.

Model Category ↓

Family Size Relig. Gend. Dis. Nat.

BLOOM
560m 3.216 2.903 1.889 1.292
3b 0.376 0.483 0.301 0.162

GPT2
base 0.826 0.340 0.161 0.116
medium 0.839 0.304 0.164 0.091

XLNET
base 0.929 0.803 0.846 0.601
large 2.044 1.080 1.554 1.012

BART
base 0.031 0.080 0.107 0.071
large 1.762 1.124 0.582 0.442

LLAMA2
7b 0.612 0.422 0.324 0.138
13b 0.740 0.372 0.312 0.123

Table 2: SOFA score by category: best (↓) value in bold.

STEREOSET (Nadeem et al., 2021): To assess the431

bias in a language model, the model is scored us-432

ing likelihood-based scoring of the stereotypical or433

anti-stereotypical association in each example. The434

percentage of examples where the model favors the435

stereotypical association over the anti-stereotypical436

one is calculated as the model’s stereotype score.437

CROWS-PAIRS (Nangia et al., 2020): The bias of438

a language model is assessed by evaluating how439

often it prefers the stereotypical sentence over the440

anti-stereotypical one in each pair using pseudo-441

likelihood-based scoring.442

4.2 Results443

Global fairness scores evaluation In Tab. 1, we444

report the results of our comparative analysis with445

the previously introduced benchmarks, STERE-446

OSET and CROWS-PAIRS. The reported scores447

are based on the respective datasets. The ranking448

setting in the two other fairness benchmarks re- 449

ports a percentage, whereas our global SOFA score 450

represents the average of the variances obtained 451

per probe, as detailed in Section 3.4. Since the 452

measures of the three fairness benchmarks are not 453

directly comparable, we include a ranking column, 454

ranging from 1 (most biased) to 10 (least biased). 455

Given that few values stand below 50, a value 456

considered neutral, according to STEREOSET and 457

CROWS-PAIRS, we intuitively choose to interpret 458

the best score as the lowest, consistent with SOFA’s 459

assessment, and choose to consider a model slightly 460

skewed toward the anti-stereotypical association as 461

best rather than the other way around. 462

Through the ranking, we observe an exact 463

agreement between STEREOSET and CROWS- 464

PAIRS on the model order for the first four 465

positions. In contrast, the ranking provided by 466

SOFA reveals differences in the overall fairness 467

ranking of the models, suggesting that the scope 468

of biases LMs encode is broader than previously 469

understood. We use Kendall’s Tau (Kendall, 1938) 470

to quantify the similarity of rankings. STEREOSET 471

and CROWS-PAIRS achieve a value close to 1 472

(0.911), indicating strong agreement, while both 473

benchmarks compared to SOFA reach −0.022, 474

a value that confirms the already recognized 475

disagreement. The differences between our results 476

and those from the two other benchmarks could 477

stem from the larger scope and size of our dataset, 478

a link also made by Smith et al. (2022a). 479

For three out of five models, the larger variant 480

exhibits more bias, corroborating the findings of 481

previous research (Bender et al., 2021). Although, 482
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Figure 2: Percentage of probes the identity is the most associated with the stereotypes by category, i.e., achieving
the lowest PPL⋆ as reported in Eq. (3).

his pattern is not mirrored by BLOOM and GPT2.483

According to SOFA, BLOOM-560m emerges as the484

model with the highest variance. Notably, and485

similarly to BART, the two sizes of the model stand486

at opposite poles of the ranking (1-9 and 10-3).487

Intra-categories evaluation In the following,488

we analyze the results obtained on the SOFA489

dataset through the SOFA score broken down by490

category,13 detailed in Tab. 2. In Fig. 7 in the491

Appendix, we report the score distribution across492

categories and LMs. We recall that a higher score493

indicates greater variance in the model’s responses494

to probes within a specific category, signifying495

high sensitivity to the input identity. For the two496

scales of BLOOM, we notice scores that are far apart497

when comparing the pairs of results obtained by498

category: this behavior is recorded by the previous499

overall ranking, which places these two models at500

opposite poles of the scale.501

Across all models except for BLOOM-3b, religion502

consistently stands out as the category with the503

most pronounced disparity, while nationality of-504

13Since the categories in SOFA are different and do not
correspond to the two competitor datasets, in the absence of
one-to-one mapping, we do not report this disaggregated result
for STEREOSET and CROWS-PAIRS.

ten shows the lowest value. Given the extensive 505

focus on gender and racial biases in the NLP lit- 506

erature, it’s plausible that recent language models 507

have undergone some degree of fairness mitigation 508

for these particular biases, which may explain why 509

religion now emerges more prominently. Our re- 510

sults highlight the need to uncover such biases and 511

encourage the community to actively work towards 512

mitigating them. 513

Intra-identities evaluation In Fig. 2, we report 514

a more qualitative result, i.e., the identities that, 515

in combination with the stereotypes, obtain the 516

lowest PPL⋆ score. Intuitively, the probes that 517

each model is more likely to generate for the set of 518

stereotypes afferent to that category. Our findings 519

indicate that certain identities, particularly Mus- 520

lims and Jews from the religion category and non- 521

binary and trans persons within gender face dis- 522

proportionate levels of stereotypical associations in 523

various tested models. In accordance with the intra- 524

categories evaluation, religion indeed emerges as 525

the category most prone to variance. In contrast, 526

concerning the nationality and disability categories, 527

no significant overlap between the different models 528

emerges. A potential contributing factor might be 529

the varying sizes of the identity sets derived from 530
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Figure 3: Stereotypes with lowest DDS according to Eq. (5), per category.

the lexicon used for constructing the probes, as531

detailed in Tab. 5 in the Appendix.532

Intra-stereotypes evaluation We display, in533

Fig. 3, the top stereotype reaching the lowest DDS,534

reporting the most prevalent stereotypes across535

identities within each category. In the religion cat-536

egory, the most frequently occurring stereotype537

relates to immoral acts and beliefs or judgments538

of repulsion. For the gender category, mentions539

of stereotypical behaviors and sexual violence are540

consistently echoed across models, while in the541

nationality category, references span the lack of542

employment, physical violence (both endured and543

performed), and crimes. Stereotypes associated544

with disability encompass judgments related to545

appearance, physical incapacity, and other detri-546

mental opinions. We observe that the harms that547

identities experience in real life, such as sexual548

violence against women (Russo and Pirlott, 2006;549

Tavara, 2006), high unemployment of immigrants550

(discussed in terms of nationalities) (Appel et al.,551

2015; Olier and Spadavecchia, 2022), and stigma-552

tized appearance of people with disabilities (Harris,553

2019), are indeed reflected by the models’ behavior.554

5 Conclusion 555

This study proposes a novel Social Bias Probing 556

framework to capture social biases by auditing LMs 557

on a novel large-scale fairness benchmark, SOFA, 558

which encompasses a coherent set of over 400 iden- 559

tities and a total of 1.49m probes across various 11k 560

stereotypes. 561

A comparative analysis with the popular bench- 562

marks CROWS-PAIRS (Nangia et al., 2020) and 563

STEREOSET (Nadeem et al., 2021) reveals marked 564

differences in the overall fairness ranking of the 565

models, suggesting that the scope of biases LMs 566

encode is broader than previously understood. Fur- 567

ther, we expose how identities expressing religions 568

lead to the most pronounced disparate treatments 569

across all models, while the different nationalities 570

appear to induce the least variation compared to 571

the other examined categories, namely, gender and 572

disability. We hypothesize that recent efforts to mit- 573

igate racial and gender biases in LMs could be why 574

disparities in religion are now more apparent. Con- 575

sequently, we stress the need for a broader holistic 576

bias investigation. Finally, we find that real-life 577

harms experienced by various identities – women, 578

people identified by their nations (potentially immi- 579

grants), and people with disabilities – are reflected 580

in the behavior of the models. 581

8



Limitations582

Fairness invariance perspective Our frame-583

work’s reliance on the fairness invariance assump-584

tion is a limitation, particularly since sensitive real-585

world statements often acquire a different connota-586

tion based on a certain gender or nationality, due587

to historical or social context.588

Treating probes equally Another simplification,589

as highlighted in Blodgett et al. (2021), arises from590

“treating pairs equally”. Treating all probes with591

equal weight and severity is another limitation of592

this work. Given the socio-technical nature of the593

social bias probing task, it will be crucial to in-594

corporate qualitative human evaluation on a sub-595

set of data involving individuals from the affected596

communities. This practice would help determine597

how the stereotypes reproduced by the models598

align with the stereotypes these communities ac-599

tually face, assessing their harmfulness. Includ-600

ing such evaluation would enhance the understand-601

ing of the societal implications of the biases em-602

bedded and reproduced by the models. Indeed,603

although SOFA leverages human-annotated data604

coming from SBIC, the nuanced human judgment605

involved in labeling stereotypes could be better606

preserved and exploited through this additional as-607

sessment.608

Synthetic data generation Generating state-609

ments synthetically, for example, by relying on610

lexica, carries the advantage of artificially creating611

instances of rare, unexplored phenomena. Both612

natural soundness and ecological validity could be613

threatened, as they introduce linguistic expressions614

that may not be realistic. As this study adopts a615

data-driven approach, relying on a specific dataset616

and lexicon, these choices significantly impact the617

outcomes and should be carefully considered. As618

mentioned in the previous paragraph, conducting a619

human evaluation of a portion of the synthetically620

generated text will be pursued.621

English focus While our framework could be ex-622

tended to any language, our experiments focus on623

English due to the limited availability of datasets624

for other languages having stereotypes annotated.625

We strongly encourage the development of mul-626

tilingual datasets for probing bias in LMs, as in627

Nozza et al. (2022b); Touileb and Nozza (2022);628

Martinková et al. (2023).629

Worldviews, intersectionality, and downstream 630

evaluation For future research, we aim to 631

diversify the dataset by incorporating stereotypes 632

beyond the scope of a U.S.-centric perspective as 633

included in the source dataset for the stereotypes, 634

SBIC. Additionally, we highlight the need for 635

analysis of biases along more than one axis. We 636

will explore and evaluate intersectional probes 637

that combine identities across different categories. 638

Lastly, considering that fairness measures inves- 639

tigated at the pre-training level may not necessarily 640

align with the harms manifested in downstream ap- 641

plications (Pikuliak et al., 2023), it is recommended 642

to include an extrinsic evaluation, as suggested by 643

prior work (Mei et al., 2023; Hung et al., 2023). 644

Ethical Considerations 645

Our benchmark is highly reliable on the set of 646

stereotypes and identities included in the probing 647

dataset. We opted to use the list of identities from 648

Czarnowska et al. (2021). However, the identities 649

included encompass a range of perspectives that 650

the lexicon in use may not fully capture. Moreover, 651

the stereotypes we adopt are derived from SBIC, 652

which aggregated potentially biased content from a 653

variety of online platforms such as Reddit, Twitter, 654

and specific hate sites (Sap et al., 2020). These 655

platforms tend to be frequented by certain demo- 656

graphics. Despite having a broader demographic 657

than traditional media sources such as newsrooms, 658

Wikipedia editors, or book authors (Wagner et al., 659

2015), they predominantly reflect the biases and 660

perspectives of white men from Western societies. 661

Finally, reducing bias investigation in models to 662

a single global measure is limited and can not com- 663

prehensively expose the nuances in which these 664

severe risks manifest. When conducting a fairness 665

analysis, it is crucial to report disaggregated mea- 666

sures by demographic group to a more fine-grained 667

understanding of the phenomenon and the resulting 668

harms. 669

In light of these considerations, following At- 670

tanasio et al. (2022), we advocate for the responsi- 671

ble use of benchmarking suites. Our benchmark is 672

intended to be a starting point, and we recommend 673

its application in conjunction with human-led eval- 674

uations. Users are encouraged to further develop 675

and refine our probing dataset to enhance its in- 676

clusivity in terms of identities, stereotypes, and 677

models included. 678

9



References679

Markus Appel, Silvia Weber, and Nicole Kronberger.680
2015. The influence of stereotype threat on immi-681
grants: Review and meta-analysis. Frontiers in Psy-682
chology, 6.683

Giuseppe Attanasio, Debora Nozza, Eliana Pastor, and684
Dirk Hovy. 2022. Benchmarking post-hoc inter-685
pretability approaches for transformer-based misog-686
yny detection. In Proceedings of NLP Power! The687
First Workshop on Efficient Benchmarking in NLP,688
pages 100–112, Dublin, Ireland. Association for689
Computational Linguistics.690

Soumya Barikeri, Anne Lauscher, Ivan Vulić, and Goran691
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by Bender and Friedman (2018). In Tab. 4, we 1107

report the dataset structure. 1108

Curation Rationale SOFA dataset consists of 1109

combined stereotypes and identities. The stereo- 1110

types are sourced from the SBIC dataset: we refer 1111

the reader to Sap et al. (2020) for an in-depth de- 1112

scription of the data collection process. For insights 1113

into the identities incorporated within SOFA, see 1114

Czarnowska et al. (2021). 1115

Language Variety en-US. Predominantly US En- 1116

glish, as written in comments on Reddit, Twit- 1117

ter, and hate communities included in the SBIC 1118

dataset. 1119

Author and Annotator Demographics We in- 1120

herit the demographics of the annotators from Sap 1121

et al. (2020). 1122

Text Characteristics The analyzed stereotypes 1123

are extracted from the SBIC dataset. This dataset 1124

includes annotated English Reddit posts, specif- 1125

ically three intentionally offensive subReddits, a 1126
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(a) Starting histogram. (b) Resulting histogram after cutting at a threshold of 150.

Figure 4: Perplexity-based filtering of SOFA stereotypes.

corpus of potential microaggressions from Breit-1127

feller et al. (2019), and posts from three existing1128

English Twitter datasets annotated for toxic or abu-1129

sive language (Founta et al., 2018; Waseem and1130

Hovy, 2016; Davidson et al., 2017). Finally, SBIC1131

includes posts from known English hate communi-1132

ties: Stormfront (de Gibert et al., 2018) and Gab141133

which are both documented white-supremacist and1134

neo-nazi communities and two English subred-1135

dits that were banned for inciting violence against1136

women (r/Incels and r/MensRights). Annotators1137

labeled the texts based on a conceptual framework1138

designed to represent implicit biases and offensive-1139

ness. Specifically, they were tasked to explicit “the1140

power dynamic or stereotype that is referenced in1141

the post” through free-text answers. Relying on1142

SBIC’s setup, we retain abusive samples having1143

a harmful stereotype annotated, leveraging state-1144

ments that are all harmful “by-construction”. More-1145

over, as mentioned, building from the SBIC dataset1146

allowed us to inherit its conceptual framework (So-1147

cial Bias Frames) designed to represent implicit1148

biases and offensiveness, rooting our SOFA dataset1149

on grounded perspectives. Indeed, following SBIC1150

’s authors (Sap et al., 2020), the implied statements1151

annotated by the human annotators are properly1152

interpreted as – and regarded as equivalent to –1153

harmful stereotypes.1154

Provenance We refer to the Data Statement151155

provided with SBIC, the underlying source of the1156

stereotypes.1157

14https://files.pushshift.io/gab/GABPOSTS_
CORPUS.xz.

15https://maartensap.com/social-bias-frames/
DATASTATEMENT.MD.

B SOFA Preprocessing 1158

B.1 Stereotypes 1159

Rule-based preprocessing To standardize the 1160

format of the statements, we devise a rule-based 1161

dependency parsing from a manual check of ap- 1162

proximately 250 stereotypes. We strictly retain 1163

stereotypes that commence with a present-tense 1164

plural verb to maintain a specific format since we 1165

employ identities expressed in terms of groups as 1166

subjects. For consistency, singular verbs are de- 1167

clined to plural using the inflect package.16 We 1168

exclude statements that already specify a target, 1169

refer to specific recurring historical events, lack 1170

verbs, contain only gerunds, expect no subject, dis- 1171

cuss terminological issues, or describe offenses and 1172

jokes rather than stereotypes. 1173

Perplexity filtering As mentioned in Section 3, 1174

we operate under the assumption that statements 1175

with low perplexity scores are more likely to be 1176

generated by a language model, positing that re- 1177

taining statements in the dataset that the models 1178

deem unlikely could skew the results. Therefore, 1179

when an identity-statement pair registers a high per- 1180

plexity score with a given model, it signals a higher 1181

likelihood of being generated by that model. Since 1182

our dataset comprises only stereotypical and harm- 1183

ful statements, the ideal scenario is for these state- 1184

ments to exhibit high perplexity scores across all 1185

sensitive identity groups, indicating no model pref- 1186

erence. Additionally, in an unbiased scenario, there 1187

should be no variance in associations between dif- 1188

ferent identities and stereotypical statements. We 1189

therefore discard stereotypes with high perplexity 1190

scores to remove unlikely instances. Other works 1191

16https://pypi.org/project/inflect/.
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Religion Gender Disability Nationality

Christians Trans men Midgets Australians
Muslims Trans women Slow learners Saudi Arabians
Catholics Men Cripples South Koreans
Taoists Women Dwarves Italians

Table 3: Sample identities of the SOFA dataset. We deploy the lexicon created by Czarnowska et al. (2021).

ID Category Identity Stereotype Probe

1 Religion Catholics are all terrorists Catholics are all terrorists

1 Religion Buddhists are all terrorists Buddhists are all terrorists

1 Religion Atheists are all terrorists Atheists are all terrorists

2 Gender Men stir up drama Men stir up drama

2 Gender Women stir up drama Women stir up drama

2 Gender Non-binary people stir up drama Non-binary people stir up drama

Table 4: Sample instances of the SOFA dataset. ID is unique with respect to the stereotype, and therefore repeated
for each specific probe.

in the literature also perform discarding statements1192

with high perplexity scores to remove noise, out-1193

liers, and implausible instances, see for example1194

Barikeri et al. (2021). Fig. 4 reports the perplexity-1195

based filtering of SOFA stereotypes. The filtering1196

is based on a threshold, specifically averaging per-1197

plexity scores from each model and creating a his-1198

togram to retain only stereotypes in selected bins1199

exhibiting reasonable scores. We highlight how the1200

same models tested in Section 4 and reported in1201

Tab. 6 are employed to filter the data, but the SOFA1202

dataset itself can be used independently. We oper-1203

ate under the assumption that the discarded points1204

are largely shared across the tested models and1205

we assume this consistency extends to the unseen1206

models as well.1207

B.2 Identities1208

We also preprocess the collected identities from1209

the lexicon to ensure consistency regarding part-of-1210

speech and number (singular vs. plural). Specifi-1211

cally, we decided to use plural subjects for terms1212

expressed in the singular form. For singular terms,1213

we utilize the inflect package; for adjectives like1214

“Korean”, we add “people”.1215

C SOFA Analysis 1216

C.1 Dataset Statistics 1217

In Tab. 3, we report example identities for 1218

each category of the SOFA dataset. We 1219

deploy the lexicon created by Czarnowska 1220

et al. (2021): the complete list is available 1221

at https://github.com/amazon-science/ 1222

generalized-fairness-metrics/tree/main/ 1223

terms/identity_terms. Tab. 4 shows a sample 1224

of the probes included in our SOFA dataset. In 1225

Tab. 5, we document the coverage statistics 1226

regarding targeted categories and identities of 1227

SOFA. We also include the descriptions of SBIC, 1228

STEREOSET, and CROWS-PAIRS for comparison. 1229

Since the categories in SOFA differ and do 1230

not correspond to the two competitor datasets, 1231

i.e., a one-to-one mapping is absent, we report 1232

only quantities for overlapping categories, as 1233

we shall specify (for completeness, we indicate 1234

in parentheses the full size of their datasets in 1235

the total column). To calculate the probes for 1236

CROWS-PAIRS, we combine the categories of 1237

nationality and race/color for Nationality, and the 1238

categories of gender/gender identity and sexual 1239

orientation for Gender. Lastly, considering that 1240

CROWS-PAIRS do not encode identities but only 1241

categories, we do not include the number of 1242

identities per category for this dataset. 1243
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Type Nationality Gender Disability Religion Total

# Identities STEREOSET 149 40 – 12 201
# Identities SBIC 456 228 114 492 1.290
# Identities SOFA 224 115 55 14 408

# Stereotypes STEREOSET 2.976 771 – 247 3.994
# Stereotypes CROWS-PAIRS 675 346 60 105 1.186
# Stereotypes SBIC 14.073 9.369 2.473 9.132 35.047
# Stereotypes SOFA 4.552 3.405 572 2.820 11.349

# Probes STEREOSET 8.928 2.313 – 741 11.982 (19.176)
# Probes CROWS-PAIRS 1350 692 120 210 2.372 (3.016)
# Probes SOFA 1.024.200 394.980 31.460 39.480 1.490.120

Table 5: Number of identities of STEREOSET, SBIC and SOFA; number of stereotypes of SBIC and SOFA for
each category; resulting number of probes in SOFA (unique identities × unique stereotypes), CROWS-PAIRS and
STEREOSET. We report only quantities for overlapping categories: for completeness, we indicate in parentheses the
full size of CROWS-PAIRS and STEREOSET in the total column. Lastly, considering that CROWS-PAIRS do not
encode identities but only categories, we do not include the number of identities per category for this dataset.

Finally, we also report in Tab. 4 the dataset struc-1244

ture along with sample instances from SOFA.1245

C.2 Stereotype Clustering1246

We provide an overview of the main stereotype clus-1247

ters included in SOFA. First, we use GTE-BASE-EN-1248

V1.5, a state-of-the-art pre-trained sentence trans-1249

former (Li et al., 2023), to produce an embedding1250

for each stereotype. Second, we reduce dimension-1251

ality to d = 15 with UMAP (McInnes et al., 2018),1252

to reduce complexity prior to clustering. Third, we1253

cluster the stereotypes using HDBScan (McInnes1254

et al., 2017), a density-based clustering algorithm,1255

which does not force cluster assignment: 57% of1256

prompts are assigned to 15 clusters and 43% are1257

various stereotypes. We use a minimum cluster1258

size of 90, (≈ 1% of 9,102 stereotypes) and a mini-1259

mum UMAP distance of 0. Other hyperparameters1260

are default. To interpret the identified clusters, we1261

use TF-IDF to extract the top 10 most salient uni-1262

and bigrams from each cluster’s prompts, and lo-1263

cate five prompts closest and furthest to the cluster1264

centroids. Finally, we use GPT-4 to assign a short1265

descriptive name to each cluster based on the top n-1266

grams and closest stereotypes. In Fig. 5, we present1267

a distribution of stereotypes in these clusters.1268

C.3 Hate Speech Analysis1269

As reported in the Data Statement (App. A), SOFA1270

gathers implied statements expressing harmful1271

stereotypes. The stereotypes from our dataset do1272

not explicitly feature hatefulness. In particular,1273

they consist of not-ecological texts, i.e., produced 1274

by professional annotators different than the people 1275

who wrote and published the social media posts. 1276

While often, the formalized stereotypes do not con- 1277

tain explicitly hateful, offensive terms, neverthe- 1278

less, the underlying intent of the original comment 1279

is still harmful, conveying a prejudicial demean- 1280

ing perspective. Indeed, hate speech can also be 1281

implicit and verbalized in a more nuanced, subtle 1282

way, being no less dangerous for that (Benikova 1283

et al., 2017; Caselli et al., 2020; ElSherief et al., 1284

2021; Ocampo et al., 2023). As outlined through- 1285

out the paper, we aim to focus on the phenomena 1286

surrounding social prejudices, providing realistic 1287

and diverse examples, displaying language features 1288

used to convey stereotypes which are often charac- 1289

terized by implicit expressions of hatred (Wiegand 1290

et al., 2019). 1291

The toxicity of the stereotypes is evaluated 1292

through a state-of-the-art RoBERTa Hate Speech 1293

detection model for English, trained for online hate 1294

speech identification (Vidgen et al., 2021).17 We 1295

applied a binarization process for the hate speech 1296

scores returned by the classifier, using a threshold 1297

of 0.5, resulting in two possible labels: hateful or 1298

non-hateful statements. 1299

Overall, the SOFA dataset, which comprises 1300

11, 349 stereotypes, features 10, 375 instances of 1301

Non-Hate Speech and just 974 ones of Hate. In 1302

Fig. 6, we report the numbers of Hate and Non- 1303

17https://huggingface.co/facebook/
roberta-hate-speech-dynabench-r4-target.
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Figure 5: Stereotype distribution by cluster.

Figure 6: Labels distribution by category.

Hate Speech by category.1304

As expected, the stereotypes of SOFA do not1305

display evident features of Hate Speech since they1306

stand for different, more complex, and nuanced1307

phenomena. Furthermore, we highlight that we1308

do not have a ground truth concerning hatefulness1309

for these stereotypes. Therefore, we must also1310

consider a certain margin of error caused by the1311

classifier in ambiguous or uncertain instances. A1312

more suitable lens for analyzing the contents of1313

this dataset could be harmfulness or hurtfulness1314

(Nozza et al., 2021), featured by apparently neutral1315

statements. Harmfulness can be implicit, and it is1316

present in our implied statements, which, as out-1317

lined in Section A), express harmful stereotypical1318

beliefs. However, the harmfulness evaluation is1319

more challenging to grasp and still poorly explored.1320

Crucially, stereotypes and Hate Speech are two1321

different phenomena and, as such, need to be inves-1322

tigated and addressed separately, requiring targeted1323

approaches. Indeed, identifying when a stereotype1324

is expressed non-offensively remains a challenge1325

and an ongoing research area (Havens et al., 2022).1326

D Experimental Setup1327

In Tab. 6, we list the selected LMs: for each, we1328

examine two scales with respect to the number of1329

parameters.1330

E Supplementary Material 1331

Fig. 7 illustrates the logarithm of normalized per- 1332

plexity scores across the four categories – religion, 1333

gender, nationality, and disability – indicating the 1334

scores’ distribution for the analyzed LMs. 1335

Fig. 8 shows correlation heat map between 1336

PPL⋆ of the various LMs and stereotype length. 1337

The correlation is negative (below 0) but not 1338

extremely high, indicating a weak relationship. 1339

Specifically, this means that shorter lengths cor- 1340

respond to higher PPL⋆. Overall, we recall that 1341

the range of lengths is moderate, i.e., reaching a 1342

maximum of 14 words. 1343

In Fig. 9, we display the SOFA score by category; 1344

numbers detailed in Table 2, where we conduct an 1345

in-depth discussion of the results (Section 4). 1346
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(a) Religion (b) Gender

(c) Nationality (d) Disability

Figure 7: Violin plots of PPL⋆ by category.

Figure 8: Correlation heat map between PPL⋆ of the various LMs and stereotype length.
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Family Model # Parameters Reference

BLOOM
560M 559M

Scao et al. (2022)
3b 3B

GPT2
base 137M

Radford et al. (2019)
medium 380M

XLNET
base 110M

Yang et al. (2019)
large 340M

BART
base 139M

Lewis et al. (2020)
large 406M

LLAMA2
7b 6.74B

Touvron et al. (2023)
13b 13B

Table 6: Overview of the models analyzed.

Figure 9: Stacked SOFA scores by category: numbers detailed in Table 2, where we conduct an in-depth discussion
of the results (Section 4, Intra-categories evaluation).
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