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Abstract

Incremental learning is a machine learning ap-
proach that involves training a model on a se-
quence of tasks, rather than all tasks at once.
This ability to learn incrementally from a stream
of tasks is crucial for many real-world applica-
tions. However, incremental learning is a chal-
lenging problem on graph-structured data, as
many graph-related problems involve prediction
tasks for each individual node, known as Node-
wise Graph Incremental Learning (NGIL). This
introduces non-independent and non-identically
distributed characteristics in the sample data gen-
eration process, making it difficult to maintain
the performance of the model as new tasks are
added. In this paper, we focus on the inductive
NGIL problem, which accounts for the evolution
of graph structure (structural shift) induced by
emerging tasks. We provide a formal formulation
and analysis of the problem, and propose a novel
regularization-based technique called Structural-
Shift-Risk-Mitigation (SSRM) to mitigate the im-
pact of the structural shift on catastrophic forget-
ting of the inductive NGIL problem. We show
that the structural shift can lead to a shift in the in-
put distribution for the existing tasks, and further
lead to an increased risk of catastrophic forget-
ting. Through comprehensive empirical studies
with several benchmark datasets, we demonstrate
that our proposed method, Structural-Shift-Risk-
Mitigation (SSRM), is flexible and easy to adapt
to improve the performance of state-of-the-art
GNN incremental learning frameworks in the in-
ductive setting.
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1. Introduction

Humans are capable of acquiring new information continu-
ously while retaining previously obtained knowledge. This
seemingly natural capability, however, is difficult but im-
portant for deep neural networks (DNNs) to acquire (Wu
et al., 2021). Incremental learning, also known as contin-
ual learning or life-long learning, studies machine learning
approaches that allow a model to continuously acquire new
knowledge while retaining previously obtained knowledge.
This is important because it allows the model to adapt to
new information without forgetting past knowledge. In
the general formulation of incremental learning, a stream
of tasks arrive sequentially and the model goes through
rounds of training sessions to accumulate knowledge for
a particular objective (such as classification). The goal is
to find a learning algorithm that can incrementally update
the model’s parameters based on the new task without suf-
fering from catastrophic forgetting (Delange et al., 2021),
which refers to the inability to retain previously learned
information when learning new tasks. Incremental learning
is crucial for the practicality of machine learning systems
as it allows the model to adapt to new information without
the need for frequent retraining, which can be costly.

While incremental learning has been extensively studied for
Euclidean data (such as images and text) (Biesialska et al.,
2020; Pfiilb & Gepperth, 2019), there has been relatively
little research on incremental learning for graph-structured
data (Zhang et al., 2022). Graphs are often generated contin-
uously in real-life scenarios, making them an ideal applica-
tion for incremental learning. For example, in a citation net-
work, new papers and their associated citations may emerge,
and a document classifier needs to continuously adapt its
parameters to distinguish the documents of newly emerged
research fields (Zhou & Cao, 2021). In social networks, the
distributions of users’ friendships and activities depend on
when and where the networks are collected (Gama et al.,
2014). In financial networks, the payment flows between
transactions and the appearance of illicit transactions have
strong correlations with external contextual factors such as
time and market (Zliobaite, 2010). Therefore, it is impor-
tant to develop Graph Incremental Learning (GIL) meth-
ods that can handle new tasks over newly emerged graph
data while maintaining model performance, particularly for
highly dynamic systems such as citation networks, online
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social networks, and financial networks. Graph neural net-
works (GNN5s) are popular and effective tools for modelling
graph and relational data structures (Wu et al., 2020), while
the ability to incrementally learn from data streams is needed
for building practical GNN-driven systems.

One of the major challenges in incremental learning on
graph-structured data lies in the prediction of individual
nodes, known as Node-wise GIL (NGIL). This type of
problem introduces non-independent and non-identically
distributed characteristics in the sample data generation pro-
cess, making it difficult to maintain the performance of the
model as new tasks are added. Existing research on NGIL
has primarily focused on a transductive setting, where the
graph structures among tasks are assumed to be indepen-
dent (Zhou & Cao, 2021; Liu et al., 2021). However, in
many real-life scenarios, such as the examples above, it
is inevitable that the emerging graph associated with the
new task would expand on the existing graph, thereby alter-
ing the structural information of the existing vertices, i.e.,
structural shift. As the structural information of the graph
is a crucial input for GNNSs, an evolving graph structure
can greatly affect the model’s prediction and generalization
abilities. This is referred to as the inductive NGIL prob-
lem. Fig. 1 provides a graphical illustration of the difference
between transductive and inductive NGIL. To advance the
practicality of the NGIL framework, it is important to study
this inductive setting. However, currently, there is a lack of
a clear problem formulation and theoretical understanding
of the problem, making it challenging to develop effective
solutions for inductive NGIL.

In this paper, we delve into the complex inductive NGIL
problem. We carefully formulate and rigorously analyze
this problem, and propose a novel regularization-based tech-
nique to effectively mitigate the impact of the structural
shift on catastrophic forgetting (as measured by retention of
model performance in previous tasks) of the inductive NGIL
problem. Our contributions are summarized as follows.

* We present a mathematical formulation of the inductive
NGIL problem that quantifies the effect of changes in
the graph structure on the model’s ability to generalize to
previously seen tasks/vertices. This formulation provides
a clear and detailed understanding of the problem and is
essential for designing and evaluating effective solutions.

* We conduct a formal analysis of the impact of the struc-
tural shift on catastrophic forgetting of the inductive NGIL
problem. We show that structural shift can lead to a shift in
the input distribution for existing tasks (Proposition 4.1),
and we derive a bound on catastrophic forgetting that
indicates that the risk of forgetting is positively related
to the extent of structural shift present in the inductive
setting (Theorem 4.3). This sheds insight into developing
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Figure 1. An illustration of the difference between transductive
and inductive NGIL. 77 and 7> are two consecutive tasks. In the
transductive setting, the 1-hop ego graph of the vertex with a red
circle would remain the same, while in the inductive setting, the
graph may change as new tasks are introduced and the overall
graph structure evolves.

algorithms for inductive NGIL.

* Based on the analysis, we propose a novel regulariza-
tion method utilizing the divergence minimization princi-
ple, which encourages the model to converge to a latent
space where the difference of the distribution induced
by the structural shift is minimised. We show that such
an approach can reduce the risk of catastrophic forget-
ting (Thereom 5.1), and we term our proposed method as
Structural-Shift-Risk-Mitigation (SSRM). SSRM is easy
to implement and can be easily adapted to existing GNN
incremental learning frameworks to boost their perfor-
mance in the inductive setting.

* We validate the predicted effect of structural shift on catas-
trophic forgetting and the effectiveness of our proposed
SSRM method through comprehensive empirical studies.
Our results show that SSRM can consistently improve
the performance of state-of-the-art incremental learning
frameworks on the inductive NGIL problem.

2. Related Work

2.1. Incremental Learning

Incremental learning, also known as continual or lifelong
learning, has gained increasing attention in recent years and
has been extensively explored on Euclidean data. We refer
readers to the surveys (Delange et al., 2021; Parisi et al.,
2019; Biesialska et al., 2020) for a more comprehensive re-
view of these works. The primary challenge of incremental
learning is to address the catastrophic forgetting problem,
which refers to the drastic degradation in a model’s perfor-
mance on previous tasks after being trained on new tasks.



Towards Robust Graph Incremental Learning on Evolving Graphs

Existing approaches for addressing this problem can be
broadly categorized into three types: regularization-based
methods, experience-replay-based methods, and parameter-
isolation-based methods. Regularization-based methods
aim to maintain the model’s performance on previous tasks
by penalizing large changes in the model parameters (Jung
et al., 2016; Li & Hoiem, 2017; Kirkpatrick et al., 2017;
Farajtabar et al., 2020; Saha et al., 2021). Parameter-
isolation-based methods prevent drastic changes to the pa-
rameters that are important for previous tasks by continually
introducing new parameters for new tasks (Rusu et al.,
2016; Yoon et al., 2017; 2019; Wortsman et al., 2020; Wu
et al., 2019). Experience-replay-based methods select a set
of representative data from previous tasks, which are used
to retrain the model with the new task data to prevent forget-
ting (Lopez-Paz & Ranzato, 2017; Shin et al., 2017; Aljundi
et al., 2019; Caccia et al., 2020; Chrysakis & Moens, 2020;
Knoblauch et al., 2020).

Our proposed method, SSRM, is a novel regularization-
based technique that addresses the unique challenge of the
structural shift in the inductive NGIL. Unlike existing regu-
larization methods, which focus on minimizing the effect of
updates from new tasks, SSRM aims to minimize the impact
of the structural shift on the generalization of the model on
the existing tasks by finding a latent space where the im-
pact of the structural shift is minimized. This is achieved
by minimizing the distance between the representations of
vertices in the previous and current graph structures through
the inclusion of a structural shift mitigation term in the learn-
ing objective. It is important to note that SSRM should not
be used as a standalone method to overcome catastrophic
forgetting but should be used as an additional regularizer to
improve performance when there is a structural shift.

2.2. Graph Incremental Learning

Recently, there has been a surge of interest in GIL due to its
practical significance in various applications (Wang et al.,
2022; Xu et al., 2020; Daruna et al., 2021; Kou et al., 2020;
Ahrabian et al., 2021; Cai et al., 2022; Wang et al., 2020a;
Liu et al., 2021; Zhang et al., 2021; Zhou & Cao, 2021;
Carta et al., 2021; Zhang et al., 2022; Kim et al., 2022; Tan
et al., 2022). However, most existing works in NGIL focus
on a transductive setting, where the entire graph structure
is known before performing the task or where the inter-
connection between different tasks is ignored. In contrast,
the inductive NGIL problem, where the graph structure
evolves as new tasks are introduced, is less explored and
lacks a clear problem formulation and theoretical under-
standing. There is currently a gap in understanding the
inductive NGIL problem, which our work aims to address.
In this paper, we highlight the importance of addressing
the structural shift and propose a novel regularization-based
technique, SSRM, to mitigate the impact of the structural

shift on the inductive NGIL problem. Our work lays down
a solid foundation for future research in this area.

Finally, it is important to note that there is another area of
research known as dynamic graph learning (Galke et al.,
2021; Wang et al., 2020b; Han et al., 2020; Yu et al., 2018;
Nguyen et al., 2018; Ma et al., 2020; Feng et al., 2020;
Bielak et al., 2022), which focuses on enabling GNNs to
capture the changing graph structures. The goal of dynamic
graph learning is to capture the temporal dynamics of the
graph into the representation vectors, while having access
to all previous information. In contrast, GIL addresses the
problem of catastrophic forgetting, in which the model’s
performance on previous tasks degrades after learning new
tasks. For evaluation, a dynamic graph learning algorithm
is only tested on the latest data, while GIL models are also
evaluated on past data. Therefore, dynamic graph learn-
ing and GIL are two independent research directions with
different focuses and should be considered separately.

3. Preliminary and Problem Formulation

In this section, we present the preliminary and formulation
of the inductive NGIL problem. We use bold letters to de-
note random variables, while the corresponding realizations
are represented with thin letters.

We assume the existence of a stream of training tasks
T1, 72, ..., Tm, characterized by observed vertex batches
Vi, Vs, ..., V,, that are drawn from an unknown undirected
graph G. Each vertex v is associated with a node feature
z, and a target label y,. The observed graph structure at
training task 7; is induced by the accumulative vertices and
givenby G, = G [U;.:1 Vj]. In this setting, the graph struc-
ture is evolving as the learning progresses through different
training tasks. Fig. 2 provides a graphical illustration.

To accommodate the nature of node-level learning tasks,
in which the information used for inference is aggregated
within the k-hop neighborhood of a node, we adopt a local
view in the learning problem formulation. We define Ny, (v)
as the k-hop neighborhood of vertex v, and the nodes in
N (v) form an ego-graph G, which consists of a (local)
node feature matrix X, = {z,|u € Ni(v)} and a (local)
adjacency matrix A, = {ayw|u,w € Ng(v)}. We use
G, as a random variable of the ego-graph for the target
vertex v, whose realization is G, = (A,, X,). Let Gy =
{Gy|v € V} denote the set of ego graphs associated with
vertex set V. Under this formulation, the ego-graph G,, can
be viewed as the Markov blanket (containing all necessary
information for the prediction problem) for the root vertex
v. Therefore, we can see the prediction problem associated
with data {(G, Y ) }vey; from training session 7; as drawn
from an empirical joint distribution P(y+, G,|V;).

Let H denote the hypothesis space and f € H be a classifier
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with §, = f(G,) and L(.,.) — R be a given loss function.
We use RS (y0,G.|v) (f) to denote the generalization risk of
the classifier f with respect to £ and P(y,, G,|V), and it
is defined as follows:

Rzﬁv(yv,cvw)(f) =Epy,,cov)[L(f(Gy),y)]. (1)

Catastrophic Forgetting Risk. With the formulation above,
the catastrophic forgetting risk (CFR) of a classifier f after
being trained on 7, can be characterized by the retention
of performance on previous vertices, given by:

CFR(f) := ng(y,u,(}u|V17...,Vm,1)(f) 2)

which translates to the retention of performance of the clas-
sifier f from 7, on the previous tasks 77, ..., Tr—1-

4. Structural Shift and Catastrophic
Forgetting

In this section, we present our main results on the connection
between the structural shift of the evolving graph structure
and the catastrophic forgetting risk of the NGIL problem.
We start by showing how the evolving graph structure can
lead to a distributional shift in the underlying learning prob-
lem. We then derive a bound for catastrophic forgetting risk
with respect to structural shift.

4.1. Structural Shift

To illustrate the phenomenon of structural shift more con-
cretely in NGIL, we consider a graph generation process
with two communities (i.e., types of vertices): community 1
and community 2. The feature vectors x,, of vertices u in
community 1 are drawn from a distribution N, and those
of vertices in community 2 are drawn from another distri-
bution Ny, where Ey, [z,] # En,[2,]. The connectivity
probability for vertices of the same community is denoted as
Pin, and the connectivity probability for vertices of different
communities is denoted as p,,;. Note the setting above is an
instance of the commonly used graph generation model for
node classification tasks, i.e., Contextual Stochastic Block
Model (CSBM) (Deshpande et al., 2018).

Consider an incremental learning setting consisting of two
training tasks 77, 72 and associated observed vertex batches
V1, Va. We define C; (V') — IN to be a function that counts
the number of vertices in community 1 for a given ver-
tex batch, and function C5(V') — IN is defined similarly.
Consider a mean aggregation function that averages the
node features of the 1-hop neighbors, i.e., mean-agg(v) =

1

N1 (0)] ZuENl(U) Ly-

Proposition 4.1 (Imbalanced Observation). If Cl(“fg #*
+

Ca (V1
gﬁ%% then we have that E[mean-agg(v)|Gr;]

E[mean-agg(v)|Gr,], Vv € V4.

The proof of Proposition 4.1 can be found in Appendix A.
Proposition 4.1 indicates that if the ratio between the number
of vertices from the two communities is different, then the
appearance of 75 would alter the expected input of vertices
from 77 in the new graph. Proposition 4.1 highlights the fact
that while the underlying mechanism for generating features
and connectivity may remain the same across tasks, imbal-
anced observations can still cause a shift in the input dis-
tribution of ego graphs. Furthermore, as the graph evolves,
changes in observed properties such as node features and
connectivity can also alter the properties of ego graphs of
existing vertices, resulting in distributional differences be-
tween tasks. This dependency between the input distribution
(ego graphs) of vertices V; and the observed graph structure
G7, of the training session 7}, i.e. P(G,|V;, Gr;), poses a
unique risk of catastrophic forgetting for the model. Not
only must the model retain information for existing data, but
it must also continually adapt to changing input distributions
of existing data as the graph evolves.

In this paper, we focus on the effect of structural shift
on catastrophic forgetting and assume that the labelling
rule is the same for vertices in different sessions, i.e.,
P(y|G,,T;) = P(y|Gw,T;), Vi, j. In addition, we gauge
our analysis toward the case of two training tasks, re-
ferred to as the NGIL-2 problem. The NGIL-2 problem
is characterized by three distributions: P(y, G,|V1,G7,),
P(y,Gy|V1,G7), and P(y, G,|Va,G7,), which are the
distributions of V; in graphs G7; and G7;, and the empirical
distribution of V4 in graph Gr,. The analysis can be easily
extended to multiple training tasks by recursively applying
the analysis and treating consecutive tasks as a joint task.

4.2. Structural Shift on Catastrophic Forgetting Risk

Definition 4.2 (Maximum Mean Discrepancy). Let F be a
reproducing kernel Hilbert space (RKHS) with kernel X and
norm ||| =. Then the Maximum Mean Discrepancy (MMD)
between distribution P; and P; is defined as:

dvnp (Pr, P2) == sup  Ep [f(2)] — Ep,[f(2)]

fer:fllz<1

MMD is a distance metric between distributions that lever-
ages kernel embedding and has been commonly used to
quantify the difference between two distributions (Gretton
et al., 2012). MMD admits efficient estimation, as well as
fast convergence properties, which are of chief importance
in our analysis and the proposed method.

In this paper, we use MMD distance to characterize the
effect of the emerging vertex batch on the input distribution
of the previous vertex batch. As discussed in subsection 4.1,
if the structural shift between the vertex batches is large,
the appearance of the new vertex batch will significantly
change the input distribution of the previous vertex batch,
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Figure 2. Ilustration of the Progression in Inductive NGIL. Each task ¢ results in an update to the model’s parameters from 6;_; to 6;
using data from the new task. As new vertex batches associated with each task are introduced, the graph structure changes, potentially
altering the input distribution of existing vertices through changes in their ego graphs.

leading to a larger MMD distance. Next, we use MMD to
formalize the relation between catastrophic forgetting risk
and structural shift.

Theorem 4.3 (CFR Bound). Let H = {f € Fx
Ifll= < 1} where Fi is a RKHS with its associated
kernel K. Let P(y,G,|V1,G7,), P(y,Gu|V1,G7,) and
P(y,Gy|Va,G1;) be the three distributions that charac-
terize a NGIL-2 problem. Then for a given loss function
L9(a,b) of the form |a — bl , for every h € H, we have

CFR(h) < Rzﬁazy,c;vwz,ga)(h)
+ 2 % dyvp (P(Go| V1, G717 ), P(Go| Vi, G73))
Structural Shift
+ dvnip (P(Go| V1, G73), P(Go|Va, G73)) +A,

Structural Shift

where

q

_ . L: Lq
A= min RP(y,Gv\Vl,QTz)(h) + RP(y,GUWQ,QTQ)(h)-

The proof of Theorem 4.3 can be found in Appendix B.
Theorem 4.3 provides a formal bound on the catas-
trophic forgetting risk (as measured by the retention
of performance on the previous task) in inductive
NGIL. The first term Rf,q(y,Gv‘V%gTz)(h) represents
the model’s performance on the newest task. The
second term, dymp(P(Gy|Vi,67), P(Gy|Vi,67)).
captures the structural shift induced by the emer-
gence of the new task, while the third term,

dynp (P(Go V1, G7,), P(Gy|Va,Gr,)),  captures  the
structural shift induced by the difference between the
new and old tasks. This theorem formalizes the effect of
structural shift on the catastrophic forgetting risk in NGIL
and can be used to analyze and develop NGIL frameworks.

5. Structural Shift Risk Mitigation

As shown in the previous section, structural shift plays a
significant role in causing catastrophic forgetting risks in
NGIL problems. In order to mitigate this issue, we propose
a method based on divergence minimization. This involves
encouraging the model to converge to a latent space that is
invariant to the distributional shift caused by the evolving
graph structure. To achieve this, we modify the learning
objective to minimize the distance between the representa-
tion of the vertices in the previous graph structure and the
new graph structure. This is done through the inclusion of
terms that capture the distance between the representations
of vertices in different sessions and regularize the model.

Here, we consider a GNN as the backbone for incremental
learning, where the GNN serves as an embedding function
that combines the graph structure and node features to learn
a representation vector for each node. This representation is
then passed to a task-specific decoder function for predic-
tion. Formally, let Z be the embedding space for the learned
representation of vertices, and H, represent the hypothe-
sis space of the embedding functions defined by the given
GNN model with varying parameters. Let g : G, — Z be



Towards Robust Graph Incremental Learning on Evolving Graphs

a specific instance of a GNN model within the hypothesis
space, that maps a vertex v € ) to a representation vector
%, in the embedding space Z. Similarly, let H ; denote the
hypothesis space of prediction functions, and f : Z — v,
be a specific instance of a prediction function that maps an
embedding vector z, to a label y,, in the label set. Then, an
NGIL framework with GNN as the backbone and the afore-
mentioned principle is equivalent to the following learning
objective:
min
gEHy, fEH

o- Z dninvip (P

L(f(9(Gv.)),yv;) +

Training Loss

9(Gv)I97 1), P(9(Gv;)I97:))

3

Structural Shift Mitigation
+ B+ dvmp (P(9(Gv,)|97,_, ), P(9(Gv;)

Structural Shift Mitigation

)

where L(f(g(Gv;)), yv,) is the training loss for measur-
ing the prediction performance of the given model on the
newest task, and «, 8 are the hyper-parameter that control
the regularization effect. The second and third term cap-
tures the distance between the representations of vertices
in the previous and current graph structures and serves to
encourage the model to converge to a latent space that is
invariant to the distributional shift caused by the evolving
graph structure. We term equation 3 as structural shift risk
mitigation, SSRM.

Theorem 5.1 (Induced CFR Bound). Let g be a given GNN
model that maps vertices to the embedding space. Then for
a given loss function L%(a, b) of the form |a — b|? and every
prediction function f € Hy, we have that

CFR(flg) < Rzg(y,g(cv)|v2,g72)(f|9)

+ 2 dvnp (P(9(Go) V1, G77), P(9(G
+ dyivp (P(9(Go) Vi, 673 )

)[V1,07))

where CFR(f|g) is the catastrophic forgetting bound given
a fixed GNN g and

N = R%
flg%lf Py,

o(@1VaGry) () + By (G )1 Vagry) (F)
The proof of Theorem 5.1 can be found in Appendix C.
Theorem 5.1 can be interpreted in a similar way as Theo-
rem 4.3. However, instead of operating on the input space,
Theorem 5.1 operates on the latent space learned by the
GNN model. The theorem suggests that by encouraging the
GNN model to converge to a latent space that reduces the
distance induced by structural shift, we can decrease the risk
of catastrophic forgetting of the prediction function. This
validates our proposed method as given in equation 3.

P(9(Go)|V2,G73)) + X',

In practice, we can estimate MMD by comparing the square
distance between the empirical kernel mean embedding, as
shown in equation 4.

ny ni
Bpp (X, Y) =2 ZZIC i, ;)
ng N2 ' na N1 (4)
+— ZZK Yi ;) )
255

where n1, no represent the number of samples from the two
distributions X, Y, respectively, and K is the chosen kernel
function. In our experiment, we use the Gaussian kernel (Dz-
iugaite et al., 2015) with K(z,y) = >, e lle=vll2
(a; = 1,0.1, 0 01). The overall procedure and graphical
111ustrat10n of our proposed method can be found in Ap-
pendix D.

6. Experiment

In this section, we present the experimental results of our
proposed method, SSRM, on several NGIL benchmark
datasets. We first describe the datasets and experimental
set-up, followed by the results and analysis of our proposed
method when being applied to the state-of-the-art incre-
mental learning methods in inductive NGIL. Due to space
limitations, we provide a more comprehensive description
of the datasets, experiment set-up and additional results in
Appendix E and F.

Table 1. Incremental learning settings for each dataset.

Datasets ‘ OGB-Arxiv Reddit CoraFull
# vertices 169,343 227,853 19,793
# edges 1,166,243 114,615,892 130,622
# class 40 40 70
# tasks 20 20 35
# vertices / # task 8,467 11,393 660
# edges / # task 58,312 5,730,794 4,354

Datasets and Experimental Set-up. We evaluate our pro-
posed method, SSRM, on OGB-Arxiv (Hu et al., 2020),
Reddit (Hamilton et al., 2017), and CoraFull (Bojchevski
& Gilinnemann, 2017). The experimental set-up follows the
widely adopted task-incremental-learning (task-IL) (Zhang
et al., 2022), where a k-class classification task is extracted
from the dataset for each training session. For example, in
OGB-ATrxiv dataset, which has 40 classes, we divide them
into 20 tasks: Task 1 is a 2-class classification task between
classes 0 and 1, task 2 is between classes 2 and 3, and so on.
In each task, the system only has access to the graph induced
by the vertices at the current and earlier learning stages, fol-
lowing the formulation in Sec. 3. A brief description of
the datasets, and how they are divided into different node
classification tasks is given in Table 1. We adopt the im-
plementation from the GIL recent benchmark (Zhang et al.,
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Figure 3. Learning Dynamics of Bare Model on Arxiv in Trans-
ductive and Inductive Settings. (a) captures the change of model
performance of task 1 when transitioning into task 2 in the in-
ductive and transductive settings. (b) and (c) are the complete
performance matrix (z, y-axis are the ¢, j in r; ; correspondingly)
of Bare model in the inductive and transductive settings.

2022) for creating the task-IL setting and closely follow
their set-up (such as the train/valid/test set split).

Incremental Learning Frameworks. In our experiments,
we evaluate the effectiveness of our proposed method on two
state-of-art NGIL frameworks, Experience Replay GNN
(ER-GNN) (Liu et al., 2021) and Topology-ware Weight
Preserving (TWP) (Zhou & Cao, 2021). ER-GNN stores
a small set of representative nodes and replays them with
new tasks, while TWP penalizes the update of model pa-
rameters to preserve the topological information of previous
graphs. Additionally, we also include Gradient Episodic
Memory (GEM) as a state-of-the-art incremental learning
framework from the DNN field. GEM operates in a similar
fashion as ER-GNN, but with a different strategy for se-
lecting representative data. In addition to these incremental
learning frameworks, we also include two natural baselines
for NGIL: the Bare model and Joint Training. The Bare
model denotes the backbone GNN without any continual
learning techniques, serving as the lower bound on contin-
ual learning performance. On the other hand, Joint Training
trains the backbone GNN on all tasks simultaneously, re-
sulting in no forgetting problems and serving as the upper
bound for continual learning performance.
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Figure 4. Learning Dynamic of ER-GNN on Arxiv w/w.o. SSRM.
(a) and (b) are the complete performance matrix (x, y-axis are ¢, j
in r; ; correspondingly) of ER-GNN on Arxiv w./w.0. SSRM. (c)
is the learning curve of the two settings illustrating that SSRM
leads to a higher APS for each task.

Evaluation Metric. Letr; ; denote the performance (e.g.,
accuracy) on task j after the model has been trained over a
sequence of tasks from 1 to 7. Then, the forgetting of task
7 after being trained over a sequence of tasks from 1 to ¢ is
measured by 7; ; — r; ;. To better understand the dynamics
of the overall performance while learning about the task
sequence, we are interested in the average performance

sequence (APS) := {%\2 =1,...,m} and the average
Siri

forgetting sequence (AFS) := { =1, ..., m —

1}. We use the final average performance (FAP) := %
and the final average forgetting (FAF) := W to

measure the overall effectiveness of an NGIL framework.

6.1. Results

Difference in Transductive and Inductive. We first show
the difference in task-IL between a transductive setting and
an inductive setting. We do so by comparing the learning
dynamic (change of r; ; for different %, j) of the Bare model.
The result of the Arxiv dataset is illustrated in Fig. 3. In
Fig. 3(a), T and T5 on the x-axis denote the first and the
second tasks (training sessions), respectively, and 75— rep-
resents the state when Task 2 has arrived but the model has
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Table 2. Performance comparison of existing NGIL frameworks w/w.o. SSRM (1 higher means better). Results are averaged among five
trials. We use a = 0.1, 5 = 0.5 for SSRM. Bold letter with * indicates that the entry admits an improvement with SSRM.

Dataset Arixv-CL CoraFull-CL Reddit-CL
Performance Metric | FAP (%) 1 FAF (%) 1 | FAP (%)t FAF (%)t | FAP(%)1T FAF (%) 1
Bare model 559+12 -3344+£23| 582+36 -33.7+33| 68.6+48 -239+57
Joint Training 92.5+0.6 N.A. 944 +04 N.A. 983+ 1.2 N.A.
GEM 76.6+13 -41+£14 |886=+11 -38+07 | 788x+75 -17.7£5.6
GEM-SSRM 80.4* +1.7 -3.1*+1.1[91.8*+1.2 -38+0.8 [81.5*+ 1.5 -15.2*+ 14
ER-GNN 86.5+05 -107+06|93.7+£1.0 -38+04 | 951+33 -19.£03
ER-GNN-SSRM | 91.2* £0.7 -87*+0.7 |943*+08 -40£19 |97.5* £04 -1.8*+£0.2
TWP 86.6t09 -56+08 | 88.1+£09 -424+09 |83+12 -82£13
TWP-SSRM 88.5* £ 0.8 -72+£09 |90.2* +0.7 -3.5%*+0.5]925*+1.7 -71*+£1.6
do experience a slight FAF drop after applying SSRM. The
B 0:0.01 a:0.5 s 3:0.01 B:0.5 . .
€01 = ad g0 mmm B reason is that SSRM simultaneously allows for a better for-
100 4 . |10 ., ward transfer (transferring information from existing tasks
! ; i to new tasks) and hence leads to higher performance for
. . ‘ each new task (i.e., larger r; ; for each task i), as illustrated
801 | 80 1 in the performance matrices and learning curve in Fig. 4.
6.2. Ablation Study

reddit arxiv  corafull reddit

arxiv  corafull

(a) Varying o with 8 =0 (b) Varying g witha = 0
Figure 5. Parameter sensitivity of SSRM. x-axis are the different
datasets and the y-axis is FAP. The results are average of five trials.
(a) captures the model performance (FAP) when varying a with
B = 0. (b) captures the model performance (FAP) when varying
B with @« = 0. « and f are the two hyperparameters used in
equation 3 to control the regularization effect.

not been trained on Task 2 data yet. As shown in the figure,
in the case of an evolving graph (inductive), the model per-
formance on Task 1 experiences two drops when entering
stage 2: when vertices of Task 2 are added to the graph
(structural shift) and when the model is trained on Task
2’s data. The bottom half of Fig. 3 is the complete perfor-
mance matrix (with r; ; as entries) for the two settings. The
colour density difference of the two performance matrices
illustrates that the existing tasks suffer more catastrophic
forgetting in the inductive setting as more tasks arrive.

Effectiveness of SSRM. In Table 2, we show the FAP
and FAF of each method after learning the entire task se-
quence. On average, the Bare model without any continual
learning technique performs the worst, and Joint training
performs the best. FAF is inapplicable to joint-trained mod-
els because they do not follow the continual learning setting
and are simultaneously trained on all tasks. In terms of FAP,
methods with SSRM consistently admit an improvement
with a significant margin. On the other hand, some methods

In SSRM, there are two main hyperparameters: « and 3
(see equation 3 for more details). In Fig. 5, the performance
of SSRM with different « and 3 in [0, 1] is reported. The
results show that the model performance is blunt to the
change of 5 when a@ = 0. On the other hand, if « is too
large, the representations learnt by the GNN lose expressive
power over different tasks and hence the performance would
decrease.

7. Conclusion and Discussion

This paper presents a mathematical formulation of the induc-
tive NGIL problem and provides a comprehensive analysis
of the catastrophic forgetting problem in this setting. Based
on the analysis, we propose a novel method, SSRM, that
addresses the problem of the structural shift in inductive
NGIL by minimizing the divergence between the represen-
tations of vertices in different tasks and graphs. Our method
is simple to implement and can be integrated with existing
incremental learning frameworks. Empirical evaluations on
benchmark datasets for NGIL show that our method signifi-
cantly improves the performance of state-of-the-art NGIL
frameworks in the inductive setting.

This research opens up new opportunities for addressing the
catastrophic forgetting problem in NGIL and we hope it lays
down a solid foundation for further research in the area. The
current formulation assumes a clear task boundary. In future
work, one working direction is to extend our analysis and
apply SSRM to other GIL settings such as link prediction in
dynamic graphs where there is no clear task boundary.
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A. Appendix: Proof for Proposition 4.1

Proof. First recall that we are considering an incremental learning setting consisting of two training tasks 77, 72 and
associated observed vertex batches V7, Vo. We define C1 (V') — IN to be a function that counts the number of vertices in
community 1 for a given vertex batch, and similarly defined for Co(V') — IN. Consider a mean aggregation function that

averages the node features of the 1-hop neighbors, i.e., mean-agg(v) = m 2 ueN, (v) Tu-

Under this setup, we have the expected input of vertex of community 1 in task 1 as follows.

C1(V1)pin Co(V1)pout

E[mean-agg(v)|Gr;]| = o)
| 28(v)|67] C1(V1)pin +poutC2(V1)‘u1 C1(V1)pin +pout02(vl)'u2
Similarly, we have the expected input of the vertex of community 1 in task 2 as follows.
Cl(v)pln CQ(V)pout
E[mean-agg(v)|Gr,| = + (6)
[ gg( )‘ 7—2] Cl (V)pzn + poutc2(v) 1 Cl (V)pzn + poutC2<V) H2
where V' = V; + V5. For simplicity, let’s denote a = C1(V1)pin, b = poutCa(V), ¢ = C1(Va)pin, d = Co(Va)pout-
E[mean-agg(v)|Gr, | # E[mean-agg(v)|Gr,]
PN a ?g a—+c
a+b’ at+b+c+d O
b’ d

Substitute back a = C1 (V1)Pin, b = poutC2(V), ¢ = C1(Va)pin, d = Ca(Va)pout, We obtain the result of the proposition
O

B. Appendix: Proof for Theorem 4.3

In this section, we provide proof for Theorem 4.3.

We use the following Lemma 35 from (Redko et al., 2020).

LemmaB.1. Let H = {f € Hy, : || f||F < 1} where Hy, is a RKHS with its associated kernel k. Let Py, Py be two arbitrary
distributions that share the same input and output space as Hy. Then for a given loss function L%(a, b) of the form |a — b|?,
Sor every h,h' € H, we have

RE! (h,h') < RE, (h, 1) + dyvn (Px1, Pxa),

where Px1, Pxs are the input distribution of Py, Py and R’ (h, h') = By py [L9(h(x), W (2))).

Proof. Let H = {f € Hi : ||fll7 < 1} where H;, is a RKHS with its associated kernel k. Let P(y, G,|V1,GT1;),

P(y,Gy|V1,G7;) and P(y, G, |V2,G7,) be the three distributions that characterize a NGIL-2 problem. Let £(a,b
be a loss function as given in the premise of the theorem. For simplicity, we denote P, = P(y,G,|V1,G7), P =
P(Y7 le‘/h gﬁ)7 P = P(y7 GUH/Qa g’Tg)

Let’s denote the optimal function in the hypothesis space as,

h3 = arg min Rf;;l (h)
heH

A =min RE (h) + RE, (h)

Then, we have that Vh € H,
RE, (h) < RE, (h3) + RE, (b, h3)
= RE, (h3) + R, (h.h3) + RE (h, h) — RE| (h, h3) + RE, (b, h3) — RE, (b, h3) + RE, (h, h3) — RE, (h, h3)
= R, (h3) + [RE, (h.h3) — RE, (h, h)] + [RE, (b, h3) — R, (h.h3)] + RE, (h, h3) + RE, (h, h3) — RE, <f(z,8;zs>

12
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Applying Lemma B.1 on P;, P, we have that

Rfﬁ; (h,h) < Rfﬁf (h,h") + dyvivp (Px 1, Px2)

)
nggq(hv h') — prf(h, h') < dyivp (Px1, Pxa2)
Similarly, applying Lemma B.1 on P5, P; we have that
RE! (h,h') — RE (h,h') < dyinip (Px2, Pxs) (10)
Substitute back to the inequality above, we have that
RE, (h) < RE, (h5) + RE, (h, h3)
< Rf, (h3) + [ o (hyh3) — RE (h, h3)] + [RE, (h, h3) — RE (b, h3)] + RE (h, h3) + RE, (h, h3) — RE, (b, h3)
< R%, (h3) + 2dvivp (Px1, Px2) + dwivn (Pxa, Pxs) + RS, (b, h3)
Rﬁq (h3) + 2dvivp (Px1, Px2) + dyivp (Px2, Pxs) + RIE:): (h) + R}g:(h*)
(h) + 2dvivp (Px1, Px2) + dvvp (Pxz, Pxs) + Rf::(h) R%. (h3) + R (h2>
Rﬁq(h) + 2dyip (Px1, Px2) + dump (Px2, Pxs) + RE, (h) + RE, (h3) + A
11

Substitute P; = P(y, G,|V1,G7,), P = P(y, G,|V1,G71,), P = P(y, G, |Va, G7;) back to the equation above, we got

CFR(h) < RE(y. G, va.07,) (M) + 2dainin (P(Go [V, G7,), P(Go|V1,G7,)) + dainan (P(Go|Vi, G, ), P(Go| Ve, G7)) + A
(12)

O

C. Proof of Theorem 5.1
In this section, we provide the proof for Theorem 5.1.
Proof. Let H; be the hypothesis space for the prediction head and g be a given GNN that maps a vertex into an embedding

space Z. Then, a given g induces a distribution in the latent space Z for the prediction function f € H ;. For simplicity,
let’s denote the induced distribution as, P1 = Rp(y 4(G,)|vi,67,): T2 = P(¥,9(G)|V1,G7), Ps = P(y, 9(Go)|V2, G73).

Let’s denote the optimal function in the hypothesis space as,

f5 = argmin prz (f)
heH

N = mgl RP (f)-i-R}gz(f)

Then, we have that Vf € Hy,

RE(f) < R, (f3) + RE, (f, £3)
= RE, (f3)+ RE, (f, f3) + RE, (f. f3) — RE, (£, 3) + RE, (f, f3) — RE, (f, f3) + RE, (. f3) — RE, (£, f3)
= RE, (h3) + [RE, (f, £3) — RE, (f, )] + [RE, (f, £3) — RE, (f. £3)] + RE, (f. £3) + RE, (f. f3) — RE, (. f3)
(13)

Then, following the same procedure in the proof of Theorem 4.3, we can get

13
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Vi
b, — Gr
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Figure 6. Illustration of the structural shift risk mitigation

CFR(f|g) < ng(y7g(Gv)|V27g7—2)(f|g) + 2% dMMD(P(g(GU)H/la gﬂ)vp(g(GU)H/la gTz))

(14)
+ dvvp (P(9(G) V1, G77), P(9(Go)|Va, G7)) + X,

D. Appendix:Overall Procedure

The overall learning procedure in each stage is summarized in Algorithm 1 and Fig. 6 provide a graphical illustration of
the procedure. It involves training the GNN model on the current task while also minimizing the distance between the
representations of vertices in the previous and current graph structures through the inclusion of the structural shift mitigation
term. This results in a model that is able to maintain good performance on previous tasks while also learning the current task
effectively, leading to improved generalization performance.

Algorithm 1 Learning Procedure for 7;
Input: V; //new coming vertex set for 7;

Require: f,g //current model parameter

Require: I7, //a set of vertices sampled form V1, ..., V;_1

Require: 5, a /fhyper parameter for controling the regularization effect
Repeat until convergence:
Compute the representation for I before and after V;

Zpet :g(ITi—U99|gTi—1)’ Zatt :g(ITi—l’99|gTi)
2y, = g9(Vi,b4/67,)

Update f, g through training procedure (e.g. Back Propogation ) with loss function:

L(f(9(Gv;,04).0¢),yv;) + Reg

where . .
Reg = Bdymp2 (Zvet, Zatt) + adypp2 (Zbet, 2v;) (15)
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Tasks Stream

Stage 0 Stage 1 Stage 2
‘ Task 0 Task 1 ‘ Task 2 ‘
Model 0 Model 2
Model 0 Train _ _ _ __ __ Model 0 Evaluate
Model 1 Train Model 1 Evaluate
Model 2 Train  _______ Model 2 Evaluate

Figure 7. Incremental Training in Development Phase. The figure above illustrates what task data the model used for training and
evaluation.

D.1. Space Complexity

To compute the maximum mean discrepancy (MMD) given in Eq. equation 15 in the SSRM framework, we need the
representation of Zyef, Zy, and Z,¢. We can obtain Z,¢ and Zy, from the updated graph at each task. The only extra
storage cost incurred by the proposed method comes from Zj,.¢, and the number of data required for Z,o¢ is determined
by the sampling efficiency of MMD, that has been empirically shown to be efficient. Furthermore, as SSRM is not a
stand-alone incremental learning framework but serves as a regularization to mitigate the effect of structural shift and boost
the performance of existing incremental learning frameworks. As most existing incremental learning frameworks require
storage or access to the previous data, SSRM could utilize this fact and make use of the data that have already been used by
the incremental learning framework. In other words, for most incremental learning frameworks, such as ER-GNN, SSRM
does not incur extra storage costs.

D.2. Computation Complexity

First, recall that the equation we used for estimating the maximum mean discrepancy (MMD) is given as follows.

ni ni n2 N2 nz ni

Bpip (X, Y) = QZZ’C%»% QZZK%?%

s Yi)s (16)

Let N = max{n,n2} where ny, ns are the constants in Eq. 16. It is obvious that the computation complexity of Eq. 16
above is O(N?). Note that subsampling is commonly employed for estimating MMD, i.e., n; and n (hence N) would be
small and therefore, the cost of SSRM is small compared with the standard training time. Our empirical study finds that the
extra computation cost from MMD is about 5% of the total computation time. There exists other techniques such as kernel
approximation to make MMD computation even more scalable.
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E. Appendix: Additional Experiment Details

E.1. Hardware and Software

All the experiments of this paper are conducted on the following machine

CPU: two Intel Xeon Gold 6230 2.1G, 20C/40T, 10.4GT/s, 27.5M Cache, Turbo, HT (125W) DDR4-2933
GPU: four NVIDIA Tesla V100 SXM2 32G GPU Accelerator for NV Link

Memory: 256GB (8 x 32GB) RDIMM, 3200MT/s, Dual Rank

OS: Ubuntu 18.04LTS

E.2. Dataset and Processing
E.3. Dataset Description

OGB-Arxiv. The OGB-Arxiv dataset (Hu et al., 2020) is a benchmark dataset for node classification. It is constructed from
the arXiv e-print repository, a popular platform for researchers to share their preprints. The graph structure is constructed by
connecting papers that cite each other. The node features include the text of the paper’s abstract, title, and its authors’ names.
Each node is assigned one of 40 classes, which corresponds to the paper’s main subject area.

Cora-Full. The Cora-Full (Bojchevski & Gilinnemann, 2017) is a benchmark dataset for node classification. Similarly to
OGB-Arxiy, it is a citation network consisting of 70 classes.

Reddit. The Reddit dataset (Hamilton et al., 2017) is a benchmark dataset for node classification that consists of posts
and comments from the website Reddit.com. Each node represents a post or comment and each edge represents a reply
relationship between posts or comments.

Table 3. Incremental learning settings for each dataset.

Datasets ‘ OGB-Arxiv Reddit CoraFull

# vertices 169,343 227,853 19,793
# edges 1,166,243 114,615,892 130,622
# class 40 40 70
# tasks 20 20 35
# vertices / # task 8,467 11,393 660
# edges / # task 58,312 5,730,794 4,354

E.3.1. LICENSE

The datasets used in this paper are curated from existing public data sources and follow their licenses. OGB-Arxiv is licensed
under Open Data Commons Attribution License (ODC-BY). Cora-Full dataset and the Reddit dataset are two datasets built
from publicly available sources (public papers and Reddit posts) without a license attached by the authors.

E.3.2. DATA PROCESSING

For the datasets, we remove the 41-th class of Reddit-CL, following closely in (Zhang et al., 2022). This aims to ensure
an even number of classes for each dataset to be divided into a sequence of 2-class tasks. For all the datasets, the train-
validation-test splitting ratios are 60%, 20%, and 20%. The train-validation-test splitting is obtained by random sampling,
therefore the performance may be slightly different with splittings from different rounds of random sampling.

E.4. Hyperparameter of Incremental Learning Framework

Table 4 is the hyperparameter research space we adopt from (Zhang et al., 2022).
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Table 4. Incremental learning settings for each dataset.

GEM memory_strength:[0.05,0.5,5]; n_memories:[10,100,1000]
TWP | lambda_1:[100,10000]; lambda_t:[100,10000]; beta:[0.01,0.1]
ER-GNN budget:[10,100]; d:[0.05,0.5,5.0]; sampler:[CM]

F. Appendix:Additional Experiment Result

In this section, we present additional experimental results.

F.1. Difference between Inductive and Transductive

In this subsection, we provide the additional results on the remaining dataset for the difference between inductive and
transductive settings. The results are reported in Fig. 8 and Fig. 9.
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Figure 8. Performance Matrix of Bare Model on Transductive and Inductive Setting on CoraFull and Reddit Datasets.

F.2. Incremental Learning w/w.o. SSRM

In this subsection, we provide the additional results on the remaining dataset for the effect of SSRM on the complete learning
dynamic. The results are reported in Fig. 11.
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Figure 9. Evolution of Task 1 performance.

G. Additional Related Work
G.1. Incremental Learning

Incremental learning, also known as continual or lifelong learning, has gained increasing attention in recent years and has
been extensively explored on Euclidean data. We refer readers to the surveys (Delange et al., 2021; Parisi et al., 2019;
Biesialska et al., 2020) for a more comprehensive review of these works. The primary challenge of incremental learning is
to address the catastrophic forgetting problem, which refers to the drastic degradation in a model’s performance on previous
tasks after being trained on new tasks.

Existing approaches for addressing this problem can be broadly categorized into three types: regularization-based methods,
experience-replay-based methods, and parameter-isolation-based methods. Regularization-based methods aim to maintain
the model’s performance on previous tasks by penalizing large changes in the model parameters (Jung et al., 2016; Li &
Hoiem, 2017; Kirkpatrick et al., 2017; Farajtabar et al., 2020; Saha et al., 2021). Parameter-isolation-based methods prevent
drastic changes to the parameters that are important for previous tasks by continually introducing new parameters for new
tasks (Rusu et al., 2016; Yoon et al., 2017; 2019; Wortsman et al., 2020; Wu et al., 2019). Experience-replay-based methods
select a set of representative data from previous tasks, which are used to retrain the model with the new task data to prevent
forgetting (Lopez-Paz & Ranzato, 2017; Shin et al., 2017; Aljundi et al., 2019; Caccia et al., 2020; Chrysakis & Moens,
2020; Knoblauch et al., 2020).

Our proposed method, SSRM, is a novel regularization-based technique that addresses the unique challenge of the structural
shift in the inductive NGIL. Unlike existing regularization methods, which focus on minimizing the effect of updates from
new tasks, SSRM aims to minimize the impact of the structural shift on the generalization of the model on the existing tasks
by finding a latent space where the impact of the structural shift is minimized. This is achieved by minimizing the distance
between the representations of vertices in the previous and current graph structures through the inclusion of a structural shift
mitigation term in the learning objective. It is important to note that SSRM should not be used as a standalone method to
overcome catastrophic forgetting but should be used as an additional regularizer to improve performance when there is a
structural shift.

G.2. Graph Incremental Learning

Recently, there has been a surge of interest in GIL due to its practical significance in various applications (Wang et al., 2022;
Xu et al., 2020; Daruna et al., 2021; Kou et al., 2020; Ahrabian et al., 2021; Cai et al., 2022; Wang et al., 2020a; Liu et al.,
2021; Zhang et al., 2021; Zhou & Cao, 2021; Carta et al., 2021; Zhang et al., 2022; Kim et al., 2022; Tan et al., 2022; Su
& Wu, 2023). However, most existing works in NGIL focus on a transductive setting, where the entire graph structure is
known before performing the task or where the inter-connection between different tasks is ignored. In contrast, the inductive
NGIL problem, where the graph structure evolves as new tasks are introduced, is less explored and lacks a clear problem
formulation and theoretical understanding. There is currently a gap in understanding the inductive NGIL problem, which
our work aims to address. In this paper, we highlight the importance of addressing the structural shift and propose a novel
regularization-based technique, SSRM, to mitigate the impact of the structural shift on the inductive NGIL problem. Our
work lays down a solid foundation for future research in this area.
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Figure 10. Performance Matrix of ER-GNN with SSRM and without SSRM on CoraFull and Reddit Datasets.
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Figure 11. Performance Matrix of TWP with SSRM and without SSRM on Arxiv, CoraFull and Reddit Datasets.

20



Towards Robust Graph Incremental Learning on Evolving Graphs

Finally, it is important to note that there is another area of research known as dynamic graph learning (Galke et al., 2021;
Wang et al., 2020b; Han et al., 2020; Yu et al., 2018; Nguyen et al., 2018; Ma et al., 2020; Feng et al., 2020; Bielak et al.,
2022), which focuses on enabling GNNs to capture the changing graph structures. The goal of dynamic graph learning is to
capture the temporal dynamics of the graph into the representation vectors, while having access to all previous information.
In contrast, GIL addresses the problem of catastrophic forgetting, in which the model’s performance on previous tasks
degrades after learning new tasks. For evaluation, a dynamic graph learning algorithm is only tested on the latest data, while
GIL models are also evaluated on past data. Therefore, dynamic graph learning and GIL are two independent research
directions with different focuses and should be considered separately.
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