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Abstract—We propose a novel approach to the evaluation of
agent policies in uncertain sequential decision making problems.
We study a model-based two-player differential game with the
first player being the agent of interest and the other player being
a disturbance player may act against the agent. In particular,
we focus on the problems where tail events are critical. Here,
robustness of the policy against the disturbance actions must be
guaranteed. We present a framework which relies upon backward
reachable sets computed by solving the differential game with
respect to the disturbance player. The disturbance action is
modeled and learned as a set-valued mapping, rather than a
deterministic or probabilistic policy. The solution is disturbance
winning set (B) where a predefined metric is violated under all
possible policies. By sampling test cases from the complement
of B, we obtain challenging scenarios that can help evaluating
robustness of policies. We demonstrate our framework in a simple
autonomous driving example where an adaptive cruise control
policy in a car-following scenario is evaluated. Our approach to
the synthesis of realistic and challenging test cases can help to
systematically evaluate the robustness and safety of policies.

I. INTRODUCTION AND RELATED WORKS

While there is significant optimism surrounding artificial
intelligence systems, questions persist with respect to their
readiness for wide-scale deployment and robustness under un-
certainty. In order to solve complex sequential decision making
problems, they rely on learning-based methods [1, 12} [3]] and/or
solutions to optimization problems where the models are
optimized over specific cost functions [4} |5, |6]. They offer
compelling sub-optimal solutions, however, the robustness
and safety against various disturbances are often elusive. An
important question follows: how can we evaluate if the agents
act in desirable and robust manners under various scenarios?

In this work, we consider a strategy to systematically assess
policies of agents in uncertain sequential decision making
problems with the presence of a disturbance player. Specif-
ically, we focus on the problems where rare events that have
lower probabilities in the distributions are critical, either for
the safety and/or performance requirements. The idea is to
find meaningful test cases by first answering which test cases
should not be considered for the evaluation. A test case of a
sequential decision making problem is defined to be a tuple
consisting of an initial condition and a sequence of disturbance
actions. We specifically address cases challenging, yet where
a solution is guaranteed to exist for the agent, meaning that
given a test case, the agent can safely maneuver through the
sequential decision making problem provided the agent made
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the right choices. Otherwise, a test may be wasted due to
ambiguity in interpreting outcomes where the agent fails: did
the policy fail because of the agent’s policy or was the test
simply too difficult? In this sense, we aim to synthesize the
test cases certifying solution guarantees through principles of
robust control leveraging game theoretic concepts. In philos-
ophy, this approach is most similar to work done in the space
of corner case generation and falsification [7} |8} (9.

In the aforementioned works, the modeling of the dis-
turbance player has been done either using some polytopic
representation or by specifying classes of template signals
constructed based on our knowledge on the physics and
behaviors of the disturbance players. These approaches involve
simplifying assumptions. If the disturbance player always
acts mildly, it may results in test cases with trivially easy
disturbances and fails to capture challenging test cases. If we
assume that the disturbance player always acts extremely, we
may obtain completely unrealistic test cases of which only
conservative policies might be able to pass. To address these
limitations, we leverage the insight that the disturbance player
reacts to the environment and such reactions are captured in the
real-world data. This admits a data-driven and state-dependent
disturbance model, which is then used in a differential game
to find the set of realistic critical test cases.

As one of the building blocks, we utilize backward reacha-
bility [[10} [11] in our differential game to answer the following:
from which initial states is it possible to drive the agent to
final states provided that the control and disturbance sets? This
question has found particular consequence in safety-critical ap-
plications where the disturbance is conceived as an adversarial
player trying to drive the system to an unsafe configuration. In
this regard, we present results of our approach using a safety-
critical scenario for autonomous vehicles (AV).

II. SOLUTION APPROACH
A. Problem Formulation

In particular, we consider a two-player sequential decision
making problem with agent state x, known state-transition
model f of the form: X = f(x,u,w), where agent action u(-)
and disturbance action w(-) are constrained to membership
in sets U and W respectively. The goal is to systematically
identify critical test cases to determine whether the agent
policy 7 : X — 2Y results in a violation of a predefined metric
of interest g(x). We define the collision set, denoted C, as
the set of states where g(x) is violated. If an initial state lies
outside of C, but there exists + when the state belongs to C
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Fig. 1. Description of the solution approach to the systematic evaluation.
during the test duration 7, i.e. 3t € (0,7]:
that the agent fails the test.

We seek critical test cases, i.e. tuples of an initial state xg
and a sequence of disturbance actions w(-) such that the agent
gets close to C at some point of the test but where avoiding a
collision is possible.

x(t) € C, it is said

B. Data-driven Disturbance Modeling

We model the disturbance player action as a set-valued
mapping Q(-) : X — 2% where Q(x) C W, rather than a
deterministic or a probabilistic function that are more common
approach to learning problems. This is because that we focus
on the problems where the rare events are likely to jeopardize
the safety or performance of the agent (e.g., autonomous
vehicle planners). In these problems, it is critical to validate the
robustness of the agent against as much scenarios as possible.
In this regard, Q(x) admits all probable disturbances at x. It is
a realistic subset of W, where W represents the entire action
space of the disturbance player. We model Q using a single-
class classifier foassifier(*,w) trained on tuples of states and
disturbance actions. As all training samples are drawn from
the real-world observations, we utilize a support vector data
description (SVDD) to learn the (state-dependent)
smallest hyper-spheres Q(x) for the disturbances .

C. Two-player Differential Game

Given the problem specified, a differential game between
the agent and disturbance player is established as follows.

given T.UW,Q f.g
minimize,, inf,cpo 7y [g(x(7))]
st x=fx,u,w),u(-) e Uw(-) € Qx(-))

where the minimization is performed with respect to w.
The objective of the disturbance is to drive the agent to
C. In reachability literature, such a disturbance is found by
minimizing the distance to the boundary of C by defining a
function g(x) which satisfies: g(x) > 0,x ¢ C. Accordingly,
the cost function is the infimum of the distance of x(¢) to the
boundary of C over the time span ¢ = [0 : 7] and measures how
close the agent gets to C. For problems that exhibit optimal
substructures, Bellman’s Principle of Optimality has shown
that the minimum values of time-dependent optimization are
the solutions to Hamilton-Jacobi-Bellman PDE [10} (1T} [13]:
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Fig. 2. Critical tests synthesized for the evaluation of a policy for AV.

solve 2V (x,¢) +min [0,H (x, £V (x,1))] = 0.
ot V(D)) = gla(T))

where V (xo,0) = inf,cjo 7g(x(¢)) and H is a Hamiltonian.
In our framework, H is a state-dependent Hamiltonian:

H(x,%V(x,t)) min (;xV(x t) f(x,mw))

weQ(x),uclU

where V(x,t) is called the value function of the state x at
time z. We solve the above using the level set toolbox [16].

The outcome is disturbance winning set (B), which is a
set of initial states xo where the disturbance player wins the
differential game (i.e., x € C at any time of the game) against
all possible u € U. To simply put, if xo € B, then there exists
no policy can avoid the collision. Hence, test cases from B are
considered too difficult. The complement of B defined as B¢ =
{xo | Vw(-) e WVt €[0,T]:3u(-) € U,x(t) ¢ C} is utilized for
evaluation; A test case consists of xyp sampled in B¢ and w(-).

D. Test Cases Synthesis and Evaluation

By setting the value of g(x(¢)) which provides a quantitative
measure of how close the agent gets to C, we can generate
challenging test cases of various difficulty. The synthesis of
test cases (xp,w(-)) is a two-step process with the first step
being the selection of xg in B¢ so that 0 < & < V(x9,0) < &
and the second solving the PDE with respect to the xp. As a
result, we obtain w*(-) that minimizes the objective function.

Lastly, the evaluation of policies with the synthesized test
cases is done by simulating the agent policy in the test cases
to validate whether it drives the agent to C by checking V¢ €

[0, 7] : g(x(r)) > 0 or min,epo 7] g(x(7)).
III. PRELIMINARY RESULTS AND CONCLUSION

We demonstrate our framework using a safety-critical sce-
nario for AV: we evaluate the robustness of adaptive cruise
control with automatic emergency braking algorithm in car-
following event with the preceding human-driven car being
the disturbance. Fig. |Z| describes the resulting B, B¢, evaluated
test cases (empty circles), and test cases that had the agent
collided with the preceding car. Our approach is a pragmatic
mix of theories drawn from robotics, learning, game-theory,
and optimization and it is a novel systematic approach to the
evaluation through challenging yet realistic test cases.
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