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Abstract 

In the envisioned 6G landscape, data sharing is expected to become increasingly prevalent, giving rise to digital mar-
ketplaces that foster cooperation among organizations for collecting, sharing, and processing data for analysis. These 
marketplaces serve as connectors between data producers and consumers, empowering multi-tenancy scenarios 
for seamless and secure data sharing both within and outside organizations. Given that 6G networks promise ultra-
low latency, enhanced connectivity, and massive data throughput, the need for robust data access control mecha-
nisms becomes imperative. These mechanisms ensure security and trust among entities, particularly in multi-tenant 
environments where multiple organizations share infrastructure and data resources. In this paper, we have designed 
and implemented a novel access control mechanism tailored for a distributed data streaming system developed 
by Nokia Bell Labs. Our approach leverages fine-grained policies, dynamic enforcement, and transparency mecha-
nisms to enhance trust between data owners and consumers. By facilitating secure multi-tenancy data sharing, our 
solution contributes to the seamless exchange of data across diverse entities within the next-generation communica-
tion ecosystem. We demonstrate that our proposed access control mechanism incurs minimal overhead while ensur-
ing data confidentiality and integrity. The introduction of such advancements in data sharing markets strengthens 
the overall ecosystem by providing heightened transparency and enhanced control over data, promoting collabora-
tion and innovation in the 6G era.
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1 Introduction
Modern organizations highly value the ever-increasing 
data for customer behavior analysis and market demand 
forecasting, making it their most valuable asset  [1–5]. 
They heavily invest in data collection and analysis for 
decision-making and customer reporting, yet many still 
lack the resources to fully leverage their data’s poten-
tial  [6]. Therefore, organizations must consider and 
implement well-designed solutions for representing 
and suitably exposing data. This will allow consumers, 
both within and outside the organization, to accurately 
retrieve and interpret such data.

With 6G advancements, real-time applications and ser-
vices will thrive with high-speed connectivity and low 
latency, particularly for data collection and analysis from 
the Internet of Things (IoT) devices and Business Support 
Systems (BSS). Data sharing facilitates data exchange  [7, 
8] without the need for individual data collection setups, 
promoting multi-tenancy in the network. Multi-tenancy 
emerges as a significant concept in the 6G ecosystem, 
which allows multiple entities to share a common infra-
structure while keeping their data and operations sepa-
rate, promoting cost-effectiveness and resource efficiency.

Distributed data streaming systems collect and share 
data from various resources among organizations, ensur-
ing effective data dissemination to interested customers. 
Publish/subscribe (pub/sub) paradigm [9–11] provides a 
suitable data-centric communication infrastructure for 
large-scale distributed applications, allowing subscribers 
to express interest and receive timely notifications from 
publishers, making it highly suitable for IoT applications. 
The pub/sub model’s strength lies in its three decoupling 
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dimensions of time, space, and subject [9, 10], increasing 
system scalability by eliminating direct communication 
dependencies between data-sharing parties. This paper 
discusses a Service-Oriented Architecture (SOA)  [12], 
utilizing pub/sub mechanisms with microservices for 
improved scalability [13, 14].

Distributed data streaming systems, in addition to 
data sharing, manage data access among organizations, 
but legacy practices are inadequate for the growing vol-
ume and complexity of data  [7]. As we move towards 
the 6G era, technological advancements promise ultra-
low latency, enhanced connectivity, and massive data 
throughput. This new landscape will need to support a 
vast number of connected devices and integrate cutting-
edge innovations like artificial intelligence (AI), machine 
learning (ML), and the Internet of Things (IoT)  [15]. 
Managing this environment will require sophisticated 
data management strategies, especially in multi-tenant 
scenarios where multiple organizations share infra-
structure and data, which can be utilized by various 
entities [16].

Moreover, the dynamic reconfigurability inherent in 6G 
networks, driven by AI and ML-based decision-making, 
will demand robust access control measures to ensure 
security and trust [15]. This necessitates the development 
of novel access control mechanisms specifically tailored 
for distributed data streaming systems. These mecha-
nisms must incorporate fine-grained policies, dynamic 
enforcement, and transparency features to promote trust 
between data owners and consumers [17]. Such advanced 
access control systems are essential for secure and effi-
cient data exchange, addressing the unique challenges 
posed by the 6G ecosystem. This not only protects sensi-
tive information but also enhances the overall reliability 
and functionality of the network, enabling seamless and 
secure interactions among the myriad of devices and sys-
tems operating within this next-generation technological 
framework.

In today’s data-driven landscape, organizations utilize 
BSS and IoT data for business opportunities, informed 
decisions, and valuable insights [5, 7, 18]. Trust in data 
sharing becomes crucial for secure collaboration, ena-
bling multi-tenancy and multi-player networks that fos-
ter innovation and data-driven decision-making. Several 
research efforts focus on designing data markets to facili-
tate data sharing [7]. Trust refers to the establishment of 
reliance and confidence through a robust access control 
mechanism. It ensures secure collaboration, multi-ten-
ancy data sharing, and transparent practices, fostering 
innovation and data-driven decisions in a multi-player 
network such as 6G.

To this end, a well-defined access control mecha-
nism to empower the data owners and creating trust is 

essential. To summarize, our work offers the following 
contributions:

• Providing a comprehensive review of data sharing 
systems and access control requirements.

• Presenting the proposed access control system, 
which extends the state-of-the-art access control 
models, including XACML and NGAC, with a strong 
focus on data ownership and transparency.

• Conducting experiments to evaluate the perfor-
mance of the proposed access control system.

The access control requirements facilitate the recogni-
tion of the needs of stakeholders and the systems used for 
sharing data. The insights gained from this research shed 
light on the design of reliable and trustworthy data shar-
ing systems, offering valuable guidance for future studies 
in this field. The rest of the paper is organized as follows: 
Section 2 provides a discussion of related work on access 
control mechanisms. In Section  3, we present the pro-
posed solution and its evaluation. Section  4 brings the 
limitations of current work and future directions. Finally, 
conclusion is presented in Section 5.

2  Background and related work
International Data Space Association (IDSA) devel-
ops standards for data exchange  [8]. They introduced 
the International Data Space Reference Architecture 
Model (IDS-RAM), promoting trustworthy data-driven 
ecosystems, products, and services based on European 
principles. IDS-RAM includes the International Data 
Space (IDS) Connector, ensuring data sovereignty, with 
data providers defining access control and usage poli-
cies. Other works focusing on developing data markets 
include Open Data Initiative (ODI)  [19], DIGITEUR-
OPE  [20], and Digital Universe  [21]. Current data-shar-
ing systems face a trust gap between big data collectors 
and providers  [22–24] due to lack of transparency and 
accountability. Efforts to bridge this gap include empow-
ering data providers and introducing regulations like 
GDPR  [25], which allows data collection with consent 
and the right to withdraw consent. In addition, enhanc-
ing transparency and accountability in data sharing sys-
tems is crucial  [26], as awareness and control play key 
roles in building trust among stakeholders [27].

2.1  Access control
Access control mechanisms ensure compliance with 
predefined resource access policies, encompassing iden-
tification, authentication, authorization, and access 
decision [28].

Among access control models, Mandatory Access 
Control (MAC)  [29] stands out as a static approach 
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that assigns clearance labels to data resources and users 
based on authorized actions. Users have at least one 
clearance level determining their data access. However, 
MAC restricts data owners from granting individual 
access rights. In contrast, Discretionary Access Control 
(DAC)  [30] provides more owner control using Access 
Control Lists (ACLs) to define precise permissions for 
users. For example, NTFS allows file owners to specify a 
subject group with specific resource permissions. Role-
Based Access Control (RBAC) [31] assigns roles to users 
within an organization, simplifying access management 
based on job titles, security levels, or departments. In 
contrast, Attribute-Based Access Control (ABAC)  [32] 
enables dynamic and context-aware control, using 
resource, subject, and environmental characteristics 
to determine data access. Usage Control (UCON)  [33] 
provides fine-grained real-time access control, utilizing 
attributes related to data usage. Both ABAC and UCON 
define access rules based on attributes of resources and 
subjects, with UCON supporting additional attributes for 
data usage. This continuous access control checks user-
specified constraints for decision-making.

2.2  Trusted data sharing
In the era of advanced technologies like 6G, data sharing 
is vital for success in diverse ecosystems such as smart 
cities. These environments heavily rely on data from 
sensors and devices to generate valuable insights for 
decision-making  [26]. However, the data shared within 
such multi-player environments may contain sensitive 
information, necessitating robust privacy and security 
measures [34].

Privacy is closely linked to data owners’ control over 
their data, encompassing access control, trust, and 
transparency in provenance. Estivill et  al.  [35] explored 
techniques empowering social network users with data 
privacy awareness and control. They distinguished 
between confidential and non-confidential attrib-
utes, enabling users to decide sensitive information. 
Strict access control is enforced for confidential attrib-
utes based on user preferences. Additionally, empow-
ering data owners involves transparency in data 
provenance  [36–38], capturing data origin, lineage, and 
influencing entities. This transparency aids data owners 
in understanding changes and entities involved, facilitat-
ing data-sharing decisions.

IDSA’s reference architecture  [8] employs data owner-
defined ABAC policies, including connector identity, 
attributes, and security profiles, and emphasizes data 
usage control for processing obligations. Carminati et al.’s 
privacy reference model  [39] enhances user control in 
IoT platforms through hierarchical data categories and 
purposes organized in tree structures. Users can define 

fine-grained privacy preferences at attribute levels, speci-
fying data access control and joint access constraints to 
prevent information leakage. Automated derivation of 
privacy preferences simplifies policy setup for derived 
data, making it easier for users to manage their data 
privacy.

Several research works have proposed enforcement 
mechanisms and access control models to address the 
requirements of big data applications, including IoT 
and data streams. Colombo and Ferrari introduced an 
enforcement mechanism utilizing enforcement moni-
tors for runtime access control enforcement on MQTT-
based IoT ecosystems [40, 41]. Carminati et al. proposed 
an access control model for data streams that employs a 
query rewriting approach. Users can submit queries to 
read or aggregate data, and these queries are evaluated 
by a Query Rewriter component for access permissions. 
Based on the evaluation result, the query is executed 
either partially or completely, ensuring that only author-
ized data is included in the query results. The evaluation 
process also considers temporal access constraints, such 
as permitted time windows for access control [42].

Guerriero et  al.  [43] proposed a framework for auto-
matic code rewriting that uses a query to enforce privacy 
policies in data-intensive applications. Their focus area 
was access control on accessing the sensitive data. How-
ever, there is no mechanism defined for access control on 
data transformations in the system. Studies have shown 
that access control models can be extended to provide 
additional features, such as detection of the anomalous 
behavior of users [44, 45] and defining trust domains by 
grouping together nodes which share the same privacy 
preservation expectations and are trusted not to leak pri-
vate information outside the trusted domain [46].

GAIA-X is a federated secure data infrastructure 
aimed at providing a networked data infrastructure 
which can meet the most demanding digital sovereignty 
criteria while remaining future-proof. It provides the 
standard requirements for data exchange and empha-
sizes the need of monitoring and logging capabilities in 
the data exchange service to ensure the sovereignty of 
data [47, 48].

Even though other approaches have implemented vari-
ous access control mechanisms for data sharing in dif-
ferent environments, they often lack a comprehensive 
solution tailored specifically for multi-tenant networks 
like 6G. In scenarios where there are multiple entities 
or tenants coexisting within the same network, tradi-
tional access control methods may fall short in meeting 
the unique requirements and complexities of such a 
setup. This paper addresses this limitation by proposing 
an access control model explicitly designed for multi-
tenant environments, offering distinct advantages over 
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existing approaches. In particular, our proposed access 
control model enables data processing at different stages 
and by various subjects, each governed by distinct access 
control rules. This allows multiple organizations to col-
laborate, share, and process data within a unified access 
control mechanism. Furthermore, the use of standard 
policy components and simplified access policies ensures 
efficient policy management and enforcement, vital for a 
network with numerous tenants and data streams. Finally, 
the model’s optimized decision-making and enforcement 
processes minimize latency and resource overhead, ena-
bling scalable and efficient data sharing among tenants.

3  Proposed solution
In this section, we present the key requirements of access 
control, propose our solution based on these require-
ments, and evaluate our proposed solution.

3.1  Key requirements of access control solutions for IoT 
and big data

Notably, for IoT and BSS data sharing scenarios, there 
are specific criteria that access control mechanisms must 
address [40, 49–52].

3.1.1  Policy specification (choice of access control model)
One crucial aspect is the need for defining fine-grained 
policies that can handle dynamic attributes in heterogene-
ous environments. This necessitates context-based access 
control, which considers environmental conditions, such 
as time periods and geographical locations [50]. ABAC is 
well-suited to fulfill this requirement, as it allows access 
rights to be defined based on dynamic attributes at a gran-
ular level [52]. An established oasis standard for ABAC is 
eXtensible Access Control Markup Language (XACML), 
which offers a well-structured policy-based reference 
architecture  [53], distinguishing enforcement, decision-
making, and policy management. This architecture is 
widely adopted for its support of ABAC and its facilita-
tion of independent component development. Next Gen-
eration Access Control (NGAC) [54] is another standard, 
focusing on ABAC mechanism which employs data rela-
tions and attributes for fine-grained access control. It aims 
for real-time adaptability and enhanced expressiveness 
through operations, functions, and constraints within the 
policy language. It particularly focuses on dynamically 
evolving scenarios where access decisions require imme-
diate context-aware adjustments.

3.1.2  User‑centric mechanism
Furthermore, to cater to data sharing requirements in 
IoT and BSS scenarios, the system should prioritize a 
user-centric approach. This allows all stakeholders, even 
those with limited security expertise, to effectively handle 

access control rules. Partial or automatically generated 
policies can aid in achieving this objective [55, 56].

3.1.3  Efficiency
Moreover, policy management should be streamlined, 
with a centralized administration point and minimal pol-
icy definitions [57]. To ensure efficiency in big data pro-
cessing systems, access control mechanisms should be 
designed to avoid becoming bottlenecks for overall sys-
tem performance. Efficiency can be measured by consid-
ering factors like decision and enforcement capabilities, 
time taken for decisions, and communication overhead 
among access control components [58]. Techniques such 
as view-based access and query rewriting have been 
explored to reduce latency overhead, but further work 
is needed to optimize efficiency, given the complexity of 
real-world datasets [56, 57, 59].

3.1.4  Reliability and interoperability
Finally, reliability and interoperability are critical aspects 
of the access control system. Regardless of the deploy-
ment method, reliability and availability of components 
involved in policy evaluation and enforcement need to 
be ensured. If any access control node fails, the system 
should still be operational and provide the necessary 
functionality for ongoing data streams within the system. 
However, for any change in ongoing data stream or new 
subscription for a data stream, it needs an access control 
node to validate change requests.

3.2  System overview
We put forward an extension of the access control 
within the Distributed Data Streaming System (DDSS) 
developed by researchers at Nokia Bell Labs  [60, 61]. 
The DDSS system follows a publish/subscribe paradigm 
which facilitates efficient communication and data trans-
mission between producers and consumers of data. In 
Fig. 1, we illustrate a schematic diagram of the data pro-
cessing components within a data streaming system. As 
the system can scale with multiple number of these com-
ponents, the processing is distributed to avoid the bottle-
neck caused by a centralized system.

A data source can be any sensor, network element, or 
user device. The data produced by all data sources is sent 
to a Data Fetcher (DF). DF can fetch and receive data 
from internal and external sources. Internal sources can 
be data sources from internal network elements, while 
external sources can be, for example, any IoT data source 
using network services. It also applies processing func-
tions on raw data before forwarding it to a Data Switch 
(DS) comprising of pluggable publish/subscribe brokers, 
such as Apache Kafka or ActiveMQ. It receives pre-pro-
cessed data from DFs and routes it to Data Hubs (DHs) 
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based on user subscriptions. A DH is a gateway for end-
users where users can request for data subscriptions.

Upon successfully creating a subscription, DH receives 
data and forwards it to end-users. There are two man-
agement components in the system, namely Coordina-
tor and Dashboard. The Coordinator is responsible for 
managing and coordinating activities of all other compo-
nents. Its functions include managing data subscriptions 
between DF and DH. The Dashboard provides an inter-
face for monitoring the state of the system.

Nokia Bell Labs’ DDSS is designed to be used as a data-
sharing platform for application areas including network 
management and IoT data streaming. This system has the 
potential to be applied to a campus setting where one or 
multiple organizations share the system. It is recognized 
as a contribution to two research projects. First, as a part 
of the Smart Otaniemi ecosystem, building level intelli-
gence project [62] collects and analyzes energy consump-
tion data of office, university, and residential buildings. 
After initial data collection, buildings are clustered based 
on their energy consumption profiles. This clustered data 
can be used to estimate and support flexible utilization 
of the energy resources. Nokia Bell Labs’ DDSS can be 
used to manage the collection and initial processing of 
data for inputs to reporting tools. MegaSense [63, 64] has 
been another research project which aims to collect and 
use environmental data for pollution modeling and pre-
diction. It requires data collection from a wide range of 
environmental sensors including low-cost sensors where 
machine learning can be used to calibrate data. The 

DDSS, by Nokia Bell Labs, can be used as a streaming 
platform for IoT data collection, processing, and commu-
nication from sensors to the relevant systems.

In a system such as DDSS, data is not only transmit-
ted in its raw form, but also in several use cases they can 
be transformed by performing analytics and other opera-
tions. In such cases, we consider that there are interme-
diaries in the data path, which run either in DF or DH 
depending upon the data processing needs. These inter-
mediaries can write and apply functions to raw data that 
results in newly processed data consumable by users. 
Namely, in a building intelligence system, an intermedi-
ary user can write a function for alerts in case of unusual 
events, and another intermediary can write a function for 
collecting statistics for weekly or monthly reporting. It 
is also possible that data owners and intermediaries are 
from two separate organizations.

Data owners should be able to define policies for pro-
cessing and consuming data to establish complete con-
trol. Additionally, to ensure awareness and transparency, 
any processing performed on raw data by intermediar-
ies should be transparent to data owners. This can cer-
tify that if data owners observe any functions applied to 
their data that are not acceptable, the access policy can 
be altered, and permissions to process data by intermedi-
aries can be revoked.

Intermediaries who are applying functions on data 
should also have the right to define the access policies for 
consumption as well as further processing of the outputs 
of their functions. Like data owners, they should have the 

Fig. 1 Architecture
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transparency for usage and the right to revoke permis-
sions if needed. Thus, the system should address the con-
trol of data resources by both types of users: data owners 
and intermediaries.

3.3  Implementation design
In this study, we use policy-based reference architec-
ture  [53] for access control. The proposed approach 
builds upon both XACML  [57] and NGAC  [54] mod-
els, enhancing their strengths. By utilizing the XACML 
reference architecture but employing JSON for policy 
definition, we achieve greater flexibility, making policy 
adaptation to specific needs more efficient. This approach 
focuses on adaptive access control, akin to NGAC, allow-
ing for dynamic policy changes based on evolving user 
attributes, resource attributes, and environmental fac-
tors. Moreover, by combining XACML’s one-time deci-
sion approach with NGAC’s dynamic enforcement 
principle, particularly for streaming data, we optimize 
real-time access decisions with dynamic filters, ensur-
ing a more responsive and context-aware access control 
mechanism. The schematic diagram of the proposed sys-
tem is shown in Fig. 2.

Identity provider is a microservice that provides a Rest-
ful API for authorization and user management. It is 
designed in a way that members from multiple organi-
zations can share the same data dissemination system. 
Users of the system can register and authenticate using 
the identity provider’s endpoints. In addition, adminis-
trators of organizations can perform user management 
tasks using the identity provider component. These tasks 
include the addition or deletion of new users, managing 

roles in the organization, and assigning or revoking roles 
to users.

We use JSON Web Tokens (JWT) for user identifica-
tion. A JWT token has three parts: header, payload, and 
signature, delimited by a dot: header.payload.signature. 
The header defines a specific token type and any addi-
tional information, such as hashing and encryption algo-
rithms, required to process the JWT token. The payload 
contains any claims for the entity, usually a user, and any 
additional information that needs to be passed between 
the token issuer and the consumer. Lastly, the signature 
of a JWT token provides integrity protection and is com-
puted using three components: (1) a given secret key, (2) 
an algorithm for signing, and (3) a base64Url encoded 
header and payload.

All other parts of the system will be able to accept the 
tokens from the trusted asserting identity providers. We 
utilize user information in JWTs to control what data, 
management, and monitoring capabilities are exposed, 
and to whom. A JWT token is required to make API 
requests to any end-points of the system components. 
Without a JWT token, API end-points are not accesi-
ble. So, for end-users to make any request to any of 
the access control components, they must have a valid 
JWT token issued by identity provider with their iden-
tity and roles. JWT tokens are also needed for system 
components to communicate with each other. Tokens 
are issued to users using the end-point from identity 
provider [GET]/authenticate which has username, pass-
word, and organization parameters as input and returns 
a token with user details if the parameters are valid.

Fig. 2 Access control components added to the Nokia Bell Labs’ distributed data streaming system
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To save operation time for end-points within the ser-
vices, we introduce two different kinds of user roles: sys-
tem roles and organization roles. A system role defines 
user’s relation to the trust zone covering system: its man-
agement and use. An organization role defines user’s role 
within an organization under whose mandate he/she uses 
the system and that has either ownership of some data or 
has agreement to use data provided by some other organ-
izations. Each service can have its criteria to allow or 
deny access operation based on the access control mech-
anism. The first check is performed by each application 
based on system roles, which change depending on the 
component the user is interacting with. If a user has the 
right system role to access the service, they can request 
to operate using API calls. Figure  2 shows the different 
system roles for interacting with various components, 
and we will discuss these roles and interactions in the 
following paragraphs. After the initial check, requests to 
API end-points are handled using the checks on organi-
zation roles only.

The dashboard offers a comprehensive overview of sys-
tem activities, accessible to data managers who oversee 
and ensure the DDSS operates smoothly. Policy Admin-
istration Point (PAP) exposes a Restful API for accessing 
and controlling policies and functions. The two system 
roles of users governing access to PAP end-points are 
data owners and data processors. Data owners can define 
access control policies in JSON format and view how 
their data is processed and consumed. Data processors 
with permission to write functions use the PAP endpoint 
to add metadata of functions and define policies for out-
put resources of those functions. In addition to these 
two roles, PAP allows requests from other system com-
ponents defined by system role of system component, for 
example, to get user policies required to make decisions. 
Similarly to PAP, PIP also allows requests from other sys-
tem components to get any additional attributes, such as 
the type of source, required to make a decision.

DH, which acts as Policy Enforcement Point (PEP) 
in the system, provides a data catalog that allows data 
consumers to browse available data sources, submit 
subscription requests, and monitor their subscribed 
resources. A user sending request to any of the end-
points of DH must have a system role of data consumer. 
Data catalog is kept open to all users with a system role 
of data consumer so that data consumers are aware of 
what sources exist in the system. However, when they 
request subscription of sources, their organization 
roles are taken into account when making a decision to 
accept or deny the subscription request. For example, a 
user with a data consumer role can make a request to 
view data catalog from DH but may only subscribe data 
from Organization A and Organization B based on his 

organization roles defined in those organizations. If the 
user tries to subscribe to a source from Organization C, 
they will be denied and provided with guidance on how 
to request the required organization roles.

When PEP receives a subscription request, it creates a 
decision request with all additional attributes for Policy 
Decision Point (PDP). The PDP component provides a 
Restful API for access request evaluation. The API end-
points of DH are open only for system roles of system 
components meaning this is only accessible to be used 
by other system components and not any end-users. 
The decision request to PDP includes user attributes, 
requested resources, and desired action. After receiving 
the decision requests, PDP fetches all required policies 
from PAP and any attributes required to decide from 
Policy Information Point (PIP). Currently, PIP supports 
source attributes like device properties, including its 
type and make, and can be extended to include other 
attributes as needed. The PDP component decides for 
each data resource and sends a response back to the 
subject, along with the details of which resources can 
be consumed.

Policy enforcement is divided into two stages when 
DH receives a response from PDP. This division is 
important because the streaming data is continuously 
generated, and it is not possible to make a decision 
request efficiently for every data point. Instead, a user 
requests a subscription to a data resource, which is the 
data stream of a given parameter from a data source. 
Data owners can define rules on data that can filter data 
in the permitted streams. We discuss these enforce-
ment and transparency mechanisms in detail as follows.

3.3.1  Static enforcement at subscription creation
The Nokia Bell Labs’ distributed data streaming sys-
tem is designed to be a data-sharing platform with 
numerous data-producing devices. Hence, it allows 
consumers to request for multiple parameters from 
different sources in the same subscription request. 
The DH sends these requested data resources and user 
details to PDP and receives a response containing a 
partial set for which the permission was allowed. The 
DH will then inform the consumer about this decision 
and take care of the subscription creation process for 
those accepted data resources. The response submitted 
to the consumer may include useful comments about 
the steps required to make the subscription possible for 
denied resources. For example, there can be a comment 
about the required role that consumers can request 
from administrators in order to subscribe to certain 
data resources.
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3.3.2  Dynamic enforcement at the time of message delivery
When the DH creates a consumer subscription for any 
accepted data resources, it also creates filters based on the 
response received from PDP. An example of such filters is 
to exclude certain records from data streams for consumers 
with particular attributes. One useful scenario of such fil-
ters is when certain records in streams should only be read 
by consumers within the same organization and should 
not be visible to other consumers. To implement this, we 
have used filters that are defined for every user subscrip-
tion. These filters are checked at run-time for every record 
received from the data switch. Only the records which pass 
the filter checks are passed on to the consumers. Figure 3 
shows the data flow from DF to consumer.

If a user role or policy is updated in identity provider 
or PAP respectively, a notification is sent to DH by the 
system component where update has happened. DH 
in turn checks for all the existing subscriptions which 
might be impacted by the change and initiates a deci-
sion request for PDP to recheck status of the on-going 
request. A subscription is ended if user role or policy 
update denies it in the latest changes. In this way, data 
owners update policies and system admins can update 
user roles dynamically and changes are reflected in 
streams at run time. This follows NGAC’s principle of 
enforcing dynamic user role, organization and policy 
changes at runtime with a standard set of operations 
(stream resource) and standard decision function in 
PDP to evaluate the access control policies.

3.3.3  Transparency and control for data owners
We have also laid the foundation for adding transparency 
for resource owners as an extension to what XACML and 
NGAC models offer. When the data owners set up access 
control policies for their generated data, they are often 
not acquainted with their later usage and the potential 
privacy threats. In particular, domains such as healthcare 
and finance have complex and unpredictable information 
usage patterns that may not be fully known to the data 
owner. Enabling transparency becomes a significant ena-
bler in asserting data ownership. It is important to enable 
transparency as a key component in data access control 
systems so that the data owners have a clear idea of how 
their data is processed and used. It should give them a 
view of how the access policies they have set up are used 
in the system. By providing a transparent and open view, 
data owners can understand the policies better and make 
more rational choices.

Our proposed access control system provides transpar-
ency to the subjects who are sharing their data. These 
subjects include both data owners and data processors. 
We achieve this by creating a path, along which data is 
processed, and access is managed from point of origin 
to point of its usage. This path is created utilizing user-
defined policies and functions that are applied to the 
data. With this transparency mechanism in place, we 
can ensure that the subjects (data owners) have complete 
knowledge about their data usage and can see insights 
about the data: where it is used, how many consumers are 

Fig. 3 Dynamic enforcement
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consuming it, etc. The service provider on the other hand 
cannot look into the data content and thus customer 
(subscriber) privacy is preserved. Apart from that, we 
assume that the service provider business model respects 
customer privacy.

As mentioned earlier, every user in the system has a 
role as each user is configured with a role-based access 
control model. Furthermore, the users are authenti-
cated and granted JWT token which is checked upon 
every request for authentication and authorization. For 
example, every request to the DH is checked for the data 
consumer system role. The access control policies along 
with system roles define the limits for the data consump-
tion. The combination of these mentioned mechanisms 
for access control and data consumption creates a com-
mon trust zone in the system. Within that common zone, 
there are separated zones for data access from different 
data sources governed by each data owner. Also, the sys-
tem administration has its own trust zone. These data 
zones and the administrative zone are separated so that 
system administrators do not have access to data in data 
zones without permission from data owner.

To implement the mentioned transparency mechanism, 
we have added an endpoint in PAP, which provides infor-
mation about how a data resource is used. The format of 
this response is a JSON object which shows a hierarchical 
structure representing stages, in which functions are per-
formed on data resources and their outputs. We can use 
any graphical tool to create a graph-like structure from 
this information. On a large scale, system administra-
tors can also use this data to investigate trust structures 
between users and organizations using networks and 
graph theory. The analysis can provide useful insights on 
connections and distributions in data sharing practices, 
which can be used to design and distribute the systems 
better. For example, these data-sharing practices can be 
used to suggest initial policies for new devices based on 
existing trust networks, or it can be used to analyze and 
learn the potential privacy risks of policies.

3.4  Experiment
In this section, we present the empirical analysis to eval-
uate the performance of the proposed access control 
system. We perform the experiment using four virtual 
machines (VMs) to simulate the distributed components 
in our system. VM1 runs Ubuntu 18.04.6 LTS and has an 
Intel(R) Xeon(R) CPU E5-2680 v3 processor running at 
2.50 GHz with 6 core(s) and 16.00 gigabytes of memory. 
VM2, VM3, and VM4 also run the same OS and proces-
sor, but they have different numbers of cores and RAM. 
Specifically, VM2, VM3, and VM4 have 2 cores and 8 
GB of RAM each. The configuration of components is as 
follows:

• VM1: Hosts Dashboard, Coordinator, and access 
control components (PAP, PDP, PIP).

• VM2: Hosts DF.
• VM3: Hosts DH.
• VM4: We simulate this as user’s machine and send 

requests to the system using JMeter tool [65].

To assess the proposed access control system, we meas-
ure response time(s) of performing different operations 
with access control (With AC) and without access control 
(Without AC). The performance impact can determine 
the overhead of adding access control to the system. The 
response times are recorded using JMeter tool. For this 
experiment, we compare the performance of the pro-
totype for three DH’s REST API endpoints as shown in 
Table 1. In all three endpoints as mentioned in Table 1, 
when access control is used then JWT token is added in 
the header when calling endpoints. DH endpoint upon 
receiving the request, first checks for JWT presence and 
validates it (authentication and authorization checks). If 
the JWT token is valid, then it returns a response. The 
endpoint [GET] /sources returns available data source 
types and their description from DH. The endpoint 
[POST] /subscription creates a decision request for sub-
scription parameters and sends it to PDP. PDP upon 
receiving request, fetches all required policies from PAP 
and other attributes from PIP. Then, based on received 
policies, attributes, and user role, it decides for each 
parameter and sends a response back to the DH, along 
with the details of which parameters can be consumed. 
DH acts also as PEP in the system and enforces PDP 
response. Depending on PDP response (allow subscrip-
tion for all requested parameters, allow subscription for 
some of requested parameters, or forbid subscription for 
all requested parameters), subscription is created when 
permitted. This endpoint returns information about 
which parameters and sources were permitted, denied, 
and non-existent. The endpoint [GET] /values checks 
DH and returns the most recent streamed data for the 
subscribed parameter.

During this experiment, the success of the desired 
operation is verified using response codes of access 
requests. JMeter tests are prepared with user threads 
ranging from 10 to 100,000 for each operation. The 
ramp-up period is the time taken for JMeter to start all 
the threads. For all the tests in this experiment, we have 
defined a ramp-up period of 1 s. The actual concurrency 
achieved during the tests is much lower than the defined 
threads due to the limitations of JMeter, which adds 
threads at different rates depending on many factors, e.g., 
system resources, network latency, and connection time. 
Number of concurrent threads is also lower because 
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some threads finish before others are started. Figures 4, 
5, and 6 show the overhead in average response time for 
getting information, creating subscription, and monitor-
ing parameter values.

We compiled results for all runs and calculated the 
average response time for each number of concurrent 
threads. The concurrency achieved by JMeter varied 
across the different runs, so the results range from 1 
thread to the maximum N concurrent threads recorded 
in the compiled results. In these experiments, we have 

categorized the Number of Active Threads (NATs) into 
disjoint groups and each label in the x axis shows the 
maximum number of active threads in that group. To 
illustrate, the distribution of the response extends from 
the lower to upper quartile values within each set, with 
a center horizontal line at the median. The lower (upper) 
whisker extends from the lower (upper) quartile up to 1.5 
times the inter-quartile range (IQR = Q3–Q1).The over-
head for the implemented prototype has very low impact 
when few users are making the requests to the endpoints.

Table 1 DataHub endpoints

Endpoint Parameters Description Response

[ GET ] /sources Get information on available source types 
in the system

Without access control, returns available source 
types and their description. With access control, 
returns the sources catalog only if JWT contains 
valid system role: data consumer

[ POST ] /subscription Data type, 
sources, param-
eters, time 
granularity

Create a new subscription for parameters 
from sources with the given time granularity. 
A single subscription request can contain many 
sources and their parameters

Without access control, this endpoint returns 
a message that the request is received and then 
creates the subscription. With access control, 
this endpoint returns a message giving informa-
tion about which parameters and sources were 
permitted, denied, and non-existent. Subscription 
is created for the permitted parameters based 
on attributes defined in JWT including system 
and organization roles

[GET] /values Data type, 
source, 
parameter, time 
granularity

Get the values of the subscribed parameters Without AC, returns the most recent streamed data 
for the subscribed parameter. With AC, returns data 
after checking system and organization roles in JWT

Fig. 4 Response times for getting information
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We observe that with an increasing number of 
requests, the overhead of adding access control solution 
increases and this increase is close to linear. The differ-
ence is highest for create subscription operation as it 
requires a request to PDP which in turn requests PAP and 
PIP for data needed to make a decision. We evaluate the 

scalability of the prototype by increasing number of poli-
cies required to make access decision for a subscription 
request. We have tested creating subscription using 1, 
5, and 10 policies (Fig. 5). We also analyze the difference 
between average response time on monitoring parameter 
values if one or more filters are present in a subscription 

Fig. 5 Response times for creating new subscription

Fig. 6 Response times for monitoring
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(Fig.  6). Considering the system performance, we are 
convinced that the system would meet the performance 
requirements of upcoming 6G era.

4  Discussion and future work
The paper enhances our knowledge in realizing that big 
data generated from IoT devices need a well-defined 
and transparent access control mechanism. Our pro-
posed solution focuses on the requirements and chal-
lenges faced in building access control mechanisms in 
data-sharing systems such as Nokia Bell Labs’ DDSS, 
and insights from this work can provide the founda-
tion for the design and implementation of access control 
mechanism. We have studied two key research areas. 
The first area is to design the access control mechanisms 
for dynamic or streaming data, which is generated from 
numerous sources in the system. The second key area 
we considered is to design these systems with a strong 
focus on how data owners can control and view their 
data usage. Moreover, data processing, in addition to 
data consumption, should be managed by access control 
systems.

By addressing these two areas, we enable Nokia Bell 
Labs’ DDSS  [60, 61] to be used as enabling technology 
for sharing data within organizations or externally with 
other organizations using the system. Data owners within 
organizations can define and manage fine-grained access 
control policies for data consumption. It also provides 
transparency for data usage and updates data streams 
dynamically based on updates in access control policies. 
We have performed experiments to check scalability of 
the system and our future plans include more detailed 
study on interoperability and reliability of the system 
(Section 3.1.4).

We provide experiences and insights as following.

4.1  Data ownership and processing flow
Our proposed access control model ensures that data 
can be processed in different stages, by different subjects, 
and each of these stages has different access control rules 
to govern the further processing or consumption. This 
allows multiple organizations to cooperate, share, and 
process data using the same access control mechanism. 
In future, we can use graph and network analysis tools to 
analyze data and develop a trust model created based on 
the history of access control policies and functions. This 
trust model can be used to generate automated policies 
when new sources are added to the system.

4.2  Transparency/usability for data processing 
and consumption

Our proposed system enables data owners to view and 
control how their data is processed and consumed. It 

gives them a better picture to make informed decisions 
for sharing their data. For example, if a data owner views 
that data from his sensor is used in an aggregation func-
tion performed at the building level and wishes not to 
participate, he can adjust the access control policies to 
not allow that processing. This meets our requirement 
of user centric mechanism identified in Section 3.1.2. In 
future, we can enhance this further by add data lineage 
information to provide useful insights about data pro-
cessing and usage.

4.3  Identification of policy components
We have used the standard policy components defined 
in the policy-based architecture. We have extended the 
XACML administration component by implementing 
additional functionality for maintaining intermediar-
ies who perform processing functions on the data. The 
meta-data of these functions is present in PAP. PDP is 
designed in the standard way, where it receives a request 
for a decision and sends back a response with the deci-
sion. Our PDP implementation differentiates from stand-
ard in the way how it accepts a single request for multiple 
data resources and provides a response with a sub-set of 
resources, which are permitted. PAP provides the neces-
sary additional API endpoints for managing the data in 
different stages by the stakeholders, which are involved in 
those stages.

Our PEP implementation is done in an already existing 
DH, where access policies are enforced for data subscrip-
tion and monitoring requests following NGAC’s attrib-
ute-based and real-time policy enforcement concepts. 
The proposed system uses the same architectural compo-
nents as defined in XACML policy-based access control 
architecture. However, to avoid additional complexity, 
the syntax of access policies was kept simple and minimal 
using JSON as the policy definition format. In future, we 
can add more extensions based on the XACML specifi-
cations. For example, PAP can be extended to use both 
negative and positive policies. By combining the XACML 
and NGAC models, we meet the requirement defined in 
Section 3.1.1.

4.4  Definition of access decisions for data streams
To avoid a decision-making process for every record of 
streaming data, a decision is made for starting a subscrip-
tion for a data resource, and filters are added in PEP for that 
subscription to apply run-time checks. Decision requests 
can also be made for multiple data resources and responses 
will contain only the permitted resources, for which sub-
scription can be started. Additionally, decision response 
provides a useful message to the consumer containing 
information on why some requested data resources are not 
permitted and possible steps to obtain access to those.



Page 13 of 15Zubair et al. EURASIP Journal on Information Security         (2024) 2024:30  

4.5  Definition of enforcement mechanisms for data 
streams

When a positive decision for a data resource is received 
and streaming is started, certain checks are added in PEP 
for checking individual data points when delivering them 
to the consumer. These run-time enforcement checks for 
streams ensure that checks for individual data points do 
not require connecting to PDP. This approach provides a 
faster and more efficient way of performing data checks, 
contributing to the access control requirement defined in 
Section 3.1.3.

5  Conclusion
In this study, we highlight the crucial role of efficient 
planning and development in access control mechanisms 
for data-sharing systems. Transparency, privacy, and 
data governance emerge as requirements in the context 
of multi-tenancy and collaboration among organiza-
tions. These challenges are expected to be prevalent in 
the 6G era and demand robust access control solutions. 
To address these challenges, we propose a novel access 
control mechanism integrating XACML’s architecture 
and NGAC’s attribute-based representation and real-
time policy evaluation and enforcement to implement 
a solution to share data between organizations in a dis-
tributed data streaming system based on the publish-
subscribe paradigm. Our proposed mechanism enhances 
fine-grained policies, dynamic enforcement, and trans-
parency, enabling secure and granular access privileges 
while facilitating efficient data and information sharing. 
We conducted experiments to evaluate the performance 
and overhead of the proposed approach. Furthermore, 
we present a comprehensive review of the existing access 
control models and their strengths and weaknesses. 
These insights  provide guidance for future designs of 
data-sharing systems, ensuring the development of 
trusted and effective solutions in the ever-evolving land-
scape of data sharing in the 6G era.
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