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Abstract

This work introduces a novel and practical001
paradigm for narrative comprehension, stem-002
ming from the observation that individual pas-003
sages within narratives are often cohesively re-004
lated than being isolated. We therefore propose005
to formulate a graph upon narratives dubbed006
NARCO that depicts a task-agnostic coherence007
dependency of the entire context. Especially,008
edges in NARCO encompass retrospective free-009
form questions between two context snippets re-010
flecting high-level coherent relations, inspired011
by the cognitive perception of humans who012
constantly reinstate relevant events from prior013
context. Importantly, our graph is instantiated014
through our designed two-stage LLM prompt-015
ing, thereby without reliance on human anno-016
tations. We present three unique studies on its017
practical utility, examining the edge efficacy via018
recap identification, local context augmentation019
via plot retrieval, and broader applications ex-020
emplified by long document QA. Experiments021
suggest that our approaches leveraging NARCO022
yield performance boost across all three tasks.023

1 Introduction024

Text comprehension has been advanced signifi-025

cantly ascribed to Large Language Models (LLMs),026

especially with long context window enabled via027

techniques such as positional scaling (Xiong et al.,028

2023; Peng et al., 2024) and efficient attention029

(Wang et al., 2023; Chen et al., 2024). Neverthe-030

less, though extending context window could re-031

solve certain long context tasks end-to-end, e.g.032

question answering, more fine-grained tasks that033

require explicit global dependency beyond local034

evidence still remain a challenge.035

In book-level narrative understanding particu-036

larly, such as retrieving relevant plot passages of037

queries (Xu et al., 2023), or identifying recap pas-038

sages of a given plot (Li et al., 2024), each local039

passage in a novel rather serves specific purposes to040

other parts than being isolated, which may be easily041

neglected in the end-to-end process without explicit 042

modeling these global dependency relations. 043

Traditionally, discourse parsing is established 044

to capture those coherence relations between sen- 045

tences, characterizing how each proposition relate 046

to others to reflect high-level understanding of the 047

global content (Grosz and Sidner, 1986). Past 048

works have materialized various discourse frame- 049

works, such as Rhetorical Structure Theory (Mann 050

and Thompson, 1988) and Penn Discourse Tree- 051

bank (Prasad et al., 2008). However, despite its 052

adoption in certain applications (Bhatia et al., 2015; 053

Ji and Smith, 2017; Xu et al., 2020; Pu et al., 2023), 054

they have not attracted appreciable focus in a wider 055

spectrum of tasks; the underlying reasons may be 056

twofold. First, popular discourse formalisms pose 057

finite relation space with fixed taxonomies, offer- 058

ing trivial auxiliary signals especially upon LLMs. 059

Second, they require trained experts to perform an- 060

notation for training proper parsers, hindering the 061

overall utility due to inevitably limited resources. 062

In this work, we propose an alternative path to 063

handle the aforementioned challenges in long nar- 064

rative understanding, which can be deemed as a 065

new paradigm of quasi-discourse parsing. To over- 066

come previous limitations so to promote practical 067

values for narrative tasks, our approach is designed 068

to obtain flexible coherence relations without tying 069

to formal linguistics or human annotations, thus 070

being directly applicable as an off-the-shelf option. 071

Drawing inspiration from the human cognitive 072

process on narrative perception, whereas humans 073

can constantly reinstate relevant causal events from 074

past context during reading (Trabasso and Sperry, 075

1985; Graesser et al., 1994), our proposed idea is 076

simple and intuitive: a NARrative COgnition graph 077

is built, dubbed NARCO, where the entire context 078

is split into small chunks that serve as graph nodes, 079

and edges are connected that represent the relations 080

between node pairs. Particularly, edges are consti- 081

tuted by free-form questions regarding the two con- 082
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necting nodes, aligned with recent discourse works083

on Questions Under Discussion (Kuppevelt, 1995)084

such as DCQA (Ko et al., 2022, 2023). As humans085

could relate to past context in retrospect, accord-086

ingly, each question in NARCO arises from the087

succeeding node, asking necessary background or088

causes that can be clarified by the preceding node.089

Hence, graph edges consist of inquisitive questions090

that naturally reflect retrospection. Overall, the re-091

sulting graph explicitly depicts task-agnostic under-092

standing of fine-grained coherence flow that could093

be flexibly utilized by downstream tasks.094

The key difficulty of the graph lies in the edge095

realization, which itself requires capable context096

understanding, to determine which aspects to in-097

quire upon the context and distinguish whether they098

are salient for the comprehension. Such process099

is especially strenuous due to the large hypothe-100

sis space compared to conventional discourse for-101

malisms, which may only become feasible recently102

with assistance by LLMs. To this end, we construct103

edges automatically through our proposed LLM104

prompting scheme without human annotation con-105

straints, of which consists a question generation106

stage and a back verification stage (Section 3).107

NARCO primarily addresses challenges for nar-108

ratives on two perspectives. First, the graph edges109

provide a view of explicit information flow, en-110

abling task-specific guidance towards the narra-111

tive development. Second, each chunk is now en-112

riched with dependency of global coherence rela-113

tions, thus provided augmentation of local context114

to deepen the digest of independent passages.115

To empirically demonstrate the practical utility116

of NARCO, we present studies on the following117

narrative understanding tasks from three angles.118

• Our first study examines the edge efficacy on119

whether it expresses competent coherence relations120

(Section 4). We conduct experiments on recap pas-121

sage identification (Li et al., 2024), where NARCO122

boosts up to 4.7 F1 over the GPT-4 baseline.123

• Our second study concerns the exploitation of124

enriched local embeddings, by injecting edges125

with global dependencies into node representation126

(Section 5). Evaluated on the plot retrieval task (Xu127

et al., 2023), our proposed approach with NARCO128

outperforms the zero-shot baseline by 3% and the129

supervised baseline by 2.2%.130

• Lastly, we utilize NARCO in long document ques-131

tion answering as a broader application (Section 6).132

Experiments on QuALITY that requires global evi-133

dence (Pang et al., 2022) suggest that, NARCO con-134

sistently raises zero-shot accuracy by 2-5% upon 135

retrieval-based baselines with various LLMs, able 136

to recognize more relevant context. 137

Overall, our contributions can be listed as follows: 138

• A new paradigm for narrative understanding is 139

proposed, parsing the context into a graph of 140

high-level coherence relations, named NARCO. 141

• The graph is practically realized with our two- 142

stage LLM prompting w/o human annotations. 143

• We present three studies effectively utilizing 144

NARCO on narratives, focusing on edge efficacy, 145

node augmentation, and broader applications. 146

2 Related Work 147

Questions Under Discussion QUD is a linguis- 148

tic framework with rich history that approaches 149

discourse and pragmatics analysis by repeatedly 150

resolving queries triggered by prior context (Kup- 151

pevelt, 1995; Roberts, 1996; Benz and Jasinskaja, 152

2017). Recent works have begun adapting QUD 153

for discourse coherence (De Kuthy et al., 2018, 154

2020; Ko et al., 2020, 2022, 2023) or other appli- 155

cations (Wu et al., 2023b; Newman et al., 2023). 156

Our proposed NARCO can also be perceived as a 157

unique form of QUD variant, though it is princi- 158

pally rooted upon narrative comprehension rather 159

than formal linguistics. Therefore, NARCO differs 160

from QUD works considerably on the following 161

design choices. 162

• Coarse Granularity While QUD tends to em- 163

ploy sentences as the basic discourse unit, NARCO 164

opts for a coarser granularity, adopting passages 165

(or short chunks) as graph nodes. It is driven by the 166

fact that in narratives, complex events or interac- 167

tions may often be conveyed beyond sentence-level, 168

thus relations in NARCO could target higher-level 169

understanding between nodes. 170

• Retrospection-Oriented Unlike conventional 171

QUD that inquires from prior context to be ad- 172

dressed by subsequent context (forward direction), 173

which could yield unanswerable questions (West- 174

era et al., 2020; Ko et al., 2020), NARCO takes the 175

backward direction, by asking retrospective ques- 176

tions from succeeding context, such that all gener- 177

ated questions in NARCO are naturally grounded 178

by corresponding prior context. 179

• Precision-Focused Unlike previous QUD 180

works that require dedicated human annotations, 181

NARCO is formulated accomplishable by LLMs. 182

Accordingly, we prioritize precision over recall for 183

practical instantiation of graph edges, and do not 184
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• Why might Renly have chosen to flee the city with his allies 
prior to Eddard's confrontation in the throne room?
• What led Eddard Stark to believe he had a strong claim to 
challenge Joffrey's legitimacy as king in front of the council?
• On what grounds did Eddard Stark consider himself the rightful 
Lord Protector of the Realm during Robert's succession?

Leaving the chamber, Eddard talks to Varys and Ser Barristan Selmy; by asking Selmy a seemingly-innocent questi-
on about the wine, Varys slyly points out that Lancel Lannister ensured the King kept "refreshed" with alcohol …

t King's Landing, Renly confronts Eddard and offers him a hundred swords to take Joffrey into custody, but Eddard 
refuses to dishonor Robert's last hours by shedding blood in the Red Keep and taking frightened children hostage...

In King's Landing, Eddard is summoned to the throne room by "King Joffrey"; Robert has died. He arrives to find 
Littlefinger and Varys waiting for him, along with Commander Janos Slynt and a detachment of the City Watch…

Context Chunks
NARCO edge

Two-Stage Edge Construction with LLM
NARCO Graph

Figure 1: Our proposed NARCO graph described in Section 3, with retrospective questions connecting two nodes.

necessitate strict linguistic criteria, as long as it185

contributes positively for narrative understanding.186

Long Context Understanding One of the major187

research directions of LLMs is the extension of con-188

text window, which can be seamlessly applied for189

long context understanding tasks, including scaling190

positional embeddings (Chen et al., 2023b; Xiong191

et al., 2023; Peng et al., 2024), efficient attention192

(Zaheer et al., 2020; Chen et al., 2024), cached193

attention (Wu et al., 2022; Wang et al., 2023), re-194

current attention (Dai et al., 2019), etc. Though195

effective, certain narrative tasks demand beyond the196

end-to-end solution. Recently, new paradigms have197

been proposed for fine-grained processing, such198

as compressing context as soft prompts (Chevalier199

et al., 2023), and MEMWALKER that reads long200

context interactively via iterative prompting (Chen201

et al., 2023a). Nevertheless, our proposed approach202

takes parsing as an alternative paradigm, which is203

orthogonal to the existing directions and could be204

even further combined in the future.205

3 NARCO: Narrative Cognition Graph206

In this section, we start by delineating our graph207

formulation, which is itself not tied to any partic-208

ular implementation. Subsequently, we elaborate209

our graph realization using LLMs, as our endeavor210

to remove dependence on human annotations.211

3.1 Graph Formulation212

Nodes For a narrative, the entire context is split213

into short consecutive chunks (or passages), such214

that each is within a maximum word limit and con-215

stituted by sentences or paragraphs. Graph nodes216

are then all the chunks adhering the left-to-right217

sequential order, denoted by V = {v1, v2, .., vN},218

with N being the total number of chunks.219

Edges An edge connecting two nodes signifies220

the relationships they convey. These relations are221

articulated as free-form inquisitive questions that222

are not constrained by fixed taxonomies. All edges223

follow the backward direction, such that for an edge 224

eij (i < j), the expressed questions always arise 225

from the succeeding node vj , asking clarification 226

regarding specific events or situations appeared in 227

vj , which could be addressed by the preceding vi. 228

For narratives, questions primarily target causal and 229

temporal relations as the coherence dependency. 230

Functionally speaking, these backward edges re- 231

semble the human cognitive process for narrative 232

perception: when reading a certain passage, hu- 233

mans are able to reinstate previous relevant parts 234

in retrospect that lay out the build-up or causes, 235

so to achieve a causally coherent comprehension 236

of the global context (Trabasso and Sperry, 1985; 237

Graesser et al., 1994; Song et al., 2020). Unlike 238

QUD that originally features curiosity-driven ques- 239

tions in a forward direction, which could yield 240

unanswerable questions, all edges in NARCO are 241

fully grounded by the context, such that all ques- 242

tions are addressable by prior nodes, thereby serv- 243

ing as the bridge for global coherent dependency. 244

Derived upon the above formulation, an edge eij 245

in NARCO has the following features: 246

• It may have zero-to-many questions. An empty 247

edge without questions indicates the succeeding 248

node vj is independent from vi in terms of causal 249

or temporal relations. 250

• Each question should be salient towards the com- 251

prehension of narrative development, rather than 252

being trivial details. Hence, the number of ques- 253

tions of an edge should reflect how coherently 254

related between the two nodes. 255

• As we adopt coarse granularity for nodes, ques- 256

tions could inquire higher-level relations based 257

on the extrapolation over multiple sentences, 258

which may be useful for downstream tasks. 259

3.2 Graph Realization 260

To obtain graph nodes, the full context is split by 261

paragraphs and sentences. We impose each node 262

within 240 words in this work, though the exact 263

limit can be task-specific. For a graph characterized 264
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by N total nodes, there are O(N2) edges available,265

which can become cumbersome and excessive. It266

is also task-dependent to determine which pairs267

of nodes should be gathered edges upon, e.g. for268

enriching local representation, it may be enough to269

obtain proximal coherence relations by edges from270

neighboring nodes within a context window.271

Despite the daunting task of edge construction,272

the emergence of LLMs presents an opportunity:273

through LLM prompting, it becomes conceivable274

to actualize the entire graph without any human275

annotations involved. To this end, we introduce276

a two-stage prompting scheme as follows for the277

challenging edge formulation in NARCO.278

Question Generation For an edge eij to be in-279

stantiated, LLM needs to determine important as-280

pects to ask upon vj that reflect the retrospective281

coherence towards the prior context in vi. Similar282

utilization of LLMs for question generation (QG)283

has been explored in other applications, such as284

performing QG for QUD (Wu et al., 2023a) and285

passage decontextualization (Newman et al., 2023),286

where LLM is prompted to generate questions di-287

rectly based on task-specific criteria. For our case,288

such direct generation can be briefly outlined as:289
Given a current context vj and its prior290
context vi, generate questions upon vj, such291
that each question asks about the cause or292
background of specific events or situations293
in vj, which can be clarified by vi, so to294
reflect their causal or temporal relations295
between the two context.296

However, our preliminary experiments found that,297

though LLM could follow the instructions to gen-298

erate plausible questions, their quality is often un-299

satisfactory for NARCO, with common errors as300

follows (examples in Appx A.2):301

• LLM often asks questions upon vj but also an-302

swerable by vj as well. Such patterns align with303

the more conventional QG setting (Du et al.,304

2017) that may exist plentifully during super-305

vised finetuning of LLM. However, they are not306

desirable for NARCO as they cannot effectively307

indicate coherence with vi.308

• LLM could hallucinate their relations by guess-309

ing and inferring extra underlying connections310

not grounded by the provided context, resulting311

in questions not directly answerable by vi.312

In essence, QG for NARCO requires LLM simulta-313

neously aware of questions being: 1) arising from314

vj ; 2) not answerable by vj ; 3) answerable by vi.315

As this process is empirically challenging even for316

strong LLM (e.g. GPT-4), we perform QG with317

two heuristic turns that could be viewed as Chain- 318

of-Thoughts (Wei et al., 2022) guided by prompts: 319
1. List concrete parts in vi that contribute as 320

the preceding background or cause for specific 321
events or situations mentioned in vj, along 322
with brief explanations. 323

2. Convert each listed connection to a question, 324
such that it asks about the cause or 325
background upon vj and can be clarified by the 326
corresponding concrete part in vi, helpful to 327
comprehend their causal or temporal relations. 328

Question Filtering Our pilot study suggests that 329

the above two-turn QG could yield higher-quality 330

questions than rudimentary generation, especially 331

reducing self-answerable questions. However, it 332

is still inevitable to produce noisy questions of the 333

two identified error types. In light of remaining 334

noises, we propose a second stage to filter noisy 335

questions through back verification, akin to the 336

concept of back translation (Sennrich et al., 2016): 337

Given a context Cij and a related question, 338
determine whether it can be answered. If 339
so, reason the answer and provide original 340
sentences of key supporting evidence. 341

Particularly, Cij is the concatenated context from 342

vi and vj without disclosing their boundary. If the 343

question is answerable, we then parse the response 344

and identify whether the supporting sentences are 345

from vi. If not, the question becomes invalid and 346

discarded, as it does not offer to bridge two nodes. 347

Overall, all generated questions are back ver- 348

ified; only questions that could be answered by 349

prior nodes are finally retained in NARCO, being a 350

precision-focused approach. In this work, we adopt 351

GPT-4 for strong question generation, and Chat- 352

GPT for the easier verification. Our full prompts 353

and more details are provided in Appx A.1. 354

3.3 Graph Analysis 355

Upon examination of preliminary results on the 356

English version of the novel Notre-Dame de Paris, 357

edges in NARCO mostly encompass what and why 358

types of questions, approximately constituting 61% 359

and 26%. It is worth noting that many questions 360

reflect high-level understanding of the context (ex- 361

amples in Appx A.2), in contrast to conventional 362

discourse relations, e.g. purpose, condition in 363

RST (Mann and Thompson, 1988). With the two- 364

stage prompting scheme, the averaged node degree 365

reaches 1.9. Particularly, the verification stage iden- 366

tifies 47.4% questions to be filtered out. 367

As our graph formulation primarily aims at prac- 368

tical values, we demonstrate its effective utility in 369

Sections 4-6, addressing three distinct perspectives. 370
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Study II:
Node Augmentation

Study I:
Edge Efficacy

Study III:
Broader Applications

Target

Candidate A

Candidate B
Local Context 

e12 e23 Document Context

Relevant Context

QA

✓
✕

Query

Recap Identification Plot Retrieval Long Document QA

Figure 2: Three presented studies leveraging NARCO.

4 Study I: Edge Efficacy371

Our first study examines the graph edges on372

whether they express useful relations. Ideally, a373

non-empty edge should bridge coherence between374

two nodes through its retrospective questions. For375

appropriate assessment, we adopt the recap iden-376

tification on RECIDENT dataset (Li et al., 2024),377

a task on narratives that identifies whether certain378

preceding snippets can function as a recap or pre-379

lude to the audience in regards to a current context.380

Concretely, the input takes a short snippet from381

a novel or show script, along with a provided list382

of its preceding snippets; this task resolves which383

preceding snippets are directly related with the cur-384

rent one in terms of plot progression, requiring385

contextual understanding of narrative development.386

As NARCO is proposed to capture the inter-node387

coherence relations, edges of retrospective ques-388

tions could be leveraged to link the current snippet389

to related preceding ones. Therefore, RECIDENT390

serves as a natural testbed for comprehensive eval-391

uation of edge efficacy.392

4.1 Approach393

For this study, our proposed approach targets upon394

the zero-shot baseline with LLMs in (Li et al.,395

2024), where ChatGPT is originally asked to select396

the related recap snippets from the list of preceding397

candidates based on their context.398

With NARCO, we regard each current snippet399

as a target graph node vt, and the list of its N pre-400

ceding snippets {vc|c = 1, .., N} as the candidates.401

For vt and each of its candidate vc, the edge is real-402

ized denoted by ect. As each question in ect should403

reflect their causal or temporal relations, we utilize404

these questions directly from two distinct aspects.405

Edge Relations Normally, each snippet is repre-406

sented by its context as in the baseline. To evaluate407

the coherence depicted by edges, we instead pro-408

pose to represent each snippet solely based on the409

edge relations: for a candidate node vc, we use410

its concatenated questions in ect for representation,411

denoted by {qc|c = 1, .., N}, and completely ne-412

glect the original context, so to ensure an entirely 413

isolated assessment of edge relations. 414

Specifically, given the context of the target snip- 415

pet vt, we now ask LLM to select which qc ad- 416

dresses important questions asking recap informa- 417

tion significant to comprehend the current context. 418

As each qc contains multiple questions, we ask 419

LLM to score each qc in [0, 5], with higher scores 420

indicating better overall questions. Candidates with 421

empty edges are directly assigned 0 score. 422

Edge Degrees Alternatively, as mentioned in Sec- 423

tion 3.1, the edge degree (number of questions) 424

could suggest how cohesively related between two 425

nodes. To this end, we further propose to simply 426

deem the edge degree as the score for ranking can- 427

didates, without any inference on the node context 428

or edge relations at all. Though being rather uncon- 429

ventional, ranking recaps by edge degrees could 430

approximately reflect the edge quality. 431

For either the relation score or degree score, it 432

could be used standalone or interpolated with the 433

baseline selection. More formally, we obtain the 434

rank ∈ [1, N ] of each candidate i by relation scores, 435

denoted as rreli , and the rank by degree scores as 436

rdegi , along with the binary selection bi from base- 437

line. The final score s of each candidate is: 438

si = α · rreli + β · rdegi − λ · I(bi) (1) 439

I is the indicator function that boosts the baseline 440

selection by λ rank; relation and degree ranks are 441

interpolated by α and β. The final score is then 442

ranked to select top candidates with recap informa- 443

tion (lower is better). Setting these to 0 accordingly 444

can thereby evaluate each method standalone. 445

4.2 Experiments 446

Data As RECIDENT includes multiple novels 447

and show scripts, we pick one classic novel Notre- 448

Dame de Paris (NDP) in English and one TV show 449

Game of Thrones (GOT) to reduce the evaluation 450

API cost from OpenAI. The test set of each source 451

consists of 169 / 204 target snippets respectively. 452

Each target is provided 60 candidate snippets, with 453

5.6 / 4.9 candidates being positive on average. 454

Evaluation Metric We follow Li et al. (2024) 455

and adopt F1@5 (F1 on top-5 selected candidates) 456

as the main evaluation metric. 457

Methods We conduct zero-shot LLM experi- 458

ments with both ChatGPT (gpt-3.5-turbo-1106) 459

and GPT-4 (gpt-4-1106-preview) from OpenAI. 460
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• BL: the original ChatGPT baseline (Listwise +461

Char-Filter from Li et al. (2024).) We addition-462

ally run GPT-4 for comprehensive evaluation.463

• Rel: standalone ranking by edge relations, with-464

out using any candidate context itself.465

• Full: full interpolation by Eq (1) with both466

edge relations and degrees. Coefficients are set467

through a holdout set from another novel.468

4.3 Results and Analysis469

Table 1 shows the zero-shot evaluation results on470

the test set of RECIDENT. Notably, the interpola-471

tion with NARCO edges (Full) consistently brings472

significant improvement upon the baseline (BL), by473

4.9 / 2.4 F1 on NDP / GOT respectively with Chat-474

GPT, up to a 21.7% relative improvement. The475

stronger GPT-4 boosts performance for all meth-476

ods as expected, and still advancing 3.5 / 4.7 F1477

upon BL on NDP / GOT as well.478

Moreover, selection solely based on edge rela-479

tions without disclosing the context (Rel) could480

obtain comparable or better performance than the481

baseline, with the only exception of ChatGPT on482

GOT. Overall, Table 1 demonstrates the effective483

utility of NARCO leveraging its edge efficacy, of-484

fering a complementary enhancement.485

NDP GOT

P@5 R@5 F@5 P@5 R@5 F@5

ChatGPT
BL 22.22 22.97 22.59 31.94 38.87 35.07
Rel 22.84 23.34 23.09 28.63 37.09 32.31
Full 26.86 28.16 27.50 33.04 43.27 37.47

GPT-4
BL 25.34 25.53 25.44 31.49 40.38 35.38
Rel 26.39 27.23 26.80 31.18 42.05 35.81
Full 29.11 28.74 28.92 34.90 46.93 40.03

Table 1: Zero-shot evaluation on the test set of RECI-
DENT for recap identification (Section 4.2). Our ap-
proaches with NARCO achieve significant improvement
upon the baseline (BL) for both ChatGPT and GPT-4.

For more in-depth insights, we further perform486

two additional evaluation with ChatGPT:487

• Deg: standalone ranking by edge degrees; for tied488

degrees, closer candidates are prioritized.489

• Full-F: the Full setting with all generated ques-490

tions, without the back verification stage.491

Corresponding results are shown in Table 2, where492

ranking by edge degrees of NARCO exhibits de-493

cent performance. It even surpasses the baseline494

on NDP by 1+%, which is impressive for the fact495

NDP GOT

P@5 R@5 F@5 P@5 R@5 F@5

BL 22.22 22.97 22.59 31.94 38.87 35.07
Full 26.86 28.16 27.50 33.04 43.27 37.47

Deg 23.31 24.44 23.86 27.45 37.67 31.76
Full-F 26.39 27.06 26.72 33.24 42.57 37.33

Table 2: Zero-shot evaluation with ChatGPT, using
NARCO edge degrees (Deg) and all questions (Full-F).

that it does not undergo any task-specific inference. 496

Understandably, it indeed lags behind the baseline 497

on GOT by a noticeable margin. As for Full-F, 498

the trivially degraded performance suggests that, 499

our proposed approach can be quite robust against 500

noisy edge questions, as LLM assigns high scores 501

as long as under the presence of good questions. 502

5 Study II: Node Augmentation 503

Our second study underscores the NARCO utility 504

of local context augmentation, examining whether 505

the graph typology could enrich the node represen- 506

tation with global contextual information. 507

Specifically, for a node vj , a preceding node 508

vi and succeeding node vk such that i < j < k, 509

eij depicts outgoing questions arising from vj to 510

vi, and ejk specifies incoming questions from vk 511

that can be clarified by ej . These questions either 512

highlight important aspects of events or situations 513

in the current context, or provide implication of 514

subsequent development. Such auxiliary informa- 515

tion from neighboring nodes is especially useful 516

for retrieval on narratives, as each passage is not 517

independent and rather being related with others. 518

We hence investigate if an embedding function 519

on top of NARCO could lead to enriched local rep- 520

resentation. Towards this objective, we consider 521

the plot retrieval task defined in (Xu et al., 2023), 522

which aims to find the most relevant story snip- 523

pets given a query of short plot description. It is 524

challenging as queries are often abstract based on 525

readers’ overall understanding of the stories, requir- 526

ing essential background information clarified on 527

candidates, similar to the concept of decontexual- 528

ization (Choi et al., 2021). Retrieval on narratives 529

thereby fits our evaluation purpose well. 530

5.1 Approach 531

For this task, candidate snippets from stories are 532

retrieved upon a given query. We build the graph 533

for the full narrative, e.g. an entire novel, according 534
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to Section 3 and regard all candidate snippets as535

graph nodes to be retrieved from. Our proposed536

approach focuses on fusing edge questions into the537

node representation for enhanced retrieval.538

Xu et al. (2023) follows the classic paradigm539

of contrastive learning that learns a BERT-based540

encoder (Devlin et al., 2019) on queries and can-541

didates. As its trained model is not released yet,542

our approach adopts the public BGE encoder (Xiao543

et al., 2023) in this work that ranks top on the544

MTEB leaderboard1. For comprehensive evalua-545

tion, we propose methods with NARCO for both546

zero-shot inference and supervised training.547

5.1.1 Zero-Shot Retrieval548

Since edge questions are available to provide auxil-549

iary information, edges can be directly integrated550

in the zero-shot retrieval process. Our motivation is551

straightforward: if there can be improvement with552

zero-shot retrieval, it ensures that these questions553

bring positive information gain, thus confirming554

the efficacy for augmenting local context.555

Concretely, the hidden states (embeddings) for556

the query, nodes and edges are obtained by the557

encoder. Let hv
i be the L2-normalized hidden state558

for the ith node, he
ij for its jth outgoing questions,559

hq for the query. The interpolated similarity Si560

between the query and ith candidate is defined as:561

S = hq · hv
i + λ ·max(hq · he

ij)|Mj=1 (2)562

The final similarity S is the typical query-node sim-563

ilarity interpolated with the query-edge similarity564

by λ, which is then the max query-question similar-565

ity out of total M questions. S among all nodes are566

then sorted for retrieval ranking, being a zero-shot567

approach without task-specific training.568

5.1.2 Supervised Learning569

We then introduce our proposed supervised ap-570

proach that reranks candidates with augmented571

node embeddings. Specifically, the enrichment is572

formulated as an attention, with the user query as573

query, edge questions as both key and value, such574

that a new embedding is obtained upon all edge575

questions conditioned on the query. Let Ai be the576

attention scores of the ith node, the augmented577

node embedding ha
i is denoted as:578

Ai = softmax
((hqWQ)(h

e
ijWK)T )

√
d

)
|Mj=1 (3)579

ha
i = hv

i +Ai (h
e
ijWV )|Mj=1 (4)580

1https://huggingface.co/spaces/mteb/leaderboard

WQ/K/V is the parameter for query/key/value in 581

attention, and d is the query dimension size. For 582

a node vi, we provide both outgoing and incom- 583

ing questions to/from its direct neighbor node for 584

bidirectional contextual information. 585

With the augmented local embedding for the ith 586

node ha
i , the model is trained with contrastive loss 587

to maximize the similarity between each query q 588

and its positive nodes P (q) among N candidates: 589

L =
−1

|P (q)|
∑

x∈P (q)

log
exp(hq · ha

x)∑N
y=1 exp(h

q · ha
y)

(5) 590

For inference, the model simply reranks top re- 591

trieved candidates from a baseline system, using 592

the new contextualized embedding function. 593

5.2 Experiments 594

Data For experiments situating our purpose, we 595

adapt the data from (Xu et al., 2023) with slight 596

modification. First, we use the available data of 597

Notre-Dame de Paris in Chinese for training and 598

evaluation, instead of using all available novels to 599

avoid large-scale graph realization. Second, the 600

original task operates retrieval on sentence-level. 601

Similar to Section 4, we take short snippets as 602

graph nodes, and label positive snippets converted 603

from the original positive sentences. The resulting 604

dataset has 1288 candidate snippets in total, with 605

29484/1000/510 queries for the train/dev/test split. 606

Evaluation Metric A query may have one to 607

many positive snippets (up to 7). We take the typ- 608

ical information retrieval metric Normalized Dis- 609

counted Cumulative Gain (NDCG), assigning the 610

same relevance for each positive snippet equally. 611

Methods Four methods are evaluated as follows; 612

all methods adopt BGE-Large encoder2. 613

• Zero Shot (ZS): the baseline method that ranks 614

candidates based on query-node similarity. 615

• ZS+NARCO: our proposed interpolation with 616

query-edge similarity; λ is tuned on the dev set. 617

• Supervised (SU): the baseline model trained su- 618

pervisedly on queries and candidates only. 619

• SU+NARCO: our proposed rerank model that 620

utilizes global-contextualized embeddings; the 621

inference reranks top 50 candidates by SU. 622

5.3 Results 623

Table 3 shows the evaluation results of our settings. 624

Notably, our proposed zero-shot interpolation with 625

2https://huggingface.co/BAAI/bge-large-zh-v1.5
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NDCG

Top-1 Top-5 Top-10

Zero Shot 17.06 20.83 23.97
+NARCO 18.82 23.83 27.37

Supervised 37.84 46.78 49.61
+NARCO 40.20 49.00 51.33

Table 3: Evaluation results on our test set of the plot
retrieval task. NDCG is evaluated on the top-1/5/10
retrieved candidates.

query-edge similarity improves upon its baseline626

on all NDCG metrics, leading 3.4% on Top-10627

NDCG (λ = 0.1), which corroborates the posi-628

tive information gain from edges for direct node629

augmentation. The same trend still holds up for630

the supervised model, improving by a large mar-631

gin, especially by 2.4% on Top-1 NDCG. Overall,632

NARCO is shown beneficial towards the acquisition633

of better local embeddings, demonstrated useful for634

narrative retrieval with our proposed utilization.635

6 Study III: Application in QA636

Our last study sheds light on graph utility in broader637

applications, moving beyond the focus of graph638

edges and nodes themselves. We choose QuAL-639

ITY (Pang et al., 2022), a multi-choice question640

answering (QA) dataset on long documents, mostly641

on fiction stories from Project Gutenberg. With642

an averaged length of 5k+ tokens per document,643

we investigate the potentials for retrieval-based ap-644

proaches, where NARCO may assist to recognize645

more relevant context, leading to better QA perfor-646

mance benefited from enhanced retrieval.647

Specifically, questions in QuALITY were con-648

structed with global evidence in mind, demanding649

multiple parts in the document to reason upon. In650

this work, we target the zero-shot QA evaluation,651

leveraging NARCO to obtain more accurate context652

from the retrieval process.653

Methods Retrieval-based approaches are com-654

monly adopted for tackling long context. As exper-655

imented by (Pang et al., 2022; Xu et al., 2024), we656

also split the full document by short snippets and657

retrieve relevant snippets with regard to the ques-658

tion. We apply the same retrieval process described659

in Section 5.1.1, where the query-edge similarity is660

interpolated as in Eq (2) using BGE-Large encoder.661

The retrieved snippets are then concatenated as the662

shortened relevant context for subsequent QA.663

R ER

Llama2-7B 40.97 (± 0.67) 45.97 (± 0.63)
Llama2-70B 61.56 (± 0.06) 63.98 (± 0.23)
ChatGPT 63.66 (± 0.06) 65.92 (± 0.34)

Table 4: Evaluation results on the dev set of QuALITY:
accuracy with standard deviation (from three runs).

ChatGPT* 66.6 ChatGPT (R) 70.8
Llama2-70B (R)* 70.3 ChatGPT (ER) 72.8

Table 5: Evaluation results on the test set of QuALITY
submitted to the ZeroSCROLLS leaderboard. Accuracy
of ChatGPT* is provided by the ZeroSCROLLS organiz-
ers; Llama2-70B (+R)* is reported by Xu et al. (2024).
Settings with +R or +ER are within 1.5k context limit.

Experiments We employ Llama2 (Touvron et al., 664

2023) and ChatGPT for zero-shot inference. As 665

evaluation on the test set requires submission to 666

the leaderboard, we first perform fine-grained anal- 667

ysis on the dev set with short retrieved context 668

(<1k), then submit the final test results using Chat- 669

GPT with 1.5k context limit, aligned with Xu et al. 670

(2024) for comparison. Baseline retrieval and our 671

Enhanced retrieval are denoted by R and ER. 672

Table 4 & 5 present the evaluation results on the 673

dev set and test set respectively. Results on the dev 674

set suggest that ER enhanced by NARCO can boost 675

QA performance with all LLMs, especially with 676

the smaller 7B model by 5% accuracy, fulfilling our 677

initiative to utilize NARCO in broader applications. 678

The improvement from superior retrieved context 679

is consistent, further confirmed by the 2% margin 680

with ChatGPT on both dev and test set. 681

7 Conclusion 682

We introduce NARCO, a novel paradigm of narra- 683

tive representations using a graph structure com- 684

posed of snippet nodes connected by their coher- 685

ence dependencies. The edges are formulated as 686

retrospective questions that find background infor- 687

mation from prior snippets to enhance comprehen- 688

sion of the current snippet. To realize this con- 689

cept without human annotations, we propose a two- 690

stage LLM prompting approach to generate these 691

questions. NARCO facilitates narrative understand- 692

ing by offering informative coherence relationships 693

between snippets and enriched snippet embeddings 694

with global context, validated by positive results 695

on recap identification and plot retrieval tasks, as 696

well as a downstream question answering task. 697
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Limitations698

While we have demonstrated the usefulness of our699

proposed NARCO, upon manually verifying the700

generated edge questions, deficiencies do exist in701

the current graph generation approach:702

• The generated questions are not free from noises,703

as mentioned in Section 3. One common scenario704

occurs when pairs of context chunks are irrele-705

vant to each other. GPT-4 struggles to accurately706

identify irrelevancy, leading it to ask questions707

that lack informativeness.708

• Our approach does not handle the scenario where709

there is joint dependency among three or more710

chunks. As we generate questions upon pairs,711

sometimes the key connecting information exists712

in the third chunk and is missing, preventing the713

recognition and formulation of useful questions.714

Despite the aforementioned issues, our graph still715

proves beneficial in various applications. This is716

partly due to the fact that Large Language Models717

(LLMs) and our learned models possess the capa-718

bility to automatically discern which information719

to utilize. Still, enhancing the quality of questions720

could further augment the benefits derived from our721

graph, highlighting the potentials of our proposed722

representation of narrative context.723

An additional limitation lies in our filtering al-724

gorithm. For LLMs that struggle with following725

instructions accurately, the current filtering strategy726

may prove inadequate. For instance, if an LLM727

repeatedly poses questions that could be under-728

stood and answered solely by referring to prior729

texts, our filtering process is inefficiency to rule out730

these questions. One potential solution to mitigate731

this issue could involve implementing a matching732

model between the questions and the target texts.733

However, since our work employs GPT-4 alongside734

Chain-of-Thought, which effectively reduces such735

instances of shortcut-taking, we have opted to re-736

tain the current strategy. We acknowledge the pos-737

sibility of exploring alternative LLMs with more738

sophisticated filtering strategies in future work.739
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A Graph Realization1000

A.1 Full Prompts and Details1001

Full prompts of the two-stage LLM prompting (Sec-1002

tion 3) are provided in Figure 3-5. We specify1003

the maximum number of generated questions for a1004

node pair as 4 in the prompt.1005

For the task of plot retrieval (Section 5) and long1006

context QA (Section 6), we construct edges within1007

a neighboring window of 4 preceding nodes, such1008

that the graph realization is proportional to the in-1009

put instead of being quadratic. For recap identifi-1010

cation (Li et al., 2024), edges are obtained on the1011

provided preceding snippets.1012

For a context with Tk tokens, it takes approxi-1013

mately 6Tk tokens to obtain all edge questions of1014

NARCO using GPT-4, which costs $0.06T as of1015

this writing.1016

A.2 Quantitative Examples1017

Examples of generated questions on Game of1018

Thrones from recap identification (Li et al., 2024).1019

A.2.1 Case11020

Current Context:1021
However, Oberyn stands too close to his seemingly de-1022
feated opponent, and Gregor manages to trip and seize1023
him. Berserk with fury, Gregor grabs Oberyn by the1024
throat and lifts him off the ground, smashing out most1025
of his teeth with a single devastating punch. Climbing1026
on top of Oberyn, Gregor finally admits for all to hear1027
that he raped and killed Elia as he gouges out Oberyn’s1028
eyes with his thumbs before crushing the Viper’s skull1029
between his hands, which he proclaims having done1030
the same to his sister. As Ellaria screams in horror, a1031
stunned silence sweeps over the crowd. The short joyful1032
moments for Tyrion and Jaime are shattered, as Tywin1033
stands and proclaims the will of the gods is clear: Tyrion1034
is guilty and sentenced to death. Tyrion cannot even1035
reply, shockingly staring in catatonic astonishment at1036
Oberyn’s skull-crushed corpse, as does Jaime; the only1037
different reaction is from Cersei, who stares at Oberyn’s1038
slaughtered body, listening to Tyrion’s death sentence1039
while smirking in vindication.1040

Prior Context:1041
Having received word of the wildlings’ raids down south,1042
the Lord Commander states that they do not have the1043
manpower to afford venturing away from the Wall. They1044
are interrupted when Edd and Grenn return to Castle1045
Black after escaping Craster’s Keep. Jon reveals he1046
told Mance Rayder that a thousand men armed Castle1047
Black and therefore points out that when Mance reaches1048
Craster’s Keep, Rast and Karl Tanner will not hesitate1049
in revealing the truth. Jon then insists the Night’s Watch1050
send a party to Craster’s Keep to kill their traitor brothers1051
before Mance gets to them first.1052

Generated Question (Valid):1053
What prompted the Night’s Watch to act with urgency1054
in sending a party to Craster’s Keep to eliminate the1055
traitors?1056

Generated Question (Invalid):1057

What was the reason behind Jon Snow’s insistence on a 1058
strategic assault to silence the traitors before a specific 1059
event could occur? 1060
(Note: it is a question asked upon the prior context 1061
and can be answered by it directly, as addressed in the 1062
Limitations Section, not bridging two context.) 1063

A.2.2 Case2 1064

Current Context: 1065
In what becomes known as the infamous Red Wedding, 1066
Lothar draws a knife and repeatedly stabs the pregnant 1067
Talisa in the stomach, killing her unborn child. Talisa 1068
collapses to the ground as chaos surrounds. Before he 1069
can react, Robb is shot by the musicians with crossbows 1070
several times and falls to the floor. Numerous other 1071
Stark men are killed by the crossbow bolts or set upon 1072
by Frey soldiers. Catelyn is shot by one of the musicians 1073
in the back and falls to the floor. 1074

Prior Context: 1075
In Gendry’s quarters, Melisandre seduces Gendry long 1076
enough to distract him, then promptly ties him to the 1077
bed and places leeches on his body. She explains as 1078
Stannis and Davos enter the room that Davos wanted 1079
a demonstration of the power in king’s blood, then re- 1080
moves the leeches and lights a fire in a nearby brazier. 1081
As part of the magical ritual that follows, Stannis throws 1082
the leeches into the flames at Melisandre’s direction, 1083
and recites the names of three people he wants dead as 1084
they burn: "The usurper Robb Stark, the usurper Balon 1085
Greyjoy, the usurper Joffrey Baratheon." 1086

Generated Question (Valid): 1087
What ritual was performed prior to the Red Wedding 1088
that sought the death of Robb Stark and might have 1089
influenced his fate? 1090
(Note: it is an open question whether Melisandre’s ritual 1091
really worked and is widely discussed among fans. The 1092
question uses might which adds its accuracy.) 1093

A.2.3 Case3 1094

Current Context: 1095
In King’s Landing, Eddard is summoned to the throne 1096
room by "King Joffrey"; Robert has died. He arrives 1097
to find Littlefinger and Varys waiting for him, along 1098
with Commander Janos Slynt and a detachment of the 1099
City Watch. Varys tells him that Renly has fled the city, 1100
along with Ser Loras Tyrell and a number of retainers. 1101
They were last seen heading south. The party enters 1102
the throne room, where Joffrey sits on the Iron Throne. 1103
He demands oaths of fealty from his councilors and 1104
subjects. Instead, Eddard gives Ser Barristan Selmy 1105
the proclamation naming him as Lord Protector of the 1106
Realm. To Barristan’s shock, Cersei takes the "paper 1107
shield" and tears it up. Instead, she suggests that Eddard 1108
bend the knee and swear allegiance. 1109

Prior Context: 1110
Lord Eddard Stark meets with Cersei Lannister. He tells 1111
her that he knows the secret that Jon Arryn died for: that 1112
Cersei’s three children are not Robert’s, but the product 1113
of incest between her and Jaime. Cersei does not deny 1114
the charge and in fact is proud of it, comparing their 1115
love to the old Targaryen practice of marrying brother 1116
to sister; she also admits to having despised Robert 1117
ever since their wedding night, when Robert drunkenly 1118
stumbled into Cersei’s bed and called her "Lyanna". 1119
Eddard angrily tells her to take her children and leave 1120
the city immediately. When Robert returns from his 1121
hunt, he will tell him the truth of the matter and Cersei 1122
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should run as far as she can before that happens, lest1123
Robert’s wrath find her.1124

Generated Question (Valid):1125
What is the reason behind Eddard Stark’s refusal to1126
swear fealty to Joffrey and his decision to present a1127
proclamation in the throne room?1128

Generated Question (Invalid):1129
What prevented Eddard Stark from informing King1130
Robert about the illegitimacy of Cersei’s children, which1131
could have significantly altered the succession to the1132
Iron Throne?1133

A.2.4 Case41134

Current Context:1135
In what becomes known as the infamous Red Wedding,1136
Lothar draws a knife and repeatedly stabs the pregnant1137
Talisa in the stomach, killing her unborn child. Talisa1138
collapses to the ground as chaos surrounds. Before he1139
can react, Robb is shot by the musicians with crossbows1140
several times and falls to the floor. Numerous other1141
Stark men are killed by the crossbow bolts or set upon1142
by Frey soldiers. Catelyn is shot by one of the musicians1143
in the back and falls to the floor.1144

Prior Context:1145
At Harrenhal, Jaime speaks one last time to Brienne1146
before he leaves. Jaime remarks that he owes Brienne1147
a debt for both keeping him alive on their journey and1148
for giving him a reason to live to rouse him from his1149
suicidal depression after losing his hand. Brienne tells1150
Jaime to repay his debt by keeping his pledge. Jaime1151
promises that he will keep his word to return Catelyn1152
Stark’s daughters to her.1153

Generated Question (Invalid):1154
What prior commitment made by Jaime Lannister could1155
influence the fate of the Stark family following the Red1156
Wedding, where Catelyn Stark is among those attacked?1157
(Note: the question is rather irrelevant in regards to the1158
two context snippets.)1159

A.2.5 Case51160

Current Context:1161
Tormund and Beric Dondarrion review the defenses atop1162
the Wall at Eastwatch-by-the-Sea. Tormund remarks1163
that the crows say he’ll get used to the height, but he1164
admits it’ll probably be a while. Suddenly, the pair sees1165
movement at the edge of the Haunted Forest. A White1166
Walker emerges atop an undead horse, followed shortly1167
by a horde of wights. More and more White Walkers1168
emerge as the Night Watch’s horns sound three times.1169
However, the army of the dead stops some distance from1170
the foot of the Wall and Tormund looks relieved; despite1171
their numbers, the dead don’t have anything that could1172
possibly get them past the barrier. But then all on the1173
Wall stop in horror as they hear a very familiar sound; a1174
screeching roar mixed with the heavy thumping of huge1175
wings beating the air.1176

Prior Context:1177
At Eastwatch, Sandor carries the struggling Wight into1178
a boat. Tormund and Beric tell him they will meet again1179
but Sandor retorts he hopes not. Daenerys sends Dro-1180
gon and Rhaegal to scour the surrounding mountains1181
for Jon. Jorah tells Daenerys that it is time to leave but1182
she insists on waiting a bit longer. Before she can leave,1183
they hear a horn blowing signaling a rider approach-1184
ing. Looking down from the battlements, Dany sees a1185
wounded Jon Snow approaching on horseback. Aboard1186
their ship, Davos and Gendry remove the frozen-stiff1187

garments and tend to Jon Snow, who has suffered severe 1188
hypothermia and several minor injuries. Daenerys also 1189
notes the massive scars on his chest from his previous 1190
fatal wounds. 1191

Geneated Question (Invalid): 1192
What was Daenerys waiting for at Eastwatch before Jon 1193
Snow’s wounded arrival on horseback? 1194
(Note: this is another example of asking upon the prior 1195
context, which could happen more often than irrelevant 1196
questions.) 1197

A.3 Experiments 1198

The usage of ChatGPT and GPT-4 is through Ope- 1199

nAI’s paid API service. For inference with open- 1200

sourced LLMs such as Llama2 (Touvron et al., 1201

2023), we conduct experiments on Nvidia A100 1202

GPUs. For training a rerank model in Section 5, we 1203

perform training on one A100 GPU, which takes 1204

around 6 hours to finish, with 20 epochs, learning 1205

rate 2× 10−5, and a warmup ratio of 5× 10−2. 1206
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You are an expert on reading and analyzing a wide variety of books. Given the following two snippets [snippet_a] and [snippet_b] from a book, 
where [snippet_a] happens before [snippet_b], you need to find concrete parts in both snippets that reflect this temporal relation, 
such that certain parts in [snippet_a] contribute as the preceding background or cause for specific events or situations in [snippet_b].

[snippet_a]
…

[snippet_b]
…

Please try your best to provide a brief markdown list of each important point that contains those specific parts from both snippets and briefly 
explains how one serves as the background or cause for the other so to reflect their temporal or causal relation (no more than four points in total). 
Note that only list evident and important points without much guessing; it is ok to find only one, or even no such points.

Figure 3: Prompt for Question Generation (turn 1).

Please convert each of your listed point to the form of question, such that each question asks about the cause or background (rather than 
outcome or consequence) of specific events or situations mentioned in [snippet_b], which can be answered or clarified by the corresponding 
part in the preceding [snippet_a]. Hence, these questions should be helpful to reflect their temporal or causal or other important relations 
between the two snippets. Note that the question should ask upon specific things from [snippet_b] that cannot be answered by [snippet_b] itself, 
and should be answerable by concrete parts from [snippet_a] without disclosing those parts directly in the question.

Please try your best to think of one such question for each listed point; for your response, return each question starting with "Q:". 
Questions should be asked directly without mentioning "snippet" or any other explanation; questions should be concise but also provide 
necessary context to avoid ambiguity.

Figure 4: Prompt for Question Generation (turn 2).

You are an expert on reading and analyzing a wide variety of books. Given the following snippet [snippet] from a book, and a related question
[question], you need to determine whether the provided snippet could answer this question.

[snippet]
…

[question] 
…

Please first reason the question very briefly, then give the judgement. If the provided snippet does not present useful information to answer the 
question, print [UNANSWERABLE] after the reasoning and terminate your response. Otherwise, if the question is indeed answerable, print 
[ANSWERABLE] after the reasoning, immediately followed by a concise markdown list of the most crucial original sentences from the snippet that 
could serve as the key supporting evidence for the answer of the question; directly show each sentence per line, without any extra explanation.

Figure 5: Prompt for Question Filtering via back verification.
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