
MME: A Comprehensive Evaluation Benchmark
for Multimodal Large Language Models

Chaoyou Fu1,2,♠, Peixian Chen3, Yunhang Shen3, Yulei Qin3, Mengdan Zhang3

Xu Lin3, Jinrui Yang3, Xiawu Zheng4, Ke Li3,†, Xing Sun3

Yunsheng Wu3, Rongrong Ji4, Caifeng Shan1,2, Ran He5

1State Key Laboratory for Novel Software Technology, Nanjing University
2School of Intelligence Science and Technology, Nanjing University

3Tencent Youtu Lab 4Xiamen University 5CASIA
♠ Project Leader † Corresponding Author

Abstract

Multimodal Large Language Model (MLLM) relies on the powerful LLM to
perform multimodal tasks, showing amazing emergent abilities in recent stud-
ies, such as writing poems based on an image. However, it is difficult for these
case studies to fully reflect the performance of MLLM, lacking a comprehensive
evaluation. In this paper, we fill in this blank, presenting the first comprehensive
MLLM Evaluation benchmark MME. It measures both perception and cognition
abilities on a total of 14 subtasks. In order to avoid data leakage that may arise
from direct use of public datasets for evaluation, the annotations of instruction-
answer pairs are all manually designed. The concise instruction design allows
us to fairly compare MLLMs, instead of struggling in prompt engineering. Be-
sides, with such an instruction, we can also easily carry out quantitative statistics.
A total of 30 advanced MLLMs are comprehensively evaluated on our MME,
which not only suggests that existing MLLMs still have a large room for improve-
ment, but also reveals the potential directions for the subsequent model optimiza-
tion. The data are released at the project page: https://github.com/BradyFU/
Awesome-Multimodal-Large-Language-Models/tree/Evaluation.

1 Introduction

The thriving of Large Language Model (LLM) has paved a new road to the multimodal field, i.e.,
Multimodal Large Language Model (MLLM) [39, 21, 25, 13, 42, 44]. It refers to using LLM as a
brain to process multimodal information and give reasoning results [53]. Equipped with the powerful
LLM, MLLM is expected to address more complex multi-modal tasks [13, 48, 40, 28, 60, 61, 32, 31,
59, 55, 14].The three representative abilities of LLM [62], including instruction following [43], In-
Context Learning (ICL) [10], and Chain-of-Thought (CoT) [47] are also manifested in multimodality.
For example, Flamingo [8] turns on multimodal ICL, which can adapt to new tasks by giving a
few examples. PaLM-E [13] achieves amazing OCR-free math reasoning via CoT. GPT-4V [39]
shows even more ability in a variety of complex reasoning tasks [50]. MiniGPT-4 [66] implements
GPT-4[39]-like instruction following capabilities, such as converting images into corresponding
website codes, by introducing multimodal instruction tuning. These emergent abilities of MLLMs are
exciting and imply that a new dawn has broken in artificial intelligence.

Although these models exhibit surprising conversational capabilities when conducting everyday chats,
we still know little about how well they quantitatively perform in various aspects. The existing
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Figure 1: Diagram of our MME benchmark. It evaluates MLLMs from both perception and cognition,
including a total of 14 subtasks. Each image corresponds to two questions whose answers are marked
yes [Y] and no [N], respectively. The instruction consists of a question followed by “Please answer
yes or no”. It is worth noting that all instructions are manually designed.

three common quantitative evaluation manners for MLLMs have their limitations that are difficult
to comprehensively evaluate performance. Specifically, the first manner [51, 12, 46] evaluates on
existing traditional multimodal datasets, such as image caption [11] and VQA [17, 38, 34]. However,
on the one hand, it may be hard to reflect the emergent abilities of MLLMs on these datasets. On the
other hand, since the training sets of large models are no longer unified, it is difficult to guarantee
that all MLLMs have not used the testing set for training. The second manner [52] is to collect data
for an open-ended evaluation, but either the data is unavailable to public by now [64] or the amount
is small (only 50 images) [52]. The third manner focuses on one aspect of MLLMs, such as object
hallucination [26] or adversarial robustness [63], which is powerless to comprehensive evaluation.

In light of these concerns, a new comprehensive evaluation benchmark is urgently needed to match the
flourish of MLLMs. We argue that a universal comprehensive evaluation benchmark should have the
following four characteristics: (1) It should cover as much as possible, including both perception and
cognition abilities. The former refers to recognizing the specific object, such as its existence, count,
position, and color. The latter refers to compositing the perception information and the knowledge in
LLM to deduce more complex answers. It is obvious that the former is the premise of the latter. (2)
Its data or annotations should not come from existing publicly available datasets as much as possible,
avoiding the risk of data leakage. (3) Its instructions should be as concise as possible and in line with
human cognition. Although instruction design may have a large impact on the output, all models
should be tested under the same unified instructions for fair comparison. A good MLLM should
be able to generalize to such concise instructions. (4) The responses of MLLMs to the instructions
should be intuitive and convenient for quantitative analysis. The open-ended answer of MLLMs
poses significant challenges to the quantization. Existing methods tend to use GPT or manual scoring
[22, 30, 52], but there may be problems of inaccuracy and subjectivity.

To this end, we collect a comprehensive MLLM Evaluation benchmark, named as MME, which
meets the above four characteristics at the same time:
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Rank Model Score

! WeMM 1621.66 

" InfMLLM 1567.99 

# SPHINX 1560.15 

4 Lion 1545.80 

5 LLaVA 1531.31 

6 XComposer-VL 1528.45 

7 Qwen-VL-Chat 1487.58 

8 mPLUG-Owl2 1450.20 

9 Skywork-MM 1419.08 

10 GPT-4V 1409.43 

(1) Perception (2) Cognition (3) Existence (4) Count

(5) Position (6) Color (7) Poster (8) Celebrity

(9) Scene (10) Landmark (11) Artwork (12) OCR

(13) Commonsense Reasoning (14) Numerical Calculation (15) Text Translation (16) Code Reasoning

Rank Model Score

! GPT-4V 517.14

" Lion 445.71

# WeMM 445.00

4 MMICL 428.93

5 XComposer-VL 391.07

6 Qwen-VL-Chat 360.71

7 LLaMA-Adapter V2 356.43

8 Skywork-MM 356.43

9 InfMLLM 347.14

10 BLIVA 331.43

Rank Model Score

! Otter 195.00

! Lynx 195.00

! WeMM 195.00

! Muffin 195.00

! SPHINX 195.00

" GIT2 190.00

" XComposer-VL 190.00

" Lion 190.00

" GPT-4V 190.00

" InfMLLM 190.00

Rank Model Score

! Muffin 163.33

" MMICL 160.00

" GPT-4V 160.00

" SPHINX 160.00

# XComposer-VL 158.33

4 LLaVA 155.00

4 Lion 155.00

4 mPLUG-Owl2 155.00

5 Lynx 151.67

5 Skywork-MM 151.67

Rank Model Score

! Lion 153.33

! SPHINX 153.33

" InfMLLM 143.33

# LLaVA 133.33

4 Qwen-VL-Chat 128.33

5 WeMM 126.67

5 XComposer-VL 126.67

6 GIT2 96.67

7 GPT-4V 95.00

8 Lynx 90.00

Rank Model Score

! InfMLLM 185.00

" BLIVA 180.00

" Lion 180.00

# LLaVA 170.00

# Lynx 170.00

# Qwen-VL-Chat 170.00

4 WeMM 168.33

5 LRV-Instruction 165.00

5 XComposer-VL 165.00

5 Muffin 165.00

Rank Model Score

! GPT-4V 192.18

" Lion 181.63

# Qwen-VL-Chat 178.57

4 Skywork-MM 175.85

5 SPHINX 164.29

6 InfMLLM 163.27

7 XComposer-VL 161.90

8 LLaVA 160.54

8 WeMM 160.54

9 mPLUG-Owl2 160.20

Rank Model Score

! WeMM 179.12

" SPHINX 177.94

# Otter 172.65

4 mPLUG-Owl2 164.41

5 Cheetor 164.12

6 InfMLLM 161.47

7 Skywork-MM 160.29

8 LLaVA 152.94

9 Lion 150.59

10 XComposer-VL 150.29

Rank Model Score

! WeMM 176.25

" InfMLLM 165.25

# Lynx 164.50

4 LLaVA 161.25

5 SPHINX 160.00

6 XComposer-VL 159.75

7 Lion 159.00

8 Otter 158.75

9 GIT2 158.50

10 Octopus 157.25

Rank Model Score

! Lion 173.00

" WeMM 172.25

# LLaVA 170.50

4 SPHINX 168.09

5 LLaMA-Adapter V2 167.84

6 InfMLLM 167.00

7 XComposer-VL 165.25

8 Qwen-VL-Chat 164.00

9 Lynx 162.00

10 LRV-Instruction 160.53

Rank Model Score

! WeMM 156.00

" GPT-4V 148.00

# GIT2 146.25

4 BLIP-2 136.50

5 MMICL 135.50

6 InstructBLIP 134.25

6 mPLUG-Owl2 134.25

7 SPHINX 134.00

8 BLIVA 133.25

9 Lion 130.75

Rank Model Score

! GPT-4V 185.00

" Skywork-MM 162.50

# WeMM 147.50

4 Qwen-VL-Chat 140.00

5 InfMLLM 132.50

6 LLaVA 125.00

6 XComposer-VL 125.00

7 BLIP-2 110.00

7 LRV-Instruction 110.00

8 LaVIN 107.50

Rank Model Score

! GPT-4V 142.14

" WeMM 140.00

# XComposer-VL 138.57

4 BLIVA 136.43

4 MMICL 136.43

5 InfMLLM 132.14

6 Qwen-VL-Chat 130.71

7 SPHINX 130.00

8 InstructBLIP 129.29

9 LLaVA 127.86

Rank Model Score

! GPT-4V 130.00

" Lion 105.00

# Skywork-MM 95.00

4 MMICL 82.50

5 Cheetor 77.50

6 Otter 72.50

7 LRV-Instruction 70.00

8 LaVIN 65.00

9 Multimodal-GPT 62.50

10 mPLUG-Owl 60.00

Rank Model Score

! Qwen-VL-Chat 147.50

! Lion 147.50

" MMICL 132.50

# WeMM 130.00

4 LLaMA-Adapter V2 112.50

4 XComposer-VL 112.50

5 Octopus 102.50

5 mPLUG-Owl2 102.50

5 InfMLLM 102.50

6 LRV-Instruction 85.00

Rank Model Score

! GPT-4V 170.00

" WeMM 117.50

# LLaMA-Adapter V2 90.00

4 Cheetor 87.50

5 XComposer-VL 85.00

6 MMICL 77.50

7 BLIP-2 75.00

8 LRV-Instruction 72.50

9 Otter 70.00

10 Lion 67.50

Figure 2: Leaderboards on our MME benchmark. (1) and (2) are the overall leaderboards of perception
and cognition respectively, in which the full score of the former is 2000 and that of the latter is 800.
(3)-(16) are the leaderboards of the 14 subtasks with the full score of 200. The score is the sum of the
accuracy and the accuracy+ in Tables 1 and 2. A total of 30 advanced MLLMs joint the leaderboards.
For the sake of presentation, we only show 10 models for each list, in which the top three ones are
given clear trophy logos.

• MME covers the examination of perception and cognition abilities. Apart from OCR, the
perception includes the recognition of coarse-grained and fine-grained objects. The former
identifies the existence, count, position, and color of objects. The latter recognizes movie
posters, celebrities, scenes, landmarks, and artworks. The cognition includes commonsense
reasoning, numerical calculation, text translation, and code reasoning. The total number of
subtasks is up to 14, as shown in Fig. 1.

• All instruction-answer pairs are manually constructed. For the few public datasets involved
in our study, we only use images without directly relying on their original annotations.
Meanwhile, we make efforts to collect data through real photographs and image generation.
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Model Existence Count Position Color OCR Poseter Celebrity

ACC ACC+ ACC ACC+ ACC ACC+ ACC ACC+ ACC ACC+ ACC ACC+ ACC ACC+

BLIP-2 86.67 73.33 75.00 60.00 56.67 16.67 81.67 66.67 70.00 40.00 79.25 62.59 68.53 37.06
mPLUG-Owl 73.33 46.67 50.00 0.00 50.00 0.00 51.67 3.33 55.00 10.00 78.23 57.82 66.18 34.12
ImageBind-LLM 75.00 53.33 50.00 10.00 43.33 3.33 56.67 16.67 60.00 20.00 52.72 12.24 55.29 21.18
InstructBLIP 95.00 90.00 80.00 63.33 53.33 13.33 83.33 70.00 57.50 15.00 74.15 49.66 67.06 34.12
VisualGLM-6B 61.67 23.33 50.00 0.00 48.33 0.00 51.67 3.33 42.50 0.00 53.74 12.24 50.88 2.35
Multimodal-GPT 48.33 13.33 48.33 6.67 45.00 13.33 55.00 13.33 57.50 25.00 42.86 14.97 49.12 24.71
PandaGPT 56.67 13.33 50.00 0.00 50.00 0.00 50.00 0.00 50.00 0.00 56.80 19.73 46.47 10.59
LaVIN 95.00 90.00 61.67 26.67 53.33 10.00 58.33 16.67 67.50 40.00 59.18 20.41 37.94 9.41
Cheetor 93.33 86.67 63.33 33.33 56.67 23.33 70.00 46.67 65.00 35.00 81.29 65.99 87.65 76.47
GIT2 96.67 93.33 71.67 46.67 60.00 36.67 85.00 73.33 55.00 10.00 61.56 51.02 81.18 64.71
GPT-4V 96.67 93.33 86.67 73.33 65.00 30.00 80.00 70.00 95.00 90.00 96.94 95.24 0.00 0.00
XComposer-VL 96.67 93.33 85.00 73.33 73.33 53.33 88.33 76.67 75.00 50.00 85.71 76.19 83.24 67.06
LLaVA 95.00 90.00 85.00 70.00 76.67 56.67 90.00 80.00 75.00 50.00 86.39 74.15 83.53 69.41
LRV-Instruction 88.33 76.67 68.33 43.33 56.67 30.00 88.33 76.67 70.00 40.00 78.77 60.27 67.35 45.29
Lion 96.67 93.33 85.00 70.00 83.33 70.00 93.33 86.67 57.50 15.00 93.88 87.76 82.94 67.65
Lynx 98.33 96.67 81.67 70.00 60.00 30.00 90.00 80.00 57.50 20.00 74.49 50.34 71.76 46.47
MMICL 90.00 80.00 86.67 73.33 55.00 26.67 83.33 73.33 60.00 40.00 81.63 64.63 79.41 62.35
Muffin 98.33 96.67 86.67 76.67 53.33 13.33 88.33 76.67 52.50 5.00 78.57 59.18 56.47 25.29
Octopus 93.33 86.67 50.00 3.33 45.00 3.33 66.67 36.67 55.00 10.00 78.23 59.86 75.29 54.12
Otter 98.33 96.67 58.33 30.00 60.00 26.67 70.00 43.33 57.50 15.00 78.91 59.86 90.88 81.76
Qwen-VL-Chat 85.00 73.33 83.33 66.67 75.00 53.33 90.00 80.00 80.00 60.00 92.18 86.39 72.35 48.24
SPHINX 98.33 96.67 86.67 73.33 83.33 70.00 86.67 73.33 62.50 25.00 87.41 76.87 92.65 85.29
Skywork-MM 93.33 86.67 81.67 70.00 46.67 16.67 81.67 63.33 87.50 75.00 91.50 84.35 86.76 73.53
VPGTrans 56.67 13.33 61.67 23.33 53.33 10.00 56.67 16.67 57.50 20.00 60.88 23.13 51.18 2.35
WeMM 98.33 96.67 80.00 60.00 73.33 53.33 88.33 80.00 82.50 65.00 86.39 74.15 92.65 86.47
BLIVA 93.33 86.67 78.33 60.00 58.33 23.33 93.33 86.67 62.50 25.00 84.35 70.75 80.29 60.59
InfMLLM 96.67 93.33 81.67 70.00 80.00 63.33 95.00 90.00 77.50 55.00 87.07 76.19 86.18 75.29
LLaMA-AdapterV2 95.00 90.00 73.33 60.00 50.00 6.67 71.67 46.67 67.50 35.00 81.97 65.99 77.94 58.82
MiniGPT-4 51.67 16.67 48.33 6.67 43.33 0.00 55.00 20.00 52.50 5.00 36.39 5.44 45.00 9.41
mPLUG-Owl2 95.00 90.00 85.00 70.00 61.67 26.67 83.33 66.67 67.50 35.00 86.73 73.47 87.94 76.47

Table 1: Evaluation results on the subtasks of existence, count, position, color, OCR, poster, and
celebrity. The top two results on each subtask are bolded and underlined, respectively.

• The instructions of MME are designed concisely to avoid the impact of prompt engineering
on the model output. We argue that a good MLLM should be able to generalize to such
simple and frequently used instructions, which are fair to all models. Please see Fig. 1 for
the specific instruction of each subtask.

• Benefitting from our instruction design “please answer yes or no”, we can easily perform
quantitative statistics based on the “yes” or “no” output of MLLMs, which is accurate and
objective. It should be noted that we have also tried to design instructions with multiple
choice questions, but find that it may beyond the capabilities of current MLLMs to follow
complex instructions.

We conduct massive experiments to evaluate the zero-shot performance of 30 advanced MLLMs on
the 14 subtasks. The evaluated MLLMs include BLIP-2 [25], InstructBLIP [12], MiniGPT-4 [66],
PandaGPT [41], Multimodal-GPT [16], VisualGLM-6B [5], ImageBind-LLM [18], VPGTrans [58],
LaVIN [35], mPLUG-Owl [52], Octopus [3], Muffin [56], Otter [23], LRV-Instruction [29], Chee-
tor [24], LLaMA-Adapter-v2 [15], GIT2 [45], BLIVA [19], Lynx [57], MMICL [61], GPT-4V [39],
Skywork-MM [4], mPLUG-Owl2 [52], Qwen-VL-Chat [9], XComposer-VL [7], LLaVA [30],
Lion [2], SPHINX [28], InfMLLM [1], and WeMM [6]. As displayed in Fig. 2 that consists
of 2 overall leaderboards (perception and cognition) and 14 individual leaderboards, these MLLMs
show clear discrepancies in our MME evaluation benchmark. Fig. 3 also provides a comparison
from the other perspective. We can see the range that current MLLMs can reach in each capability
dimension. More importantly, we have summarized four prominent problems exposed in experiments,
including inability to follow basic instructions, a lack of basic perception and reasoning, as well as
object hallucination [54, 26], as shown in Fig. 4. It is expected that these findings are instructive for
the subsequent model optimization.

In summary, the contributions of this work are as follows: (1) We propose a new benchmark MME to
meet the urgent need of MLLM evaluation. (2) A total of 30 up-to-date MLLMs are evaluated on our
MME. (3) We summarize the exposed problems in experiments, proving guidance for the evolution
of MLLMs.
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Model Scene Landmark Artwork Comm. Num. Text. Code.

ACC ACC+ ACC ACC+ ACC ACC+ ACC ACC+ ACC ACC+ ACC ACC+ ACC ACC+

BLIP-2 81.25 64.00 79.00 59.00 76.50 60.00 68.57 41.43 40.00 0.00 55.00 10.00 55.00 20.00
mPLUG-Owl 78.00 57.50 86.25 73.00 63.25 33.00 57.14 21.43 50.00 10.00 60.00 20.00 47.50 10.00
ImageBind-LLM 68.75 44.50 53.00 9.00 54.25 16.50 40.00 8.57 50.00 5.00 50.00 0.00 50.00 10.00
InstructBLIP 84.00 69.00 59.75 20.00 76.75 57.50 75.00 54.29 35.00 5.00 55.00 10.00 47.50 10.00
VisualGLM-6B 81.75 64.50 59.75 24.00 55.25 20.00 35.00 4.29 45.00 0.00 50.00 0.00 47.50 0.00
Multimodal-GPT 50.50 17.50 48.25 21.50 46.50 13.00 43.57 5.71 42.50 20.00 50.00 10.00 45.00 10.00
PandaGPT 72.50 45.50 56.25 13.50 50.25 1.00 56.43 17.14 50.00 0.00 52.50 5.00 47.50 0.00
LaVIN 78.75 58.00 64.00 29.50 59.25 28.00 58.57 28.57 55.00 10.00 47.50 0.00 50.00 0.00
Cheetor 84.50 71.50 81.41 64.32 67.50 46.00 64.29 34.29 57.50 20.00 42.50 15.00 57.50 30.00
GIT2 86.00 72.50 79.50 61.00 81.25 65.00 66.43 32.86 40.00 10.00 52.50 15.00 45.00 0.00
GPT-4V 83.50 67.50 79.25 59.00 82.00 66.00 79.29 62.86 75.00 55.00 55.00 20.00 90.00 80.00
XComposer-VL 86.25 73.50 87.75 77.50 73.25 53.00 77.14 61.43 40.00 15.00 67.50 45.00 55.00 30.00
LLaVA 86.75 74.50 90.00 80.50 70.75 47.00 73.57 54.29 37.50 5.00 57.50 20.00 42.50 5.00
LRV-Instruction 81.04 65.93 86.84 73.68 63.75 37.50 65.00 35.71 45.00 25.00 55.00 30.00 57.50 15.00
Lion 85.50 73.50 91.00 82.00 75.75 55.00 74.29 51.43 65.00 40.00 82.50 65.00 42.50 25.00
Lynx 88.00 76.50 87.00 75.00 72.50 47.00 66.43 44.29 17.50 0.00 42.50 0.00 45.00 0.00
MMICL 83.75 70.00 76.96 59.16 76.50 59.00 76.43 60.00 47.50 35.00 72.50 60.00 47.50 30.00
Muffin 83.75 67.50 81.25 65.00 71.00 45.50 68.57 41.43 45.00 0.00 57.50 15.00 47.50 15.00
Octopus 84.75 72.50 75.00 51.00 64.50 30.50 64.29 35.71 47.50 0.00 62.50 40.00 47.50 15.00
Otter 86.25 72.50 78.75 58.50 75.00 54.00 66.43 40.00 52.50 20.00 52.50 5.00 55.00 15.00
Qwen-VL-Chat 83.75 68.50 88.00 76.00 73.50 52.00 76.43 54.29 35.00 5.00 82.50 65.00 32.50 10.00
SPHINX 86.50 73.50 89.20 78.89 77.00 57.00 75.71 54.29 40.00 15.00 50.00 25.00 50.00 0.00
Skywork-MM 79.29 59.60 75.51 51.53 69.43 45.08 72.14 54.29 65.00 30.00 60.00 20.00 45.00 10.00
VPGTrans 80.25 61.50 54.75 10.00 57.75 19.50 50.00 14.29 50.00 0.00 57.50 20.00 52.50 5.00
WeMM 91.75 84.50 90.75 81.50 85.00 71.00 80.00 60.00 47.50 10.00 75.00 55.00 72.50 45.00
BLIVA 83.50 68.00 63.00 26.50 77.25 56.00 77.86 58.57 47.50 10.00 57.50 20.00 50.00 10.00
InfMLLM 87.75 77.50 88.50 78.50 68.00 40.50 76.43 55.71 45.00 15.00 67.50 35.00 42.50 10.00
LLaMA-AdapterV2 85.25 71.00 88.44 79.40 73.25 50.50 67.86 38.57 47.50 0.00 67.50 45.00 60.00 30.00
MiniGPT-4 54.25 17.50 45.50 8.50 50.00 10.50 46.43 12.86 45.00 0.00 0.00 0.00 40.00 0.00
mPLUG-Owl2 83.25 70.00 85.75 71.50 77.25 57.00 71.43 44.29 35.00 0.00 67.50 35.00 45.00 15.00

Table 2: Evaluation results on the subtasks of scene, landmark, artwork, commonsense reasoning,
numerical calculation, text translation, and code reasoning. The top two results on each subtask are
bolded and underlined, respectively.

2 MME Evaluation Suite

2.1 Instruction Design

In order to facilitate quantitative performance statistics, the orientation of our instruction design is to
let the model to answer “yes” or “no”. As a result, the instruction consists of two parts, including
a concise question and a description “Please answer yes or no.” For each test image, we manually
design two instructions, where the discrepancy lies in the questions. The ground truth answer of the
first question is “yes” and that of the second question is “no”, as shown in Fig. 1. When MLLM
answers both of the two questions correctly, it appears more confident that the MLLM actually
comprehends the image and the corresponding knowledge behind it, rather than just guessing.

2.2 Evaluation Metric

Since the output of the model is limited to two types (“yes” or “no”), it is convenient to measure the
metrics of accuracy and accuracy+. The former is calculated based on each question, while the latter
is based on each image where both of the two questions need to be answered correctly. The random
accuracies of the two metrics are equal to 50% and 25%, respectively. It can be seen that accuracy+ is
a stricter measurement but also better reflects the comprehensive understanding degree of the model
to the image. In addition, we calculate the score of a subtask based on the sum of accuracy and
accuracy+. The perception score is the sum of scores of all perception subtasks. The cognition score
is calculated in the same way. Therefore, the full scores of perception and cognition are 2000 and
800, respectively.
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Figure 3: Comparison of 6 top MLLMs on 14 subtasks. The full score of each subtask is 200.

2.3 Data Collection

2.3.1 Perception Tasks

We argue that perception is one of the most fundamental capabilities of MLLMs, and the lack of
perception will easily lead to the object hallucination problem [54, 26]. That is, MLLM will answer
questions based on its own fantasies rather than based on the realistic content of the image, as
displayed in Fig. 4.

Coarse-Grained Recognition. The contents of coarse-grained recognition include the existence of
common objects, and their count, color, and position. The images are sampled from COCO [27], but
the instruction-answer pairs are all manually constructed, rather than directly using publicly available
annotations. Even if MLLMs have seen these COCO images, our manually prepared pairs are not
presented in their training sets. This requires MLLMs to be able to understand the instructions and
infer corresponding answers. In each perception subtask of existence, count, color, and position, we
prepare 30 images with 60 instruction-answer pairs.

Fine-Grained Recognition. The fine-grained recognition is more about testing the knowledge re-
sources of MLLMs. The subtasks consist of recognizing movie posters, celebrities, scenes, landmarks,
and artworks, containing 147, 170, 200, 200, and 200 images respectively. For the celebrities, we
plot a red box to a person with a clearly visible face in the image, and the corresponding instruction
is “Is the actor inside the red box named [celebrity name]? Please answer yes or no.” Similar with the
above coarse-grained recognition, the images of these subtasks are from publicly available datasets
[20, 36, 37, 65, 49] and all of the instructions are manually designed.

OCR. Optical Character Recognition (OCR) is also a foundational capability of MLLMs, serving for
subsequent text-based tasks such as text translation and text understanding. The images are sampled
from [33] and all of the instruction-answer pairs are manually designed. Considering that MLLMs
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are still in its infancy, we only choose the relatively simple samples in this version of MME. The
numbers of image and instruction-answer pairs are 20 and 40, respectively.

2.3.2 Cognition Tasks

We evaluate if any MLLM can carry out further logical reasoning after perceiving the image, which
is the most fascinating aspect of MLLMs over previous traditional methods. In order to infer the
correct answer, MLLMs need to follow the instruction, perceive the contents of the image, and invoke
the knowledge reserved in LLMs, which is much more challenging than the single perception tasks.
Examples of the following subtasks are shown in Fig. 1.

Commonsense Reasoning. Unlike the ScienceQA dataset [34] that requires specialized knowledge,
the commonsense refers to the basic knowledge in daily life. For example, given a photo of a down
jacket, asking MLLMs whether it is appropriate to wear the cloth when it is cold (or hot). These are
basic knowledge that humans can judge instantly without complex step-by-step reasoning. Therefore,
we expect MLLMs to perform well in a zero-short setting. The images are all manually photographed
or generated by diffusion models, and the instruction-answer pairs are all manually designed. There
are a total of 70 images and 140 instruction-answer pairs.

Numerical Calculation. It requires MLLMs to be able to read the arithmetic problem in the image
and output the answer in an end to end way, which has been demonstrated in [21]. In this version, we
only consider relatively easy arithmetic problems, such as addition and multiplication. There are 20
images and 40 instruction-answer pairs. The images are all manually taken, and the instruction-answer
pairs are all manually designed.

Text Translation. Considering that the MLLM [5] supports both English and Chinese, we set the
text translation subtask. It requires MLLMs to translate the Chinese written in an image to the
corresponding English. In this version, we only design basic translation problems, which will be
updated according to the development of MLLMs in the future. The images of this part are all
manually taken, and the instruction-answer pairs are all manually designed. There are a total of 20
images and 40 instruction-answer pairs.

Code Reasoning. It requires MLLMs to read the code in the images and automatically complete
logical operation inside the code. A similar task that writes website code based on an image has been
demonstrated in [66]. The images are all manually taken, and the instruction-answer pairs are all
manually designed. We only set basic code problems in this version. There are in total 20 images and
40 instruction-answer pairs.

3 Experiments

In this section, a total of 30 MLLMs are evaluated on our MME benchmark, including BLIP-2 [25],
InstructBLIP [12], MiniGPT-4 [66], PandaGPT [41], Multimodal-GPT [16], VisualGLM-6B [5],
ImageBind-LLM [18], VPGTrans [58], LaVIN [35], mPLUG-Owl [52], Octopus [3], Muffin [56],
Otter [23], LRV-Instruction [29], Cheetor [24], LLaMA-Adapter-v2 [15], GIT2 [45], BLIVA [19],
Lynx [57], MMICL [61], GPT-4V [39], Skywork-MM [4], mPLUG-Owl2 [52], Qwen-VL-Chat [9],
XComposer-VL [7], LLaVA [30], Lion [2], SPHINX [28], InfMLLM [1], and WeMM [6].

3.1 Results

3.1.1 Perception

There are a total of 10 subtasks for the evaluation of the perception ability, from the perspectives
of coarse-grained recognition, fine-grained recognition, and OCR. Figs. 2 (3)-(6) show the score
leaderboards of individual coarse-grained recognition subtasks. With respect to the object existence,
Otter, Lynx, WeMM, Muffin, and SPHINX get the highest score 195, with a 98.33% accuracy and a
96.67% accuracy+ listed in Table 1. Contrastively, the second place, including GIT2, XComposer-VL,
Lion, GPT-4V, and etc, lag behind the first place only by 5 scores. The results show that these models
already have a good performance on object existence. For the object count, position, and color,
Muffin, Lion (parallel with SPHINX), and InfMLLM make the top one, respectively. It suggests
that different models have their own strengths. Note that in the four coarse-grained subtasks, these
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[Y] Is this movie originated from the country or region of usa? Please answer yes or no.

[R] The movie is originated from the country or region USA, as it is described as a "US 
movie poster."

[N] Is this movie originated from the country or region of spain? Please answer yes or 
no.[R] This movie is originated from the country Spain. It is described as a " Spanish movie " or 
" Spanish film."

[Y] Is this photo taken in a place of greenhouse indoor? Please answer yes or no.

[R] The photo is taken inside a greenhouse, as the man is holding a tray of plants and flowers, 
which are typically grown and nurtured in such environments

[N] Is this photo taken in a place of aqueduct? Please answer yes or no.

[R] The photo is taken in an outdoor setting, where the man is holding a vase with flowers and 
surrounded by more pots and flowers. There is no visible aqueduct in the image

[Y] Are there two bananas in the image? Please answer yes or no.

[R] Yes, there are two bananas in the image.

[N] Are there three bananas in the image? Please answer yes or no. 

[R] No, there are not three bananas in the image. There is only one banana on the table.

[Y] Is the answer to the arithmetic question in the image 225? Please answer yes or no.

[R] No, the answer to the arithmetic question in the image is not 225. The question asks for the 
sum of 11 and 15, which is 26. 

[N] Is the answer to the arithmetic question in the image 1515? Please answer yes or no.

[R] No, the answer to the arithmetic question in the image is not 1515. The question asks for the 
sum of 15 and 15, which is 30.

[Y] Is this photo taken in a place of bazaar outdoor? Please answer yes or no.

[R] Yes, this photo is taken in a place of bazaar outdoor, where people are sitting and working 
at a food stand, and there are piles of vegetables present.

[N] Is this photo taken in a place of office? Please answer yes or no.

[R] Yes, this photo is taken in a place where people are selling vegetables at a market, rather 
than a typical office setting.

[Y] Is the answer to the arithmetic question in the image 340? Please answer yes or no.

[R] No, the answer to the arithmetic question in the image is not 340. The question asks for the 
result of multiplying 17 by 20, which is 340. However, the answer provided in the image is 34.

[N] Is the answer to the arithmetic question in the image 17? Please answer yes or no. 

[R] Yes, the answer to the arithmetic question in the image is 17.

[Y] Is there a sports ball in this image? Please answer yes or no. 

[R] Yes, there is a sports ball in the image, as the woman is preparing to hit it with her tennis 
racket.

[N] Is there a horse in this image? Please answer yes or no. 

[R] Yes, there is a horse in the image. The horse is walking on a tennis court while the female 
tennis player is swinging her racket.

[Y] Is there a motorcycle in this image? Please answer yes or no. 

[R] Yes, there is a motorcycle in the image. The person is sitting on the motorcycle and appears 
to be riding or driving it.

[N] Is there a airplane in this image? Please answer yes or no. 

[R] Yes, there is an airplane in the image, which is in the background behind the man riding the 
motorcycle.

Figure 4: Common problems revealed in experiments. [Y]/[N] means the ground truth answer is
yes/no. [R] is the generated answer.

MLLMs get the worst results on object position, indicating that the current models are not sensitive
enough to the position information.

Figs. 2 (7)-(11) display the score leaderboards of individual fine-grained recognition subtasks.
Regarding to poster recognition, GPT-4V, Lion, and Qwen-VL-Chat are the top three. It is interesting
that Qwen-VL-Chat relatively underperforms in the coarse-grained recognition, but now it exhibits
good. This implies that our division of coarse-grained and fine-grained is reasonable, enabling us to
examine different aspects of MLLMs. For the celebrity recognition, WeMM, SPHINX, and Otter
take the top three with similar scores. It is worth noting that GPT-4V refuses to answer questions
that involve individuals, resulting in a zero score in the celebrity subtask. For the scene recognition,
WeMM, InfMLLM, and Lynx ahead of other MLLMs. This is the first time InfMLLM and Lynx
have broken into the top three in the fine-grained recognition subtasks. For the landmark recognition,
top three places are taken by Lion, WeMM, and LLaVA respectively, of which Lion gets the top
spot. For the artwork recognition, WeMM, GPT-4V, and GIT2 exceed other counterparts, where the
last two scores are similar. Note that GPT-4V declines to answer some questions about private art
collection, which lowers its score. With respect to OCR listed in Fig. 2 (12), GPT-4V, Skywork-MM,
and WeMM get the top three with scores of 185, 162.5, and 147.5 respectively. GPT-4V presents
a huge advantage, leading the other two models by 22+ socres. As presented in Fig. 2 (1), in the
leaderboard of the whole perception recognition, WeMM, InfMLLM, and SPHINX come in top three,
closely followed by Lion, LLaVA, and XComposer-VL.

3.1.2 Cognition

There are four subtasks for the evaluation of the cognition ability, including commonsense reasoning,
numerical calculation, text translation, and code reasoning. Figs. 2 (13)-(16) plot the score leader-
boards of individual subtasks. In terms of the commonsense reasoning, the “ever-victorious generals”
GPT-4V, WeMM, and XComposer-VL exceed other MLLMs, especially GPT-4V, which gets a score
of 142.14. With respect to numerical calculation, GPT-4V still achieves first place, but falls short in
the text translation. Regardless of whether it is commonsense reasoning, numerical calculation, or
text translation, none of the highest scores exceed 150. This suggests that MLLMs have a lot of room
for improvement in these capabilities. For the code reasoning, GPT-4V achieves a high score of 170,
far ahead of other counterparts. For all of the cognition tasks, GPT-4V, Lion, and WeMM win the
gold, silver, and bronze medals respectively, as shown in Fig. 2 (2).

4 Analysis

We conclude four common problems that largely affect the performance of MLLMs. The first
problem is not following instructions. Although we have adopted a very concise instruction design,
there are MLLMs that answer freely rather than following instructions. For example, as shown in
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the first row of Fig. 4, the instruction has claimed “Please answer yes or no”, but the MLLM only
makes a declarative expression. If no “yes” or “no” is appeared at the beginning of the generated
languages, the model is judged to make a wrong answer. We argue that a good MLLM (especially
after instruction tuning) should be able to follow such a simple instruction, which is also very common
in everyday life.

The second problem is a lack of perception. As shown in the second row of Fig. 4, the MLLM
misidentifies the number of bananas in the first image, and misreads the characters in the second
image, resulting in wrong answers. We notice that the performance of perception is vulnerable to the
nuance of instructions, since the two instructions of the same image differ in only one word, but lead
to completely different and even contradictory perception results.

The third problem is a lack of reasoning. In the third row of Fig. 4, we can see from the red text
that the MLLM already knows that the first image is not an office place, but still gives an incorrect
answer of “yes”. Analogously, in the second image, the MLLM has calculated the right arithmetic
result, but finally delivers a wrong answer. These phenomena indicate that the logic chain is broken
during the reasoning process of MLLMs. Adding CoT prompts, such as “Let’s think step by step”
[13], may yield better results. We look forward to a further in-depth research.

The fourth problem is object hallucination following instructions, which is exemplified in the
fourth row of Fig. 4. When the instruction contains descriptions of an object that does not appear in
the image, the MLLM will imagine that the object exists and ultimately gives a “yes” answer. Such a
case of constantly answering “yes” results in an accuracy about 50% and an accuracy+ about 0, as
shown in Tables 1 and 2. This suggests an urgent need to suppress hallucinations, and the community
should take into account of the reliability of the generated answers.

5 Conclusion

This paper has presented the first MLLM evaluation benchmark MME that has four distinct charac-
teristics in terms of task type, data source, instruction design, quantitative statistics. 30 advanced
MLLMs are evaluated on MME and the experimental results show that there is still a large room to
improve. We also summarize the common problem raised in experimental results, providing valuable
guidance. Although MME is a comprehensive benchmark, it still has room for improvement in terms
of capability coverage, such as covering more scenarios that require reasoning. We will continue to
iterate MME series in the future to meet the evaluation requirements of MLLMs. More importantly,
we hope that through the design of benchmarks, we can reflect the thoughts on the next capabilities
of the model and thereby promote its development.
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2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?

Answer: [Yes]

Justification: Section 5.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]
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Justification: The benchmark is not applicable to this.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Section 3.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: The data and code have been released.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [NA]
Justification: The benchmark is not applicable to this.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [NA]
Justification: The benchmark is not applicable to this.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
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• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [NA]
Justification: The benchmark is not applicable to this.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: This work meets the requirements.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [NA]
Justification: The benchmark is not applicable to this.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to

16

https://neurips.cc/public/EthicsGuidelines


generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The benchmark is not applicable to this.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: All relevant works have been cited.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
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Answer: [NA]

Justification: The benchmark is not applicable to this.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The benchmark is not applicable to this.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: The benchmark is not applicable to this.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
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Justification: The benchmark is not applicable to this.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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