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Abstract

We study the framework of a dynamic decision-making scenario with resource
constraints. In this framework, an agent, whose target is to maximize the total
reward under the initial inventory, selects an action in each round upon observing
a random request, leading to a reward and resource consumptions that are further
associated with an unknown random external factor. While previous research has
already established an Õ(

√
T ) worst-case regret for this problem, this work offers

two results that go beyond the worst-case perspective: one for the worst-case gap
between benchmarks and another for logarithmic regret rates. We first show that
an Ω(

√
T ) distance between the commonly used fluid benchmark and the online

optimum is unavoidable when the former has a degenerate optimal solution. On
the algorithmic side, we merge the re-solving heuristic with distribution estimation
skills and propose an algorithm that achieves an Õ(1) regret as long as the fluid LP
has a unique and non-degenerate solution. Furthermore, we prove that our algo-
rithm maintains a near-optimal Õ(

√
T ) regret even in the worst cases and extend

these results to the setting where the request and external factor are continuous.
Regarding information structure, our regret results are obtained under two feedback
models, respectively, where the algorithm accesses the external factor at the end of
each round and at the end of a round only when a non-null action is executed.

1 Introduction

In online contextual decision-making problems with knapsack constraints (CDMK for short), an
agent is required to make sequential decisions over a finite time horizon to maximize the accumulated
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reward under initial resource constraints [14, 15]. To be more specific, in each round t = 1, . . . , T , a
request θt and an external factor γt are independently generated from two distributions, and only θt is
revealed to the agent. Based on the request, the agent should irrevocably choose an action at, which
results in a reward r(θt, at, γt) and a consumption vector c(θt, at, γt) of resources. The agent’s target
is to optimize the sum of rewards

∑T
t=1 r(θt, at, γt) before the resources are depleted.

The contextual decision-making with knapsacks problem presents two key challenges when compared
to closely related problems (e.g., the network revenue management problem): (1) choices are made
without observing the external factor, and (2) distributions of requests and external factors are
unknown. However, the complexity of CDMK makes it a suitable mathematical abstraction for
many real-life scenarios, and there are extensive application scenarios with this kind of information
structure. We use the following examples as illustrations and motivation.
Example 1.1 (Supply chain management). In supply chain management, a factory needs to allocate
among T repositories consecutively and is constrained by the total inventory. Given the request θt for
each repository, the factory chooses the number of goods transported to it as action at. However, the
factory has randomized transportation costs for different locations and traffic conditions denoted by
an external factor γt for the t-th repository, which finally influences rewards. The factory needs to
form an optimal scheme to allocate its goods under uncertainty to all these repositories.
Example 1.2 (Dynamic bidding in repeated auctions with budgets [9, 10]). In this circumstance,
an advertiser acquires the value of the ad slot θt at the start of each auction and chooses a bid at
accordingly. The agent’s gain in this auction, as a consequence, is collaboratively determined by the
value, the bid, and the highest competing bid γt, and has a form of θt1(at > γt). Additionally, the
payment is at1(at > γt) for the first-price auction and γt1(at > γt) for the second-price auction,
respectively. It is to be noted that the highest competing bid is inaccessible to the agent before
committing to the bid, as all advertisers bid simultaneously. Meanwhile, its distribution is decided by
other advertisers, which is also unknown to the agent before the auctions.

The CDMK model can also capture other well-studied problems, including multi-secretary, online
linear programming, online matching, etc., as discussed in Balseiro et al. [9]. Previous studies of
the CDMK problem have shown that the worst-case regret is Õ(

√
T ) when the initial resources are

linearly proportional to the horizon length T [36, 24]. However, it is still unclear whether we can
achieve a better regret guarantee for the CDMK problem beyond worst-case scenarios. In particular,
can we design algorithms to obtain an o(

√
T ) regret only under mild assumptions that hold for almost

all possible CDMK instances? Meanwhile, can these algorithms still obtain good regret guarantees
even in the worst cases? At last, previous works would adopt specific benchmarks to measure the
regret of algorithms, but how are these benchmarks close to the rewards that the optimal online
algorithm can achieve? This work widely addresses these questions.

1.1 Our Contributions

This work makes three main contributions, summarized as follows.

The fluid optimum can be Ω(
√
T ) away from the online optimum. Since the online optimum is

hard to characterize, previous works always use an alternative benchmark to measure the performance
of any online algorithm, and the fluid optimum (also known as the deterministic LP) is a common
choice [24, 35]. However, we demonstrate that when the fluid benchmark has a unique and degenerate
solution, then an Ω(

√
T ) gap is unavoidable between these two optima (cf. Theorem 2.1). While

Han et al. [24] has also provided a similar lower bound result for the related contextual bandits with
knapsacks (CBwK) problem, their condition depends on the inseparability of the possible expected
reward/consumption function set. In other words, their condition may not perform well when this
feasible set is small. Furthermore, their condition is rather complicated to verify. In contrast, our
condition only depends on the underlying problem instance and is concise and easy to check. The
proof of our result extends the approach of Vera and Banerjee [38] to the CDMK problem.

An Õ(1) regret via re-solving under mild assumptions with full/partial information feedback.
Since an Õ(

√
T ) worst-case regret is already known [36], we investigate how well an online algorithm

can perform beyond worst cases by applying the re-solving heuristic in conjunction with distribution
estimation techniques, as given in Algorithm 1. This method has been considered in the problems
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Table 1: A summary of our algorithmic results on Algorithm 1. Constants are omitted.

Beyond the Worst Case Worst Case

Uniq., Non-Degen. LP Discrete Continuous

Full-Info. O(1) O(
√
T log T ) O((Tαu + Tαv + T 1/2)

√
log T )

Part.-Info. O(log T ) O(
√
T log T ) O((Tαu + T 1/2)

√
log T + Tαv (log T )3/2−αv )

u, v: the mass/density function of the context and the external factor.
αp∈{u,v}: (β + d)/(2β + d) if p is a d-dimension distribution and p ∈ Σ(β, L). (See Appendix A.)

of network revenue management (NRM) and bandits with knapsacks (BwK). (See Section 1.2 for a
literature review.) However, to our knowledge, we are the first to extend this method to the CDMK
problem, which poses new challenges as decisions should be made according to the request. To avoid
worst cases, we explicitly suppose that the fluid problem has a unique and non-degenerate solution (cf.
Assumption 3.1). This assumption is mild in three aspects: (1) it captures almost all CDMK problem
instances, as slightly perturbing any LP can help it satisfy the unique optimality and non-degeneracy
conditions; (2) it is less restrictive than the assumptions given in Sankararaman and Slivkins [32],
which require that there are at most two resources; and (3) it is almost necessary for an o(

√
T ) regret

bound to be established by Theorem 2.1, when using the fluid optimum as the benchmark. Under
the assumption, our main results show that the re-solving heuristic reaches an O(1) regret with full
information (cf. Theorem 3.1) and an O(log T ) regret with partial information (cf. Theorem 4.1).
To our knowledge, these are the first Õ(1) regret results in the CDMK problem beyond the worst
case with only mild assumptions. Importantly, unlike previous results, these regret bounds are also
independent of the number of actions.

Within our results, the full information model assumes that the agent sees the external factor at the
end of each round. In contrast, in the partial information model, the agent acquires the external factor
only when a non-null action is adopted. In Example 1.1, if the factory can learn the road condition
via map services, it then observes the external factor no matter its chosen action, reflecting the full
information feedback. However, it can sometimes only observe transportation costs when it transports
goods, resembling a non-null action. This is a case of partial information feedback. In the auction
market illustrated in Example 1.2, agents might also face these two kinds of information models. In
some situations, bidders can always view others’ bids after the auction, while in other cases, only
those who bid non-zero values can observe others’ bids. Non-zero bidding here reflects a non-null
action. Therefore, these two information models hold strong practical significance.

Other state-of-the-art results consider bandit information feedback, in which the agent only sees
the reward and the consumption rather than the external factor. However, they explicitly assume a
specific (e.g., linear) relationship between the conditional expected reward-consumption pair and
the request [3, 32, 24, 36], whereas our results do not impose any underlying distribution structures,
bypassing realizability issues [24]. On this side, our information model is comparable to those in
existing work.

A near-optimal regret even in worst cases with full/partial information feedback and an ex-
tension to continuous randomness. We further explore how well our Algorithm 1 performs even
in worst-case scenarios. With full information feedback, we show that an O(

√
T log T ) regret is

achieved (cf. Theorem 5.1). This bound is asymptotically equal to the state-of-the-art with this infor-
mation model [24, 36]. Even with partial information, we can still guarantee a universalO(

√
T log T )

regret (cf. Theorem 5.2), which is optimal up to a logarithmic factor. These results demonstrate
the applicability and robustness of the re-solving heuristic in CDMK problems, regardless of some
specific instances. For completeness, we extend our algorithm and analysis to the situation in which
the distributions of request and external factor are continuous and derive corresponding regret results
(cf. Theorems A.1 and A.2).

We summarize our algorithmic results on Algorithm 1 in Table 1.
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1.2 Related Work

Contextual decision-making/bandits with knapsacks. The issue most closely related to the
CDMK problem is the problem of contextual bandits with knapsacks (CBwK), introduced by Agrawal
and Devanur [3]. The main difference between the CDMK problem and the CBwK problem is that
in the latter, an explicit model of the external factor is missed, and the bandit information feedback
is considered. That is, only the consumption and the reward are revealed to the agent at the end of
a round rather than the external factor. Along this research line, two primary methodologies have
been proposed to solve the problem. The first approach aims to select the best probabilistic strategy
within the policy set [8], and Agrawal et al. [4] adopts this approach to achieve an Õ(

√
T ) regret.

This heuristic originates from the subject of contextual bandits [17, 2], and requires a cost-sensitive
classification oracle to achieve computation efficiency.

On the other hand, another approach views the problem from the perspective of the Lagrangian dual
space. It uses a dual update method that reduces the CBwK problem to the online convex optimization
(OCO) problem. In particular, some work [3, 32, 35, 30] assumes a linear relationship between the
conditional expectation of the reward-consumption pair and the request-action pair. This line adopts
techniques for estimating linear function classes [1, 6, 34, 18] and combines them with OCO methods
to achieve sub-linear regret.

Apart from the above studies, some results [24, 36, 37] are not restricted to linear expectation
functions. To deal with more general problems with bandit feedback, they plug model-reliable online
regression methods [22, 21] into the dual update framework. As a result, their algorithms’ regret is
the sum of the regret on online regression and online convex optimization, respectively. Nevertheless,
the online regression technique still limits the conditionally expected reward-consumption functions.

In the CDMK literature, Liu and Grigas [30] have considered full information feedback, where the
agent sees the external factor at the end of each round. Motivated by practice, our work further
considers a partial feedback model, in which the agent observes the external factor when a non-null
action is chosen (cf. Section 2).

The re-solving heuristic and related problems. Unlike the above approaches, our work adopts
the re-solving method, also known as the "certainty equivalence" (CE) heuristic. Under this approach,
the agent (in)frequently solves the fluid optimization problem with the remaining resources to
obtain a probability control in each round. This method comes from the literature on the network
revenue management (NRM) problem, which can be seen as a simplification of the CDMK problem
without the existence of external factors or the external factor not getting involved in the resource
consumption [42]. Some researches in this setting also assumes known request distributions [26, 5,
25, 19, 13, 28, 16, 11, 39, 12, 27]. These works show that the re-solving-based method can obtain a
constant regret under certain non-degeneracy assumptions and can generally obtain a square-root
regret [16]. Recently, the re-solving method is also extended to the general dynamic resource-
constrained reward collection problem in Balseiro et al. [9], which assumes the knowledge of request
and external factor distributions and achieves O(1) to O(log T ) regret for different action space
cardinalities.

We should mention that the re-solving technique, together with other methods, has also been adopted
for the bandits with knapsacks (BwK) problem [23, 20, 42, 39, 29, 32] to achieve an O(log T ) regret
under different assumptions. For example, an essential result by Sankararaman and Slivkins [32]
achievesO(log T ) regret in BwK under the best-arm assumption and two resources. However, CDMK
is a more challenging problem than BwK in that the decision has to be based on the received request.
Thus, no optimal static action mode is irrelevant to the round, which adds a layer of complexity to the
re-solving method.

2 Preliminaries

We consider an agent interacting with the environment for T rounds. There are n kinds of resources,
with an average amount of ρi for resource i in each round, resulting in a total of ρiT amount of
resource i. We suppose that 0 < ρ = ρ1 = (ρi)i∈[n] ≤ 1 is independent of T , with a maximum
entry of ρmax ≤ 1 and a minimum entry of ρmin > 0.
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At the beginning of each round t ≥ 1, the agent observes a request θt ∈ Θ drawn i.i.d. from a
distribution U and should choose an action at from a set of actions A. Given the request θt and the
action at, the agent receives a random reward rt ∈ [0, 1] and a consumption vector of resources
ct ∈ [0, 1]n, both of which are related to an external factor γt ∈ Γ drawn i.i.d. from a distribution
V . In other words, there is a reward function r : Θ × A × Γ → [0, 1] and a consumption vector
function c : Θ × A × Γ → [0, 1]n, such that rt = r(θt, at, γt) and ct = c(θt, at, γt). We suppose
these two functions are pre-known to the agent. We further define R(θ, a) := Eγ [r(θ, a, γ)], and
C(θ, a) := Eγ [c(θ, a, γ)].

We impose minimum restrictions on the distributions U and V . In the main body of this work, we
only suppose that the support sets of both distributions are finite. Specifically, we let k = |Θ| be the
size of the request set. We denote the mass function of U and V by u(θ) and v(γ), respectively. We
will extend to the situation that these two distributions can be continuous in Appendix A.

The agent’s objective is to maximize the cumulative rewards over the period under initial resource
constraints, which is a sequential decision-making problem. To ensure feasibility, we assume the
existence of a null action (denoted by 0) in the action set A. Under the null action, the reward and the
consumption of any resource are zero, regardless of the request and the external factor. In other words,
we have r(θt, 0, γt) = 0 and c(θt, 0, γt) = 0 for any (θt, γt) ∈ Θ × Γ. We use A+ := A \ {0} to
denote the set of non-null actions and let m := |A+| be its size.

We would like to discuss here the necessity of the null action, which is widely used in related
works [8, 3, 4, 36]. An alternative common choice for the null action is the so-called “early stop
when resource exhausted” [32] in the BwK problem with no contexts. In reality, when the agent
faces some “bad” contexts, a better choice is not “entering the market” to avoid, for example, small
rewards but large consumption. As a comparison, struggling to come up with a non-null action here
could occupy the space for serving those “good” contexts, and stopping before these contexts arrive
may inevitably cause an Ω(T ) regret. This illustrates that introducing a null action is necessary in
the CDMK problem. In fact, in this problem, contexts play the role of revealing information and
deterring unreasonable deals.

We consider the set of non-anticipating strategies Π. In particular, let Ht be the history the agent
could access at the start of round t. Then, for any non-anticipating strategy π ∈ Π, at should depend
only on (θt,Ht), that is, at = aπt (θt,Ht). For abbreviation, we write aπt = aπt (θt,Ht) when there is
no confusion.

Therefore, we can define the agent’s optimization problem as below:

V ON := max
π∈Π

Eθ∼UT ,γ∼VT

[
T∑
t=1

r(θt, a
π
t , γt)

]
, s.t.

T∑
t=1

c(θt, a
π
t , γt) ≤ ρT, ∀θ ∈ ΘT ,γ ∈ ΓT .

The fluid benchmark. In practice, however, computing the expected reward of the optimal online
strategy would require solving a high-dimension (probably infinite) dynamic programming, which is
intractable. Hence, we turn to consider the fluid benchmark to measure the performance of a strategy,
which is defined as follows:

V FL := T · max
φ:Θ×A+→R

Eθ∼U

 ∑
a∈A+

R(θ, a)φ(θ, a)

 ,
s.t. Eθ∼U

 ∑
a∈A+

C(θ, a)φ(θ, a)

 ≤ ρ;
∑
a∈A+

φ(θ, a) ≤ 1,∀θ ∈ Θ; φ(θ, a) ≥ 0, ∀(θ, a) ∈ Θ×A+.

For a better understanding, V FL reflects the maximum expected total rewards an agent can win when a
static strategy is adopted and the resource constraints are only to be satisfied in expectation. Therefore,
this optimization problem is a linear program in which the decision variable φ(θ, a) represents the
probability that the agent chooses action a upon seeing request θ. It is a well-known result that V FL

gives an upper bound on V ON.
Proposition 2.1 (Balseiro et al. [9]). V FL ≥ V ON.

Thus, we evaluate the performance of a non-anticipating strategy π by comparing its expected
accumulated rewardRewπ with the fluid benchmark V FL, which is a common choice in literature [35,
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24]. However, we prove that such a benchmark choice may lead to a Ω(
√
T ) gap as long as V FL is

degenerate.
Theorem 2.1 (Worst-case gap). When V FL has a unique and degenerate optimal solution, V FL −
V ON = Ω(

√
T ).

Despite the worst-case lower bound, we prove in this work that for any CDMK instance in which
V FL has a unique non-degenerate optimal solution (cf. Assumption 3.1), we can obtain an Õ(1) gap
compared to the fluid benchmark. Thus, it is still a good choice in most cases.

Information feedback model. In this work, we consider two types of information feedback models,
with increasing difficulty obtaining a sample of the external factor γ.

• [Full information feedback.] The agent is able to observe γt at the end of each round t.
• [Partial information feedback.] The agent can observe γt at the end of round t only if at 6= 0.

In general, with full information feedback, the agent can observe an i.i.d. sample from V each round,
which is the optimal scenario for learning the distribution. Nevertheless, such an assumption could be
strong since the reward and consumption vector are irrelevant to the external factor when the agent
chooses the null action a = 0. Thereby, a more realistic information model is the partial feedback one,
where the external factor is only accessible when a 6= 0. This limitation also increases the difficulty
of learning the distribution V since the agent observes fewer samples under this model than under full
information feedback. It is important to note that the partial information model represents a transition
from full to bandit information feedback, under which only the reward and consumption vector are
accessible in each round, rather than the external factor. Real-life instances of partial information
feedback include Examples 1.1 and 1.2, as we have discussed in the introduction.

3 The Re-Solving Heuristic

In this work, we introduce the re-solving heuristic to the CDMK problem. The resulting algorithm is
presented in Algorithm 1.

To briefly describe the algorithm, we start by defining an optimization problem that captures the
optimal fluid control for each round, assuming complete knowledge of U and V . For any κ ∈ [0, 1]n,
we define J(κ) as the following optimization problem:

J(κ) := max
φ:Θ×A+→R

Eθ∼U

 ∑
a∈A+

R(θ, a)φ(θ, a)

 ,
s.t. Eθ∼U

 ∑
a∈A+

C(θ, a)φ(θ, a)

 ≤ κ;
∑
a∈A+

φ(θ, a) ≤ 1, ∀θ ∈ Θ; φ(θ, a) ≥ 0, ∀(θ, a) ∈ Θ×A+.

Evidently, we have V FL = T · J(ρ) = T · J(ρ1) by definition. Intuitively, in each round t, the best
fluid choice of the agent is given by the optimal solution φ∗t of LP J(ρt), where ρt is the average
budget of the remaining rounds, including round t. Nevertheless, since full knowledge of the exact
distributions U and V is lacking, the agent can only solve an estimated programming Ĵ(ρt,Ht) as
outlined in Algorithm 1, with the following realization:

Ĵ(ρt,Ht) := max
φ:Θ×A+→R

E
θ∼Ût

 ∑
a∈A+

Eγ∼V̂t [r(θ, a, γ)]φ(θ, a)

 ,
s.t. EÛt

 ∑
a∈A+

EV̂t [c(θ, a, γ)]φ(θ, a)

 ≤ ρt; ∑
a∈A+

φ(θ, a) ≤ 1, ∀θ ∈ Θ; φ(θ, a) ≥ 0, ∀(θ, a) ∈ Θ×A+.

Here, Ût and V̂t represent the empirical distribution of θ and γ, respectively, according to the
sample history given by Ht. Specifically, let It be the set of rounds that the agent accesses the
external factor. The mass functions of these two estimated distributions are standard as follows:
ût(θ) := #[θ appears in previous t−1 rounds]/t−1; v̂t(γ) := #[γ appears in rounds in It]/|It|.
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Algorithm 1 Re-Solving with Empirical Estimation.
Input: ρ, T .
Initialization: I1 ← ∅,B1 ← ρT .
for t = 1 to T do

Observe θt;
ρt ← Bt/(T − t+ 1);
φ̂∗t ← the solution to Ĵ(ρt,Ht);
Choose at ∈ A randomly such that for a ∈ A+, Pr[at = a] = φ̂∗t (θt, a), and Pr[at = 0] =

1−
∑
a∈A+ φ̂∗t (θt, a);

if (FULL-INFO) ∨ (PARTIAL-INFO ∧ at 6= 0) then
Observe γt;
It+1 ← It ∪ {t};

else
It+1 ← It;

end if
Bt+1 ← Bt − ct;
ifBi

t+1 < 1 for some i ∈ [n] then
break;

end if
end for

It is worth noting that the estimated distribution of θ, Ût, is always based on t− 1 samples since the
agent received an independent sample from U at the beginning of each round. On the other hand,
the empirical distribution of the external factor γ, V̂t, is estimated from |It| independent samples.
With full information feedback, |It| = t− 1; whereas with partial information feedback, |It| ≤ t− 1
equals the number of times the agent chooses an action a 6= 0 before round t. For brevity, for the
estimated programming, we write Ĉt(θ, a) := Eγ∼V̂t [c(θ, a, γ)] and R̂t(θ, a) := Eγ∼V̂t [r(θ, a, γ)].

As per Algorithm 1, the agent’s decision mode in round t is given by the optimal solution φ̂∗t
of programming Ĵ(ρt,Ht). The algorithm stops when the resources are near depletion, that is,
Bi < 1 for some resource i ∈ [n], and we use T0 to denote the stopping time of Algorithm 1, i.e.,
T0 := min{T,min{t : ∃i ∈ [n],Bi

t+1 < 1}}.
For an analysis beyond the worst-case scenario, a crucial assumption we will make is that the fluid
problem possesses good regularity properties, i.e., it is an LP with a unique and non-degenerate
solution.
Assumption 3.1. The optimal solution to J(ρ1) is unique and non-degenerate.

As pointed out by Bumpensanti and Wang [13], uniqueness and non-degeneracy are a critical factor
for an o(

√
T ) regret bound to hold in the CDMK problem, at least for the frequent re-solving

technique we use in this work [26]. Intuitively, if J(ρ1) is degenerate, then with any minor error
on the estimation, the optimal solution to Ĵ(ρt,Ht) can have a major different landscape with the
optimal solution to J(ρ1) in the sense of basic variables and binding constraints, and this will lead to
an O(

√
T ) accumulated regret. For completeness, we formally define the above concepts.

Definition 3.1. A context-action pair (θ, a) is a basic variable for J(ρ1) if φ∗1(θ, a) > 0, or else, it
is a non-basic variable. Similarly, define basic/non-basic variables for Ĵ(ρt,Ht).
Definition 3.2. i ∈ [n] is a binding constraint for J(ρ1) if

∑
θ∈Θ,a∈A+ u(θ)Ci(θ, a)φ∗1(θ, a) = ρi1,

or else it is a non-binding constraint. We let S := {i is a binding constraint for J(ρ1)}, T = [n] \ S ,
and we use κ|S or κ|T to define the sub-vector of κ confined on S or T , respectively. Further,
θ ∈ Θ is a binding constraint for J(ρ1) if

∑
a∈A+ φ∗1(θ, a) = 1, or else it is a non-binding constraint.

Similarly, define binding/non-binding constraints for Ĵ(ρt,Ht).

As stated above, we want to guarantee that when the “distance” between Ĵ(ρt,Ht) and J(ρ1) is
sufficiently small, the optimal solution to these two programmings have the same landscapes. In this
sense, we consider a stability factor D to measure such a threshold, as presented by Mangasarian and
Shiau [31].
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Proposition 3.1 (Stability). Under Assumption 3.1, there is a maximum D > 0, such that when the
following holds:

max {‖(u(θ)− ût(θ))θ∈Θ‖∞, ‖(v(γ)− v̂t(γ))γ∈Γ‖1} ≤ D,
max {‖ρ1|S − ρt|S‖∞ ,max {ρ1|T − ρt|T }} ≤ D,

(1)

J(ρ1) and Ĵ(ρt,Ht) share the same sets of basic/non-basic variables and binding/non-binding
constraints.

With the assumption, below we present the main result of this work, which is proved in Appendix C.1.

Theorem 3.1. Under Assumption 3.1, with full information feedback, the expected accumulated
reward Rew brought by Algorithm 1 when T →∞ satisfies:

V FL −Rew = O

(
n2 + k

D2

)
,

which is independent of T .

The intuition behind Theorem 3.1 is to conduct a regret decomposition in a Lagrangian manner,
motivated by Chen et al. [16]. This leads to three remaining terms (cf. Appendix C). For the first
two Lagrangian product terms, thanks to Proposition 3.1, they equal 0 as long as the estimates of the
distributions are sufficiently accurate with an error of O(D), which will happen with high probability
after a constant number of rounds. The last term reflects how the stopping time of Algorithm 1 is
close to the total time-span T . On this front, we are left to demonstrate that the resources are spent
smoothly. Intuitively, this property is guaranteed by combining two observations: (1) In each round,
the action mode ensures that resources are spent evenly in expectation in the estimation world due to
the re-solving step, and (2) the distance between the estimation world and the real world diminishes
to zero, with the accumulation of samples. The complete reasoning is much more detailed.

We now compare Theorem 3.1 with results in prior work. We first mention that our benchmark V FL

is larger than the benchmark used in Slivkins and Foster [36] and Slivkins et al. [37], as proved in
Appendix B. Thus, our result provides a stronger regret upper bound. As for the constants in the
regret bound, first, our regret does not involve m explicitly. This is superior to existing results, which
report an Õ(

√
m) reliance [8, 4, 36, 24]. As an intuitive reason, the number of actions does not

explicitly appear in our Algorithm 1, but only contributes to the dimension of the linear program.
However, m could appear in some complex and problem-specific constants that we omit in the
bound. Interested readers can refer to Appendix C for more details. Second, although k does not
always appear in previous works, this is inevitable in our bound, brought by the estimation error
of the context distribution. Third, for the BwK problem, the well-known O(log T ) result given by
Sankararaman and Slivkins [32] supposes that n ≤ 2, and it is still unclear whether their analysis
can be extended to an arbitrary number of resources. Our result does not suffer from such a limit.
Finally, we remark that in the absence of resource constraints, D is precisely half the gap between the
mean rewards of the best and second-best arms. Thus, D resembles the reward-gap-like parameter in
the multi-armed bandit literature. The dependence on D of our result is similar to the first result in
Sankararaman and Slivkins [32] and is the same with Chen et al. [16], and it is still unclear whether
the dependence can be improved. We should also note that we omit the dependence of our regret
bound on the unknown size of the external factor set in all our results, which could be improved via
parameterized estimation techniques.

One key implication of Theorem 3.1 is that the re-solving heuristic’s regret is independent of the
number of rounds beyond the worst-case with full information. This result significantly improved
over previous state-of-the-art results under mild assumptions, surpassing the solutions proposed
by Han et al. [24] and Slivkins and Foster [36]. In particular, their solutions come from the BwK
literature and rely on dual update and upper confidence bound (UCB) heuristics, which only provide
a worst-case regret of O(

√
T log T ).

4 Partial Information Feedback

We now shift to consider the re-solving method’s performance with partial information feedback,
under which the agent only sees the external factor γt when her choice is non-null in round t, i.e.,
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at 6= 0. Apparently, with less information, the learning speed of the distribution V decreases,
hindering the re-solving procedure’s quick convergence to an optimal solution. Nevertheless, we
demonstrate that the performance of the re-solving method only faces an O(log T ) multiplicative
degradation under partial information feedback. Our primary theorem in this section is as follows:
Theorem 4.1. Under Assumption 3.1, with partial information feedback, the expected accumulated
reward Rew brought by Algorithm 1 when T →∞ satisfies:

V FL −Rew = O

(
n2 + k + log T

D2

)
.

Before we come to the technical parts, we first place Theorem 4.1 within the literature. As previously
mentioned, Ω(

√
T ) is a worst-case lower bound on the regret even with full information feedback and

thus also extends as a lower bound with partial information feedback. However, Theorem 4.1 steps
beyond the worst case by providing an O(log T ) upper bound for regular problem instances. This
result outperforms the universal O(

√
T log T ) regret by Han et al. [24] and Slivkins and Foster [36].

While the result is asymptotically equivalent to that of Sankararaman and Slivkins [32], it imposes
fewer restrictions on the problem structure, as previously discussed.

We now provide an intuitive understanding of the proof of Theorem 4.1. The crux lies in analyzing
the frequency with which Algorithm 1 can access an independent sample of the external factor. To
this end, we use Yt = |It| ≤ t− 1 to denote the number of times a non-null action is chosen before
time t, or equivalently, the number of i.i.d. samples from V observed by the agent before time t under
partial information feedback. The following crucial technical lemma provides a lower bound on Yt.
Lemma 4.1. There is a constant 0 < Cb < 1/2, such that with probability 1−O(1/T ), the following
hold for Algorithm 1:

1. For any Θ(log T ) ≤ t ≤ Cb · T , Yt ≥ Cf · (t− 1)/ log T for some constant Cf ;

2. For any t > Cb · T , Yt ≥ Cr · T for some constant Cr.

The proof of Lemma 4.1 is deferred to Appendix D.2. In simple terms, during the initial Θ(log T )
rounds (the shaded segment), the re-solving method cannot guarantee the accessing frequency since
the learning of the request distribution U has yet to converge sufficiently. However, after Θ(log T )
rounds, Algorithm 1 ensures a constant probability of obtaining a new example in each round,
provided that the remaining resources are sufficient. As a consequence, before Θ(T ) rounds, we can
guarantee an Ω(1/ log T ) accessing frequency at any time step and an overall Ω(1) frequency with
high probability, as established by a concentration inequality. The remaining proof of Theorem 4.1 is
provided in Appendix D.1.

5 Relaxing the Regularity Assumption – A Worst-Case Guarantee

In Sections 3 and 4, we have proved that Algorithm 1 can achieve an Õ(1) regret for CDMK
problems under full and partial information feedbacks, assuming certain regular conditions (cf.
Assumption 3.1). Put differently, the re-solving heuristic nicely deals with regular scenarios. In this
section, we complement the above by showing that this method can attain nearly optimal regret in
the worst cases. Furthermore, in Appendix A, we extend our analysis to cases where the context and
external factor distributions can be continuous.

Our main results are given below, and their proofs are provided in Appendices E.1 and E.2, respec-
tively.
Theorem 5.1. With full information feedback, the expected accumulated reward Rew brought by
Algorithm 1 satisfies: V FL −Rew = O(k

√
T log T + n), as T →∞.

Theorem 5.2. With partial information feedback, the expected accumulated reward Rew brought by
Algorithm 1 satisfies: V FL −Rew = O(k

√
T log T + n), as T →∞.

As given by Theorem 2.1, the worst-case regret of any online CDMK algorithm is Ω(
√
T ), while

Theorems 5.1 and 5.2 indicate that the re-solving heuristic reaches near-optimality in such cases.
Further, state-of-the-art algorithms [24, 36] can at most obtain an Õ(

√
T ) regret even with full/partial

information feedback. Our algorithm also achieves this near-optimal regret bound in worst cases.
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Figure 1: Regret of Algorithm 1 under different number of total rounds T = 2000 · 2k for integer
0 ≤ k ≤ 5.

It is worth noticing that we omit some problem-specific constants in the previous bounds, e.g., the
fluid optimum J(ρ1), which could be related to the number of non-null arms m. Therefore, our
results do not conflict with the well-known Ω(

√
mT ) regret lower bound as given by Auer et al. [7].

6 Numerical Validations

In this section, we use numerical experiments to verify our analysis. We perform our simulation
experiments with either full or partial information feedback under two cases. The first is with a
degenerate optimal solution, and the second is with a unique and non-degenerate optimal solution.
We delay more details, including the choice of the problem instances, to Appendix F.

Figure 1 describes the relationship between the regret and the number of total rounds T under all
four settings. We set the horizon T to be 2000 · 2k for integer 0 ≤ k ≤ 5. The figure displays both
the sample mean (the line) and the 99%-confidence interval (the light color zone) calculated by the
results of 50 estimations for the regret, where each estimation comprises 400 independent trials.
Observe that when the LP J(ρ) is degenerate, the regret grows on the order of Õ(

√
T ) under both

full information and partial information settings. Further, when the underlying LP J(ρ) has a unique
and non-degenerate optimal solution, the regret does not scale with T under the full information
setting. In the partial information setting, the regret slowly grows with T , which matches our Õ(1)
theoretical guarantee.

7 Concluding Remarks

This work establishes the effectiveness of the re-solving heuristic in the contextual decision-making
problem with knapsack constraints. We first prove that the gap between the fluid optimum and online
optimum is Ω(

√
T ) when the fluid LP has a unique and degenerate optimal solution. Further, we

show that the re-solving method reaches an O(1) regret with full information and an O(log T ) regret
with partial information when the fluid LP has a unique and non-degenerate optimal solution, even
compared to the fluid benchmark. Considering the sufficient condition for the Ω(

√
T ) lower bound,

our non-degeneracy assumption is mild, especially when comparing with the two-resource condition
required in Sankararaman and Slivkins [32].

Further, we show that even in worst cases, the re-solving method achieves anO(
√
T log T ) regret with

full information feedback and anO(
√
T log T ) regret with partial information feedback. These results

are comparable to start-of-the-art results [24, 36]. We also extend our analysis to the continuous
randomness case for completeness.
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Appendix of “Contextual Decision-Making with Knapsacks
Beyond the Worst Case”

We begin by outlining the structure of the whole appendix. In Appendix A, we state our regret results
with continuous randomness. In Appendix B, we prove the regret worst-case result (cf. Theorem 2.1).
Appendix C.1 devotes to proving the main result (cf. Theorem 3.1), where Appendix C.1.1 presents
the Lagrangian regret decomposition, and Appendices C.1.2 and C.1.3 analyze different terms
in the decomposition. Appendices C.2 to C.6 complement missing proofs of lemmas arising in
Appendix C.1. Appendix D focuses on proving the regret results in the partial information setting,
where Appendix D.1 derives Theorem 4.1, and Appendix D.2 proves the crucial Lemma 4.1 for
the partial feedback model. Appendices D.3 and D.4 prove lemmas arising in previous parts of
Appendix D. Appendix E deals with Theorems 5.1 and 5.2, which show that the re-solving method is
near-optimal even in worst cases. At last, Appendix G complements the missing details of Appendix A
with continuous randomness.

A From Discrete Randomness to Continuous Randomness

In the main body of this work, we explicitly assume that both the context set and the external factor
set are discrete. Such an assumption can suitably capture most real-life situations. For example, in an
agent’s online bidding problem with budget constraints, if we presume that the context is the agent’s
actual value and the external factor is the highest competing bid, it is natural to suppose that all these
three values are discrete. Nevertheless, for theoretical completeness, we expand our results in this
section to circumstances where these two sets are infinite, i.e., the two underlying randomnesses are
continuous. It is imperative to note that the scenario where one randomness is discrete and the other
is continuous would be analogous in analysis by incorporating the techniques presented in Section 5.

Conceptually, the re-solving heuristic still works: we solve the optimization problem in each round
concerning the remaining resources based on previous estimates. However, technically, since the
distributions of context and external factors are continuous, we should further elaborate on the setting.
In this section, we suppose that the context set Θ = [0, 1]du and the external factor set Γ = [0, 1]dv .
We denote u(θ) and v(γ) as the density function of U and V , respectively. We assume that p ∈ {u, v}
belongs to the βp-order Lp-Hölder smooth class Σ(βp, Lp). Here, for the foundation, given a vector
s = (s1, ..., sd), define

|s| = s1 + · · ·+ sd, Ds =
∂s1+···+sd

∂xs11 · · · ∂x
sd
d

.

Subsequently, for a positive integer β, the β-order L-Hölder smooth class is defined as

Σ(β, L) :={g : |Dsg(x)−Dsg(y)| ≤ L‖x− y‖2, for all s such that |s| = β − 1, and all x, y}.

Now, suppose X1, · · · , Xk are k i.i.d. samples from a distribution with density function p ∈ Σ(β, L).
According to Wasserman [40], we have the following result, which implies that we can calculate an
estimator from these samples that converges to the density function.
Proposition A.1 (Wasserman [40]). Suppose X1, · · · , Xk are drawn i.i.d. from a d-dimension
distribution P , with density p ∈ Σ(β, L) for some L > 0, and k is sufficiently large. Then there exists
an estimator p̂k such that for any ε > 0,

Pr

[
sup
x
|p(x)− p̂k(x)| >

C
√

log(k/ε)

kβ/(2β+d)

]
≤ ε,

with C a constant.

The details of constructing such a density estimator are postponed to Appendix G.1. We now return
to the re-solving heuristic and Algorithm 1. In the algorithm, with continuous randomness, the
constrained optimization problem to be solved in each round Ĵ(ρt,Ht) for t = 1, 2, · · · becomes:

Ĵ(ρt,Ht) := max
φ:Θ×A+→R

∫
θ

∑
a∈A+

φ(θ, a)

∫
γ

r(θ, a, γ)v̂t(γ)ût(θ) dγ dθ,
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s.t.
∫
θ

∑
a∈A+

φ(θ, a)

∫
γ

c(θ, a, γ)v̂t(γ)ût(θ) dγ dθ ≤ ρt,∑
a∈A+

φ(θ, a) ≤ 1, ∀θ ∈ Θ,

φ(θ, a) ≥ 0, ∀(θ, a) ∈ Θ×A+.

Correspondingly, the reference optimization problem J(ρt) is given below:

J(ρt) := max
φ:Θ×A+→R

∫
θ

∑
a∈A+

φ(θ, a)

∫
γ

r(θ, a, γ)v(γ)u(θ) dγ dθ,

s.t.
∫
θ

∑
a∈A+

φ(θ, a)

∫
γ

c(θ, a, γ)v(γ)u(θ) dγ dθ ≤ ρt,∑
a∈A+

φ(θ, a) ≤ 1, ∀θ ∈ Θ,

φ(θ, a) ≥ 0, ∀(θ, a) ∈ Θ×A+.

At this point, it is worth mentioning that solving Ĵ(ρt,Ht) in each round could be hard as it could
be a continuous yet non-convex constrained optimization problem. Nevertheless, we assume the
existence of an oracle that aids us in solving this optimization, and we focus on the regret of the
re-solving method. Let αu := (βu + du)/(2βu + du) and αv := (βv + dv)/(2βv + dv), and we have
the following two results, respectively, under full and partial information feedback.

Theorem A.1. Under continuous randomness, with full information feedback, the expected accumu-
lated reward Rew brought by Algorithm 1 satisfies:

V FL −Rew = O((Tαu + Tαv + T 1/2)
√

log T + n), T →∞.

Theorem A.2. Under continuous randomness, with partial information feedback, the expected
accumulated reward Rew brought by Algorithm 1 satisfies:

V FL −Rew = O((Tαu + T 1/2)
√

log T + Tαv log3/2−αv T + n), T →∞.

The proofs of the above theorems are presented in Appendices G.2 and G.3, respectively, which
almost follow the threads of Theorems 5.1 and 5.2.

B Specifying the Worst-Case Gap – Proof of Theorem 2.1

To prove the lemma, we first introduce an intermediate value, which we denote as V Hyb, to upper
bound V ON, and show that the gap between V Hyb and V FL is O(

√
T ) under the given condition.

Specifically, we have the following definition:

V Hyb := Eθ1,··· ,θT

[
max

φ1,··· ,φT :A+→R

T∑
t=1

∑
a∈A+

R(θt, a)φt(a)

]
,

s.t.

T∑
t=1

∑
a∈A+

C(θt, a)φt(a) ≤ ρT,

∑
a∈A+

φt(a) ≤ 1, ∀t ∈ [T ],

φt(a) ≥ 0, ∀(t, a) ∈ [T ]×A+.

(2)

To see that V Hyb gives an upper bound on V ON, we fix a request trajectory θ1, · · · , θT . Now, for any
non-anticipating strategy π, we let

pπt (a) = Pr[aπt = a | θ1, · · · , θt]
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be the total probability that aπt = a conditioning on the pre-determined request sequence, with respect
to γ1, · · · , γt−1 and the randomness of strategy π. We show that {pπt }t=1,··· ,T is a feasible solution
to V Hyb under θ1, · · · , θT . Here, a key observation is that for any t ∈ [T ]:

E [c(θt, a
π
t , γt) | θ1, · · · , θt] = Eγt

[ ∑
a∈A+

c(θt, a
π
t , γt) · Pr[aπt = a | θ1, · · · , θt]

]
=
∑
a∈A+

C(θt, a)pπt (a).

In the above, the first expectation is taken on γ1, · · · , γt and the random choice of strategy π. Since∑T
t=1 c(θt, a

π
t , γt) ≤ ρT always holds, we derive that

T∑
t=1

∑
a∈A+

C(θt, a)pπt (a) = E

[
T∑
t=1

c(θt, a
π
t , γt) | θ1, · · · , θT

]
≤ ρT,

which indicates that {pπt }t=1,··· ,T is feasible to V Hyb under θ1, · · · , θT . To the same reason, we also
have

T∑
t=1

∑
a∈A+

R(θt, a)pπt (a) = E

[
T∑
t=1

r(θt, a
π
t , γt) | θ1, · · · , θT

]
equals the conditional expected reward of strategy π. Thus, since V Hyb is a maximization problem
for any request trajectory, we conclude that V Hyb ≥ V ON.

It remains to show that when V FL, or J(ρ) has a unique and degenerate solution, V FL − V Hyb =

Ω(
√
T ). We first present a transformation of V Hyb. We let

x(θ) :=
#[appearance of θ]

T

be the random variable indicating the frequency of θ when θ is drawn T times i.i.d. from U . Obviously,
the mean of x is u. We now demonstrate that

V Hyb = T · Ex

[
max

φ:Θ×A+→R

∑
θ∈Θ

x(θ)
∑
a∈A+

R(θ, a)φ(θ, a)

]
,

s.t.
∑
θ∈Θ

x(θ)
∑
a∈A+

C(θ, a)φ(θ, a) ≤ ρ,

∑
a∈A+

φ(θ, a) ≤ 1, ∀θ ∈ Θ,

φ(θ, a) ≥ 0, ∀(θ, a) ∈ Θ×A+.

(3)

To see this, in form (2), it is not hard to see that conditioning on θ1, · · · , θT , the value of the
optimization is only related to the number of times that any θ ∈ Θ appears in the sequence, and
irrelevant with their arriving order. Therefore, by taking an average, it is without loss of generality
to suppose that φ∗t1 = φ∗t2 as long as θt1 = θt2 . Under such an observation, it is natural that (2) is
equivalent to (3).

For convenience, we now recall the definition of V FL:

V FL = T · max
φ:Θ×A+→R

∑
θ∈Θ

u(θ)
∑
a∈A+

R(θ, a)φ(θ, a),

s.t.
∑
θ∈Θ

u(θ)
∑
a∈A+

C(θ, a)φ(θ, a) ≤ ρ,

∑
a∈A+

φ(θ, a) ≤ 1, ∀θ ∈ Θ,

φ(θ, a) ≥ 0, ∀(θ, a) ∈ Θ×A+.
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By Sierksma [33], we know that when J(ρ) has a unique and degenerate solution, then its dual form
has multiple solutions. We then adopt the framework of Vera and Banerjee [38]. In particular, we let
λ ≥ 0 be the dual variable vector for the resource constraints, and µ ≥ 0 be the dual variable vector
for the probability feasibility constraints. If we take ω(θ) = µ(θ)/u(θ), then the dual programming
of V FL/T is the following as a function of u:

D[Z(u)] = min
λ,ω

ρ>λ+ u>ω,

s.t. λ>C(θ, a) + ω(θ) ≥ R(θ, a), ∀(θ, a) ∈ Θ×A+,

λ ≥ 0, ω ≥ 0.

Now, suppose (λ1,ω1) and (λ2,ω2) are two different optimal solutions to D[Z(u)], which directly
leads to λ1 6= λ2 by the programming formation. We let λ′ = λ1 − λ2 and ω′ = ω1 − ω2. Then,

ρ>λ1 + u>ω1 = ρ>λ2 + u>ω2 =⇒ ρ>λ′ + u>ω′ = 0. (4)

Further, notice that (λ1,ω1) and (λ2,ω2) are both feasible for D[Z(x)] for any x. Since D[Z(x)]
is a minimization problem, by a convex combination, we have

D[Z(x)] ≤ (ρ>λ1 + x>ω1)1[ρ>λ′ + x>ω′ ≤ 0] + (ρ>λ2 + x>ω2)1[ρ>λ′ + x>ω′ > 0].

Further, by optimality, we know that for any x,

D[Z(u)] = (ρ>λ1 + u>ω1)1[ρ>λ′ + x>ω′ ≤ 0] + (ρ>λ2 + u>ω2)1[ρ>λ′ + x>ω′ > 0].

Now, by weak duality, since V Hyb/T for any given x is a maximization problem, we know from the
above two equations that

(V FL − V Hyb)/T

≥ D[Z(u)]− Ex [D[Z(x)]]

≥ Ex
[
((u− x)>ω1)1[ρ>λ′ + x>ω′ ≤ 0] + ((u− x)>ω2)1[ρ>λ′ + x>ω′ > 0]

]
(a)
= Ex

[
((u− x)>ω1)1[(u− x)>ω′ ≥ 0] + ((u− x)>ω2)(1− 1[(u− x)>ω′ ≥ 0])

]
(b)
= Ex

[
((u− x)>ω′)1[(u− x)>ω′ ≥ 0]

]
.

Here, (a) is due to (4), and (b) is since the mean of x is u. Now, we let ξ =
√
T (u− x)>ω′ be the

normalized scaled variable. By the Central Limit Theorem, ξ1[ξ ≥ 0] converges to a half-normal
distribution, which has a constant expectation. Thus, we arrive at V FL − V Hyb = Ω(

√
T ), which

finishes the proof.

C Missing Proofs in Section 3

C.1 Proof of Theorem 3.1

We now give a proof of Theorem 3.1. The proof draws inspiration from that of Chen et al. [16], but
significantly diverges in terms of the problem setting.

C.1.1 Regret Decomposition

We start by presenting a regret decomposition approach, which stands on the dual viewpoint. We first
recall the optimization problem V FL = T · J(ρ1):

J(ρ1) := max
φ:Θ×A+→R

Eθ∼U

[ ∑
a∈A+

R(θ, a)φ(θ, a)

]
,

s.t. Eθ∼U

[ ∑
a∈A+

C(θ, a)φ(θ, a)

]
≤ ρ1,
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∑
a∈A+

φ(θ, a) ≤ 1, ∀θ ∈ Θ,

φ(θ, a) ≥ 0, ∀(θ, a) ∈ Θ×A+.

Recall that u(θ) denotes the mass function of U , then the above linear program can be expanded as

J(ρ1) := max
φ:Θ×A+→R

∑
θ∈Θ,a∈A+

u(θ)R(θ, a)φ(θ, a),

s.t.
∑

θ∈Θ,a∈A+

u(θ)C(θ, a)φ(θ, a) ≤ ρ1,∑
a∈A+

φ(θ, a) ≤ 1, ∀θ ∈ Θ,

φ(θ, a) ≥ 0, ∀(θ, a) ∈ Θ×A+.

Now let λ ≥ 0 be the dual vector for the consumption constraint and {µ∗(θ)}θ∈Θ ≥ 0 be the dual
variables for the action distribution constraint. By the strong duality of linear program, there is an
optimal dual variable tuple (λ∗, {µ∗(θ)}θ∈Θ) ≥ 0 such that:

J(ρ1) =
∑

θ∈Θ,a∈A+

(
u(θ)

(
R(θ, a)− (λ∗)>C(θ, a)

)
− µ∗(θ)

)
φ∗1(θ, a) + (λ∗)>ρ1 +

∑
θ∈Θ

µ∗(θ)

=
∑

θ∈Θ,a∈A+

u(θ)
(
R(θ, a)− (λ∗)>C(θ, a)

)
φ∗1(θ, a) + (λ∗)>ρ1.

(5)

Here φ∗1 is the optimal solution to J(ρ1). With (5), we have the following lemma for regret decompo-
sition.

Lemma C.1. For any stopping time Te ≤ T0 adapted to the process {Bt}’s, we have

V FL −Rew

≤ E

 Te∑
t=1

∑
θ∈Θ,a∈A+

(
u(θ)

(
R(θ, a)− (λ∗)>C(θ, a)

)
− µ∗(θ)

) (
φ∗1(θ, a)− φ̂∗t (θ, a)

)
+ E

[
Te∑
t=1

∑
θ∈Θ

µ∗(θ)

(
1−

∑
a∈A+

φ̂∗t (θ, a)

)]
+ (λ∗)>E [BTe+1] + max

θ∈Θ,a∈A+

(
R(θ, a)− (λ∗)>C(θ, a)

)
· E [T − Te] .

(6)

The proof of Lemma C.1 is deferred to Appendix C.2. We now give a brief explanation on this result.
The first two terms in (6) depicts the gap between the choice of Algorithm 1 and the optimal decision.
This is apparent for the first term. For the second term, we should notice that by complementary
slackness, for each θ ∈ Θ,

µ∗(θ) ·

(
1−

∑
a∈A+

φ∗1(θ, a)

)
= 0.

Therefore, the second term in (6) is bounded if φ̂∗t is close to φ∗1.

On the other hand, the last two terms are closely related to the choice of stopping time Te and the
consumption behavior of Algorithm 1. Intuitively, if Te is sufficiently close to T , then E[T − Te]
should be appropriately bounded. Nevertheless, if the algorithm spends the resources too fast,
then such a sufficiently large Te would be impossible. Conversely, if the resources are consumed
substantially slower than the optimal, then the term E[BTe+1], the remaining resources at the stopping
time, would be unbounded.

In the following, we will deal with these two parts correspondingly. A crux to the analysis is to pick a
satisfying stopping time Te, which we will first cover.
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C.1.2 The Gap to Optimal Decision

We first give a realization of the stopping time Te. With Proposition 3.1 in hand, we can derive that
when condition (1) is met, it holds that(

u(θ)
(
R(θ, a)− (λ∗)>C(θ, a)

)
− µ∗(θ)

) (
φ∗1(θ, a)− φ̂∗t (θ, a)

)
= 0, (7)∑

θ∈Θ

µ∗(θ)

(
1−

∑
a∈A+

φ̂∗t (θ, a)

)
= 0. (8)

To see these, notice that by the dual feasibility of J(ρ1), we have u(θ)
(
R(θ, a)− (λ∗)>C(θ, a)

)
−

µ∗(θ) ≤ 0. When u(θ)
(
R(θ, a)− (λ∗)>C(θ, a)

)
− µ∗(θ) < 0, by primal optimality, φ∗1(θ, a) = 0

and thus (θ, a) is non-basic for J(ρ1). By Proposition 3.1, (θ, a) is also non-basic for Ĵ(ρt,Ht)
and φ̂∗t (θ, a) = 0 holds as well. This finishes the deduction of (7). A similar reasoning on binding
constraints would help us achieve (8), which we omit here.

As the above goes, it is then natural for us to define Te the stopping time in our analysis as follows:
Te := min{T0,min{t : max{‖ρ1|S − ρt|S‖∞,max{ρ1|T − ρt|T }} > D} − 1}, (9)

where T0 is the stopping time of Algorithm 1. With the definition, we always have max{‖ρ1|S −
ρt|S‖∞,max{ρ1|T − ρt|T }} ≤ D when t ≤ Te. What we are left is to bound the situation when
max{‖(u(θ) − ût(θ))θ∈Θ‖∞, ‖(v(γ) − v̂t(γ))γ∈Γ‖1} > D for 1 ≤ t ≤ Te. In total, we arrive at
the following result for this part, with the proof given in Appendix C.4:
Lemma C.2. Under Assumption 3.1, with full information feedback, we have when T →∞:

E

 Te∑
t=1

∑
θ∈Θ,a∈A+

(
u(θ)

(
R(θ, a)− (λ∗)>C(θ, a)

)
− µ∗(θ)

) (
φ∗1(θ, a)− φ̂∗t (θ, a)

)
= O

(
k

D2

)
,

E

[
Te∑
t=1

∑
θ∈Θ

µ∗(θ)

(
1−

∑
a∈A+

φ̂∗t (θ, a)

)]
= O

(
k

D2

)
.

We are now only left to bound the last two terms in (6).

C.1.3 The Gap to Optimal Consumption

As presented in (6), we now bound the remaining two terms, respectively E[BTe+1] and E[T − Te]
for Te defined in (9). It turns out that these two terms are closely related. Due to this observation, we
would first bound (λ∗)> · E[BTe+1] by E[T − Te], and then bound E[T − Te].
Now by the strong duality of J(ρ1), we know that complementary slackness holds, that is λ∗|T = 0.
We therefore have

(λ∗)>E [BTe+1] ≤ (λ∗)>E [BTe ] = (λ∗|S)>E [BTe |S ] = (λ∗|S)>E [(T − Te + 1)ρTe |S ]

(a)
≤ n(ρmax +D)‖λ∗‖∞ · E [T − Te + 1] .

(10)

In the above, recall that ρmax denotes the maximum coordinate of ρ1, and D is specified in Proposi-
tion 3.1. Consequently, (a) is due to the definition of Te and that ‖ρ1 +D1‖∞ ≤ ρmax +D.

We are left to bound E[T − Te]. Nevertheless, this part would be rather technical and involved.
Therefore we defer the analysis to Appendix C.5, and only give the final bounds.
Lemma C.3. Under Assumption 3.1, with full information feedback, we have when T →∞:

(λ∗)>E [BTe+1] + max
θ∈Θ,a∈A+

(
R(θ, a)− (λ∗)> ·C(θ, a)

)
E [T − Te] = O

(
n2

D2

)
.

Combining Lemmas C.1 to C.3, we arrive at Theorem 3.1.
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C.2 Proof of Lemma C.1

The proof is obtained by the following set of (in)equalities.

V FL −Rew

= T · J(ρ1)− E

[
T0∑
t=1

r(θt, at, γt)

]
(a)
≤ T · J(ρ1)− E

[
Te∑
t=1

r(θt, at, γt)

]

(b)
= T · J(ρ1)− E

 Te∑
t=1

∑
θ∈Θ,a∈A+

u(θ)R(θ, a)φ̂∗t (θ, a)


(c)
= T ·

 ∑
θ∈Θ,a∈A+

(
u(θ)(R(θ, a)− (λ∗)>C(θ, a))− µ∗(θ)

)
φ∗1(θ, a) + (λ∗)>ρ1 +

∑
θ∈Θ

µ∗(θ)


− E

 Te∑
t=1

∑
θ∈Θ,a∈A+

u(θ)R(θ, a)φ̂∗t (θ, a)


(d)
= E

 Te∑
t=1

∑
θ∈Θ,a∈A+

(
u(θ)

(
R(θ, a)− (λ∗)>C(θ, a)

)
− µ∗(θ)

) (
φ∗1(θ, a)− φ̂∗t (θ, a)

)
+ E

[
Te∑
t=1

∑
θ∈Θ

µ∗(θ)

(
1−

∑
a∈A+

φ̂∗t (θ, a)

)]
+

(∑
θ∈Θ∗

µ∗(θ)

(
1−

∑
a∈A+

φ∗1(θ, a)

))
· E [T − Te]

+ (λ∗)>E

Tρ1 −
Te∑
t=1

∑
θ∈Θ,a∈A+

u(θ)C(θ, a)φ̂∗t (θ, a)


+

 ∑
θ∈Θ,a∈A+

(
u(θ)(R(θ, a)− (λ∗)>C(θ, a))

)
φ∗1(θ, a)

 · E [T − Te]

(e)
≤ E

 Te∑
t=1

∑
θ∈Θ,a∈A+

(
u(θ)

(
R(θ, a)− (λ∗)>C(θ, a)

)
− µ∗(θ)

) (
φ∗1(θ, a)− φ̂∗t (θ, a)

)
+ E

[
Te∑
t=1

∑
θ∈Θ

µ∗(θ)

(
1−

∑
a∈A+

φ̂∗t (θ, a)

)]
+ (λ∗)>E [BTe+1] + max

θ∈Θ,a∈A+

(
R(θ, a)− (λ∗)>C(θ, a)

)
· E [T − Te] .

In the above set of derivations, (a) holds since T0 ≥ Te, (b) is due to Optional Stopping Theorem
since Te is a stopping time, (c) is by the strong duality of J(ρ1) as given by (5), (d) establishes by
rearranging terms. At last, for (e), the diminishing term is by strong duality, the transformation from
the fourth term in (d) to the third term in (e) is derived by another application of Optional Stopping
Theorem on the accumulated consumption vector, and for the last term, the upper bound is achieved
since

∑
a∈A+ φ∗1(θ, a) ≤ 1 for any θ ∈ Θ and

∑
θ∈Θ u(θ) = 1.

C.3 Proof of Proposition 3.1

We will apply the stability result in Chen et al. [16] as an intermediate to prove our version. As given,
we know that J(ρ1) and Ĵ(ρt,Ht) has the same set of basic/non-basic variables and binding/non-
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binding constraints as long as the following conditions hold for some constant D0 > 0:∥∥∥∥∥∥
(
u(θ)

∑
γ

v(γ)r(θ, a, γ)− ût(θ)
∑
γ

v̂t(γ)r(θ, a, γ)

)
(θ,a)∈Θ×A+

∥∥∥∥∥∥
∞

≤ D0,

∥∥∥∥∥∥
(
u(θ)

∑
γ

v(γ)ci(θ, a, γ)− ût(θ)
∑
γ

v̂t(γ)ci(θ, a, γ)

)
(θ,a)∈Θ×A+

∥∥∥∥∥∥
∞

≤ D0, ∀i ∈ [n],

‖ρ1|S − ρt|S‖∞ ≤ D0, max {ρ1|T − ρt|T } ≤ D0.

(11)

Now, by a standard insertion technique, we have

u(θ)
∑
γ

v(γ)r(θ, a, γ)− ût(θ)
∑
γ

v̂t(γ)r(θ, a, γ)

= (u(θ)− ût(θ))
∑
γ

v(γ)r(θ, a, γ) + ût(θ)
∑
γ

(v(γ)− v̂t(γ))r(θ, a, γ)

(a)
≤ ‖(u(θ)− ût(θ))θ∈Θ‖∞ + ‖(v(γ)− v̂t(γ))γ∈Γ‖1. (12)

For (a), the first term is bounded since r(θ, a, γ) ≤ 1 and
∑
γ v(γ) = 1. The second term is similarly

bounded as ût(θ) ≤ 1. Therefore, we let D = D0/2, then when we have

‖(u(θ)− ût(θ))θ∈Θ‖∞ ≤ D, ‖(v(γ)− v̂t(γ))γ∈Γ‖1 ≤ D,

the first condition in (11) is met. An almost identical reasoning also holds for the second condition in
(11). Consequently we finish the proof of the lemma.

C.4 Proof of Lemma C.2

Recall that we are going to prove that

E

 Te∑
t=1

∑
θ∈Θ,a∈A+

(
u(θ)

(
R(θ, a)− (λ∗)>C(θ, a)

)
− µ∗(θ)

) (
φ∗1(θ, a)− φ̂∗t (θ, a)

)
= O

(
k

D2

)
,

E

[
Te∑
t=1

∑
θ∈Θ

µ∗(θ)

(
1−

∑
a∈A+

φ̂∗t (θ, a)

)]
= O

(
k

D2

)
,

when T →∞ under Assumption 3.1. For simplicity, we give the following abbreviations:

Pt :=
∑

θ∈Θ,a∈a+

(
u(θ)

(
R(θ, a)− (λ∗)>C(θ, a)

)
− µ∗(θ)

) (
φ∗1(θ, a)− φ̂∗t (θ, a)

)
,

Qt :=
∑
θ∈Θ

µ∗(θ)

(
1−

∑
a∈A+

φ̂∗t (θ, a)

)
,

Eu,t := [‖(u(θ)− ût(θ))θ∈Θ‖∞ ≤ D], Ev,t := [‖(v(γ)− v̂t(γ))γ∈Γ‖1 ≤ D].

On this end, we first utilize Proposition 3.1 to show that when condition (1) holds, we have

Pt = Qt = 0.

Specifically, for Pt, by the dual feasibility of J(ρ1), we have u(θ)
(
R(θ, a)− (λ∗)>C(θ, a)

)
−

µ∗(θ) ≤ 0. When u(θ)
(
R(θ, a)− (λ∗)>C(θ, a)

)
− µ∗(θ) < 0, by primal optimality, φ∗1(θ, a) = 0
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and thus (θ, a) is non-basic for J(ρ1). By Proposition 3.1, (θ, a) is also non-basic for Ĵ(ρt,Ht)
and φ̂∗t (θ, a) = 0 holds as well. In conjunction with the case that u(θ)

(
R(θ, a)− (λ∗)>C(θ, a)

)
−

µ∗(θ) = 0, we obtain that Pt = 0.

For Qt, notice that we have µ∗(θ) ≥ 0 for any θ ∈ Θ. The case that µ∗(θ) = 0, again, does not
contribute to the total sum. When µ∗(θ) > 0, by complementary slackness,

∑
a∈A+ φ∗1(θ, a) = 1,

i.e., θ is a binding constraint for J(ρ1). This, by Proposition 3.1, implies that θ is also binding for
Ĵ(ρt,Ht), which shows that the second term is also zero.

With the above, it remains to consider the situation that condition (1) does not hold when t ≤ Te, or
in other words, Eu,t ∧ Ev,t does not hold. Note that Pt ≤ 1 and Qt ≤ 1 always hold. Thus, we only
need to bound the probability that ¬(Eu,t ∧ Ev,t). By a union bound, we have

Pr[¬(Eu,t ∧ Ev,t)] = Pr[¬Eu,t ∨ ¬Ev,t] ≤ Pr[¬Eu,t] + Pr[¬Ev,t].

For the first term above, we apply the Hoeffding’s inequality and a union bound to derive that

Pr[¬Eu,t] = Pr[‖(u(θ)− ût(θ))θ∈Θ‖∞ > D] ≤ 2k exp
(
−2D2(t− 1)

)
.

Whereas for the second term, we use the concentration result in Weissman et al. [41] to derive that

Pr[¬Ev,t] = Pr[‖(v(γ)− v̂t(γ))γ∈Γ‖1 > D] ≤
(

2|Γ| − 2
)

exp
(
−D2(t− 1)/2

)
.

Synthesizing the above all, we have

E[Pt] = E[Pt | Eu,t ∧ Ev,t] · Pr[Eu,t ∧ Ev,t] + E[Pt | ¬(Eu,t ∧ Ev,t)] · Pr[¬(Eu,t ∧ Ev,t)]
≤ 0 + 1 · Pr[¬(Eu,t ∧ Ev,t)]

≤ 2k exp
(
−2D2(t− 1)

)
+
(

2|Γ| − 2
)

exp
(
−D2(t− 1)/2

)
, (13)

E[Qt] ≤ 2k exp
(
−2D2(t− 1)

)
+
(

2|Γ| − 2
)

exp
(
−D2(t− 1)/2

)
. (14)

Summing (13) and (14) from 1 to Te, we achieve that{
E

[
Te∑
t=1

Pt

]
,E

[
Te∑
t=1

Qt

]}

≤
T∑
t=1

(
2k exp

(
−2D2(t− 1)

)
+
(

2|Γ| − 2
)

exp
(
−D2(t− 1)/2

))
≤ 2k

1− exp (−2D2)
+

2|Γ| − 2

1− exp (−D2/2)
= O

(
k

D2

)
,

which conclude the proof of the lemma.

C.5 Proof of Lemma C.3

As implied by (10), the proof of this lemma reduces to bound E[T − Te], i.e., showing that Te is
sufficiently close to T . On this side, we first recall the definition of Te in (9):

Te := min{T0,min{t : max{‖ρ1|S − ρt|S‖∞,max{ρ1|T − ρt|T }} > D} − 1},
where T0 is the stopping time of Algorithm 1, and S and T correspondingly represent the set of
binding/non-binding resource constraints in LP J(ρ1). For simplicity, we define

N (ρ1, D,S) := {κ : max{‖ρ1|S − κ|S‖∞,max{ρ1|T − κ|T }} ≤ D}.

It is without loss of generality to suppose that D < ρmin. We let

TD := min{t : ρt /∈ N (ρ1, D,S)} − 1, T− = bT + 1− 1/(ρmin −D)c.
We show that if t ≤ T− and t ≤ TD, then t ≤ Te. In fact, under the condition, we derive that

Bt ≥ (T − t+ 1)(ρ1 −D1) ≥ 1

ρmin −D
(ρ1 −D1) ≥ 1,
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which implies that t ≤ T0, and therefore t ≤ Te. As a result, we have

E [Te] =

T∑
t=1

Pr [Te ≥ t] ≥
T−∑
t=1

Pr [Te ≥ t] ≥
T−∑
t=1

Pr [TD ≥ t] = T− −
T−∑
t=1

Pr [t > TD] . (15)

Before we continue to bound (15), we first give an observation on the dynamics of ρt. By the update
process of the budget, we have for any t ≥ 1,

Bt+1 = Bt − ct =⇒ ρt+1(T − t) = ρt(T − t+ 1)− ct

=⇒ ρt+1 = ρt +
ρt − ct
T − t

.

Now let

MC
t :=

ρt − Eθ∼U
[∑

a∈A+ φ̂∗t (θ, a)C(θ, a)
]

T − t
, NC

t :=
Eθ∼U

[∑
a∈A+ φ̂∗t (θ, a)C(θ, a)

]
− ct

T − t
.

We then have
ρt+1 − ρt =

ρt − ct
T − t

= MC
t +NC

t . (16)

We now define an auxiliary process that benefits the analysis. Specifically, for t ∈ [T ], let

ρ̃t :=

{
ρt, t ≤ TD;

ρTD , t > TD.

Therefore,

ρ̃t+1 − ρ̃t =

{
MC

t +NC
t , t ≤ TD;

0, t > TD.

We further define the following two auxiliary variables for t ∈ [T ]:

M̃C
t :=

{
MC

t , t ≤ TD;

0, t > TD.
, ÑC

t :=

{
NC
t , t ≤ TD;

0, t > TD.

As a result, we have
ρ̃t+1 − ρ̃t = M̃C

t + ÑC
t .

Now we come back to (15). Notice that

Pr [t > TD] (17)
= Pr [ρs /∈ N (ρ1, D,S) for some s ≤ t] = Pr [ρ̃t /∈ N (ρ1, D,S)]

≤ Pr

[∥∥∥∥∥
t−1∑
τ=1

(
M̃C

τ + ÑC
τ

) ∣∣
S

∥∥∥∥∥
∞

> D or min

t−1∑
τ=1

(
M̃C

τ + ÑC
τ

) ∣∣
T < −D

]

≤ Pr

[∥∥∥∥∥
t−1∑
τ=1

M̃C
τ

∣∣
S

∥∥∥∥∥
∞

> D/2 or min

t−1∑
τ=1

M̃C
τ

∣∣
T < −D/2

]
+ Pr

[∥∥∥∥∥
t−1∑
τ=1

ÑC
τ

∥∥∥∥∥
∞

≥ D/2

]
.

(18)

For the second term in (18), we observe that each entry of {
∑
τ<t Ñ

C
τ }t is a martingale with the

absolute value of the τ -th increment bounded by 1/(T − τ). Since

t−1∑
τ=1

1

(T − τ)2
≤ 1

T − t
,

by applying the Azuma–Hoeffding inequality and a union bound, we achieve that

Pr

[∥∥∥∥∥
t−1∑
τ=1

ÑC
τ

∥∥∥∥∥
∞

≥ D/2

]
≤ 2n exp

(
− (T − t)D2

8

)
.
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We now come back to the first term in (18), for any {D1, · · · , Dt−1} such that
∑t−1
τ=1Dτ/(T − τ) ≤

D/2, we have{∥∥∥∥∥
t−1∑
τ=1

M̃C
τ

∣∣
S

∥∥∥∥∥
∞

> D/2 or min

t−1∑
τ=1

M̃C
τ

∣∣
T < −D/2

}

=⇒
{∥∥∥M̃C

τ

∣∣
S

∥∥∥
∞
>

Dτ

T − τ
or minM̃C

τ

∣∣
T < −

Dτ

T − τ

}
for some τ ∈ [T − 1].

We now define

Eτ (Dτ ) :=

(∥∥MC
τ

∣∣
S

∥∥
∞ ≤

Dτ

T − τ

)
∧
(

minMC
τ

∣∣
T ≥ −

Dτ

T − τ

)
holds for ∀ρτ ∈ N (ρ1, D,S).

Since M̃C
τ 6= 0 only when t ≤ TD, i.e., ρt ∈ N (ρ1, D,S), by the definition of Eτ (Dτ ), we have

the following claim:{∥∥∥∥∥
t−1∑
τ=1

M̃C
τ

∣∣
S

∥∥∥∥∥
∞

> D/2 or min

t−1∑
τ=1

M̃C
τ

∣∣
T < −D/2

}
⊆

t−1⋃
τ=1

¬Eτ (Dτ ), ∀
t−1∑
τ=1

Dτ

T − τ
≤ D/2.

(19)

Thus, we forward to bound Pr[¬Eτ (Dτ )] for a suitable choice of {Dτ}1≤τ≤T . Recall that we have
defined events Eu,τ and Ev,τ as follows:

Eu,τ := [‖(u(θ)− ûτ (θ))θ∈Θ‖∞ ≤ D], Ev,τ := [‖(v(γ)− v̂τ (γ))γ∈Γ‖1 ≤ D].

We have the following lemma, which we are going to prove in Appendix C.6:
Lemma C.4. When ρτ ∈ N (ρ1, D,S) and Eu,τ ∧ Ev,τ hold,

(T − τ)
∥∥MC

τ

∣∣
S

∥∥
∞ ≤ ‖(u(θ)− ûτ (θ))θ∈Θ‖1 + ‖(v(γ)− v̂τ (γ))γ∈Γ‖1,

(T − τ) minMC
τ

∣∣
T ≥ −‖(u(θ)− ûτ (θ))θ∈Θ‖1 − ‖(v(γ)− v̂τ (γ))γ∈Γ‖1.

Further, it is clear that (T − τ)
∥∥MC

τ

∣∣
S

∥∥
∞ ≤ 1 and (T − τ)MC

τ

∣∣
T ≥ −1 holds. Inspired by the

above observations, we let the series of D1, · · · , DT−1 be the following form:

Dτ =

{
1, τ ≤ ηT ;

(τ − 1)−1/4, τ > ηT ,

where η ∈ (0, 1) is a constant to be specified. We need to satisfy the following constraints:

T−1∑
t=1

Dt

T − t
≤ D/2, (ηT )−1/4 < D.

Here, the first constraint is instructed by (19), and the second is to guarantee that when ‖(u(θ) −
ûτ (θ))θ∈Θ‖1 + ‖(v(γ)− v̂τ (γ))γ∈Γ‖1 < (τ − 1)−1/4 for τ > ηT , Eu,τ ∧ Ev,τ naturally holds, and
therefore we can apply Lemma C.4. For the first one, we notice that

T−1∑
τ=1

Dτ

T − τ
=

ηT∑
τ=1

1

T − τ
+

T−1∑
τ=ηT+1

1

(T − τ)(τ − 1)1/4
≤ log

T − 1

(1− η)T − 1
+

log T

(ηT )1/4
.

Therefore, for some η such that log(1 − η) ≥ −D/4,
∑T
t=1Dt/(T − t) ≤ D/2 establishes for

sufficiently large T � 1, and the second constraint is also satisfied.

We are now prepared to bound Pr[¬Eτ (Dτ )] for the {Dτ} we just proposed. To start with, when
τ ≤ ηT , Eτ (Dτ ) always holds, thus Pr[¬Eτ (Dτ )] = 0. When τ > ηT , since τ−1/4/2 < D, by
Hoeffding’s inequality and union bound, we have

Pr[¬Eτ (Dτ )]
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(a)
≤ Pr

[
‖(u(θ)− ûτ (θ))θ∈Θ‖1 ≤ (τ − 1)−1/4/2

]
+ Pr

[
‖(v(γ)− v̂τ (γ))γ∈Γ‖1 ≤ (τ − 1)−1/4/2

]
≤ 2k exp

(
− (τ − 1)1/2

8k2

)
+ 2|Γ| exp

(
− (τ − 1)1/2

8|Γ|2

)
.

Here, (a) is by Lemma C.4 and a union bound. Therefore, according to (19), we have

Pr

[∥∥∥∥∥
t−1∑
τ=1

M̃C
τ

∣∣
S

∥∥∥∥∥
∞

> D/2 or min

t−1∑
τ=1

M̃C
τ

∣∣
T < −D/2

]
≤

t−1∑
τ=1

Pr[¬Eτ (Dτ )],

and therefore,

Pr

[∥∥∥∥∥
t−1∑
τ=1

M̃C
τ

∣∣
S

∥∥∥∥∥
∞

> D/2 or min

t−1∑
τ=1

M̃C
τ

∣∣
T < −D/2

]
≤


0, t ≤ ηT + 1;
t−1∑

τ=ηT+1

exp
{
−τ1/2

}
, t > ηT + 1.

Plugging the into (18) and (15), we obtain that when T →∞,
E [T − Te]

≤ T − T−

+

T−∑
t=1

(
Pr

[∥∥∥∥∥
t−1∑
τ=1

M̃C
τ

∣∣
S

∥∥∥∥∥
∞

> D/2 or min

t−1∑
τ=1

M̃C
τ

∣∣
T < −D/2

]
+ 2n exp

(
− (T − t)D2

8

))

≤ 1

ρmin −D
+ 2n(1− exp(−D2/8))−1 +O(T 2) exp

(
−T 1/2

)
= O

( n

D2

)
.

At last, combining with (10), we finally finish the proof of Lemma C.3.

C.6 Proof of Lemma C.4

To start with, we notice that

(T − τ)MC
τ = ρτ − Eθ∼U

[ ∑
a∈A+

φ̂∗τ (θ, a)C(θ, a)

]
.

Now, notice that ρτ ∈ N (ρ1, D,S) and Eu,τ ∧ Ev,τ are the condition of Proposition 3.1, therefore,
the set of resource binding constraints of Ĵ(ρt,Ht) are identical to that of J(ρ1), i.e., S . Hence, for
any i ∈ [n],

ρiτ |S − Eθ∼U

[ ∑
a∈A+

φ̂∗τ (θ, a)Ci(θ, a)|S

]
=

∑
θ∈Θ,a∈A+

ûτ (θ)φ̂∗τ (θ, a)
∑
γ

v̂τ (γ)ci(θ, a, γ)|S −
∑

θ∈Θ,a∈A+

u(θ)φ̂∗τ (θ, a)
∑
γ

v(γ)ci(θ, a, γ)|S

=
∑

θ∈Θ,a∈A+

(u(θ)− ûτ (θ))φ̂∗τ (θ, a)
∑
γ

v(γ)ci(θ, a, γ)|S

+
∑

θ∈Θ,a∈A+

ûτ (θ)φ̂∗τ (θ, a)
∑
γ

(v̂τ (γ)− v(γ))ci(θ, a, γ)|S

(a)
≤ ‖(u(θ)− ûτ (θ))θ∈Θ‖1 + ‖(v(γ)− v̂τ (γ))γ∈Γ‖1.

Here, the bound on the first term in (a) establishes because for any θ ∈ Θ,∑
a∈A+

φ̂∗τ (θ, a)
∑
γ

v(γ)ci(θ, a, γ)|S ≤ 1

since
∑
a∈A+ φ̂∗τ (θ, a) ≤ 1. The bound on the second term is similar. Thus, we achieve the result for

binding constraints. The proof for non-binding constraints resembles the above by noticing that

ρτ |T ≥
∑

θ∈Θ,a∈A+

ûτ (θ)φ̂∗τ (θ, a)
∑
γ

v̂τ (γ)c(θ, a, γ)|T .
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D Missing Proofs in Section 4

D.1 Proof of Theorem 4.1

With Lemma 4.1 in hand, we now show how to derive Theorem 4.1. Specifically, the regret decompo-
sition technique in Lemma C.1 still works fine. We only need to re-derive corresponding results for
Lemmas C.2 and C.3. We have the following results on this side, which are proved respectively in
Appendices D.3 and D.4.

Lemma D.1. Under Assumption 3.1, with partial information feedback, we have when T →∞:

E

 Te∑
t=1

∑
θ∈Θ,a∈A+

(
u(θ)

(
R(θ, a)− (λ∗)>C(θ, a)

)
− µ∗(θ)

) (
φ∗1(θ, a)− φ̂∗t (θ, a)

)
= O

(
k

D2
log T

)
,

E

[
Te∑
t=1

∑
θ∈Θ

µ∗(θ)

(
1−

∑
a∈A+

φ̂∗t (θ, a)

)]
= O

(
k + log T

D2

)
.

Lemma D.2. Under Assumption 3.1, with partial information feedback, we have when T →∞:

(λ∗)>E [BTe+1] + max
θ∈Θ,a∈A+

(
R(θ, a)− (λ∗)> ·C(θ, a)

)
E [T − Te] = O

( n

D2

)
.

Lemmas C.1, D.1 and D.2 in together leads to Theorem 4.1.

D.2 Proof of Lemma 4.1

Some preparations are required before we come to prove the lemma. To start with, we notice that
Yτ = Pr[a1 6= 0] + · · ·+ Pr[at−1 6= 0]. By the control rule of Algorithm 1, we have

Pr[aτ 6= 0] = Eθ∼U

[ ∑
a∈A+

φ̂∗τ (θ, a) | Hτ

]
.

We first give a lower bound on Eθ∼U [
∑
a∈A+ φ̂∗τ (θ, a) | Hτ ] with ρτ , taking

Eθ∼Ûτ [
∑
a∈A+ φ̂∗τ (θ, a) | Hτ ] as an intermediate.

Lemma D.3.

Eθ∼Ûτ

[ ∑
a∈A+

φ̂∗τ (θ, a) | Hτ

]
≥ min {1,minρτ} .

Proof of Lemma D.3. To start with, when ρτ ≥ 1, then clearly, all the resource constraints in
Ĵ(ρτ ,Hτ ) are satisfied even when

∑
a∈A+ φ(θ, a) = 1 holds for any θ ∈ Θ. Therefore, an optimal

solution should have this form.

We now consider the case that minρτ < 1. In this case, if there is a feasible solution that∑
a,∈A+ φ̂∗τ (θ, a) = 1 holds for any θ ∈ Θ, then the proof is also finished. Otherwise, there is

at least a binding resource constraint in Ĵ(ρτ ,Hτ ), which we denote by i∗. Consequently,

Eθ∼Ûτ

[ ∑
a∈A+

φ̂∗τ (θ, a)

]
≥ Eθ∼Ûτ

[ ∑
a∈A+

φ̂∗τ (θ, a)Ĉi∗

τ (θ, a)

]
= ρi

∗

τ ≥ minρτ .

This finishes the proof of the lemma.
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Thus, we have

Pr[aτ 6= 0] = Eθ∼U

[ ∑
a∈A+

φ̂∗τ (θ, a) | Hτ

]
≥ Eθ∼Ûτ

[ ∑
a∈A+

φ̂∗τ (θ, a) | Hτ

]
− ‖u(θ)− ûτ (θ)‖1

≥ min {1,minρτ} − ‖u(θ)− ûτ (θ)‖1. (20)

Further, we have the following result bounding minρτ when t is no larger than a fraction of T .
Lemma D.4. When t ≤ (ρmin/2) · T , minρτ ≥ ρmin/2.

Proof of Lemma D.4. In fact, for t ≤ (ρmin/2) · T ,

ρτ =
T · ρ1 −

∑t−1
τ=1 cτ

T − t+ 1
≥ T · ρ1 − t · 1

T
≥ ρ1

2
.

This concludes the proof.

Now, by Weissman et al. [41], with probability 1−O(1/T ), we have

‖u(θ)− ûτ (θ)‖1 ≤
ρmin

4
, ∀τ ≥ Θ(log T ).

Taking into (20), we derive that

Pr[aτ 6= 0] ≥ ρmin

4
, ∀Θ(log T ) ≤ t ≤ ρmin

2
· T.

Consequently, within the period, the probability that there are Ω(log T ) consecutive rounds in which
the agent chooses to quit in all these rounds is O(1/T ). This proves the first part. Meanwhile, at time
t = d(ρmin/2) ·T e+1, by Azuma–Hoeffding inequality, we derive that with probability 1−O(1/T ),
Yt =

∑t−1
τ=1 Pr[aτ 6= 0] ≥ Ω(T ), which proves the second part.

D.3 Proof of Lemma D.1

We concentrate on adapting the proof of Lemma C.2 into the partial information feedback setting.
To start with, we suppose that the conditions given in Lemma 4.1 hold. In fact, since the failure
probability is only O(1/T ), and the sum is upper bounded by O(T ), therefore the failure case only
contributes O(1) to the total expectation.

Now, recall the following definitions:

Pt :=
∑

θ∈Θ,a∈a+

(
u(θ)

(
R(θ, a)− (λ∗)>C(θ, a)

)
− µ∗(θ)

) (
φ∗1(θ, a)− φ̂∗t (θ, a)

)
,

Qt :=
∑
θ∈Θ

µ∗(θ)

(
1−

∑
a∈A+

φ̂∗t (θ, a)

)
,

Eu,t := [‖(u(θ)− ût(θ))θ∈Θ‖∞ ≤ D], Ev,t := [‖(v(γ)− v̂t(γ))γ∈Γ‖1 ≤ D],

and by (13) and (14), we have

E[Pt] ≤ Pr[¬Eu,t] + Pr[¬Ev,t], E[Qt] ≤ Pr[¬Eu,t] + Pr[¬Ev,t].

Now, the bound on Pr[¬Eu,t] inherits the analysis in the proof of Lemma C.2, as partial information
feedback does not affect the learning of the request distribution. That is,

Pr[¬Eu,t] = Pr[‖(u(θ)− ût(θ))θ∈Θ‖∞ > D] ≤ 2k exp
(
−2D2(t− 1)

)
.

For Pr[¬Ev,t], when t ≤ Θ(log T ), it is obviously bounded by 1. By Lemma 4.1, when Θ(log T ) ≤
t ≤ Cb · T , by Weissman et al. [41], we have

Pr[¬Ev,t] = Pr[‖(v(γ)− v̂t(γ))γ∈Γ‖1 > D] ≤
(

2|Γ| − 2
)

exp

(
−D

2Cf (t− 1)

2 log T

)
.
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Further, when t > Cb · T , we correspondingly derive

Pr[¬Ev,t] ≤
(

2|Γ| − 2
)

exp

(
−D

2Cr(t− 1)

2

)
.

Putting the above together, we achieve that{
E

[
Te∑
t=1

Pt

]
,E

[
Te∑
t=1

Qt

]}

≤
T∑
t=1

2k exp
(
−2D2(t− 1)

)
+ Θ(log T )

+
(

2|Γ| − 2
) Cb·T∑

t=Θ(log T )

exp

(
−D

2Cf (t− 1)

2 log T

)
+

T∑
t=Cb·T+1

exp

(
−D

2Cr(t− 1)

2

)
≤ Θ

(
k

D2

)
+ Θ(log T ) +

(
2|Γ| − 2

)( Θ(1)

1− exp (−Θ(D2/ log T ))
+ exp(−Θ(T ))

)
≤ O

(
k + log T

D2

)
.

This finishes the proof.

D.4 Proof of Lemma D.2

As in Appendix D.3 when we prove Lemma C.2, we only consider the case when the conditions in
Lemma 4.1 establish, as the contribution of the failure cases on the expectation-sum is O(1). We now
bound E[T − Te] in the good case when the sample accessing frequency under partial information
feedback is guaranteed. Specifically, as predefined in the proof of Lemma C.2, we only need to
re-calculate the following, as the other terms remain unchanged with partial information:

T−∑
t=ηT+2

t−1∑
τ=ηT+1

Pr
[
‖(v(γ)− v̂τ (γ))γ∈Γ‖1 ≤ (τ − 1)−1/4/2

]
.

Here, η is specified in the definition ofDτ . It is hard for us to directly compare η andCb in Lemma 4.1.
Nevertheless, in any case, we know that when T is sufficiently large, Yτ/(τ − 1) = Ω(1/ log T ) for
τ ≥ ηT . Therefore, we have

Pr
[
‖(v(γ)− v̂τ (γ))γ∈Γ‖1 ≤ (τ − 1)−1/4/2

]
≤ 2|Γ| exp

(
− (τ − 1)1/2

|Γ|2O(log T )

)
.

Hence,
T−∑

t=ηT+2

t−1∑
τ=ηT+1

Pr
[
‖(v(γ)− v̂τ (γ))γ∈Γ‖1 ≤ (τ − 1)−1/4/2

]

≤ 2|Γ|
T−∑

t=ηT+2

t−1∑
τ=ηT+1

exp

(
− (τ − 1)1/2

|Γ|2O(log T )

)

= O(T 2) exp

(
−Ω

(
T 1/2

log T

))
= O(1).

Combining with the other parts, Lemma D.2 is proved.

E Missing Proofs in Section 5

E.1 Proof of Theorem 5.1

We will prove Theorem 5.1 in the following, and we are inspired by the analysis in Chen et al. [16].

28



E.1.1 Another Regret Decomposition

Different from our analysis for the regular cases, in general circumstances, we introduce another regret
decomposition method. The reason for involving such an alternative is that without the regularity
assumptions, we no longer have any local stability guarantee even when the estimates are close.
Therefore, the decision given by Algorithm 1 does not coincides with the optimal decision even when
the distribution learning process converges well, and the corresponding analysis in Section 3 does not
work out anymore.

We now present a more general regret decomposition as follows:

V FL −Rew = T · J(ρ1)− E

[
T0∑
t=1

r(θt, at, γt)

]
(a)
= T · J(ρ1)− E

[
T0∑
t=1

Eθ

[ ∑
a∈A+

φ̂∗t (θ, a)R(θ, a)

]]

(b)
= J(ρ1) · E [T − T0] + E

[
T0∑
t=1

(
J(ρ1)− Eθ

[ ∑
a∈A+

φ̂∗t (θ, a)R(θ, a)

])]
.

(21)

Here, (a) holds due to the Optimal Stopping Theorem, since T0 is a stopping time. Meanwhile, by
the decision process, we have for any θt:

Eat,γt [r(θt, at, γt) | θt] =
∑
a∈A+

φ̂∗t (θt, a)R(θt, a).

Further, (b) is by a re-arrangement. To give a bound for (21), we respectively analyze E[T − T0] the
stopping time, and difference between the optimal accumulated rewards and the real ones.

E.1.2 Bounding the Stopping Time

To settle the stopping time, we first reduce it to max(ρ1 − ρt, 0) for t ≤ T0, and then deals with
these values. We notice that t ≤ T0 as long as thatBt ≥ 1, or ρt ≥ 1/(T − t+ 1). Now, since for
any i ∈ [n],

ρit = ρi1 − (ρ1 − ρt)i ≥ ρmin −max (ρ1 − ρt, 0) ,

we have minρt ≥ ρmin −max(ρ1 − ρt, 0). Therefore,

t ≤ T0 ⇐= ρmin −max (ρ1 − ρt, 0) ≥ 1

T − t+ 1

⇐⇒ max (ρ1 − ρt, 0) ≤ ρmin − 1

T − t+ 1
. (22)

Since E[T0] ≥ Pr[T0 ≥ t] · t for any t ∈ [T ], we only need to bound the following term for some
certain t:

Pr

[
max (ρ1 − ρt, 0) ≤ ρmin − 1

T − t+ 1

]
.

We will further prove the following lemma in Appendix E.3:
Lemma E.1. It holds for any t < T that

Pr

[
max (ρ1 − ρt, 0) ≥ Θ

(
1

T − 1
+ k

t−1∑
τ=2

√
log T

(T − τ)2(τ − 1)
+

√
log T

T − t

)]
≤ O

(
k + n

T

)
.

With the light of Lemma E.1, it is natural for us to compute

t−1∑
τ=2

√
log T

(T − τ)2(τ − 1)
≤


√

log T · 4
√
t− 2

T − 1
, 2 ≤ t ≤ (T + 1)/2;√

log T · 2√
T − t

, t > (T + 1)/2.
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In fact, to derive the above, we notice that when 2 ≤ t ≤ (T + 1)/2,

t−1∑
τ=1

1

(T − τ)(τ − 1)1/2
≤ 2

T − 1

t−1∑
τ=2

1

(τ − 1)1/2
≤ 4
√
t− 1

T − 1
.

Meanwhile, when t > (T + 1)/2, we have T − t < t− 1, which leads to

t−1∑
τ=2

1

(T − τ)(τ − 1)1/2
≤
√

8

T − 1
+

t−1∑
τ=(T+1)/2

1

(T − τ)3/2
≤ 2√

T − t
.

With these calculations, we come back to the bound on E[T0], we notice that when T is sufficiently
large and t = T −O(log T ), it holds that

Θ

(
1

T − 1
+ k

t−1∑
τ=2

√
log T

(T − τ)2(τ − 1)
+

√
log T

T − t

)
+

1

T − t+ 1
= O(1) ≤ ρmin.

Thus, we have

E [T − T0] = T − E[T0]
(a)
≤ T − Pr[T0 ≥ T −O(log T )] · (T −O(log T ))

(b)

≤ T −
(

1−O
(

1

T

))
· (T −O(log T )) = O(log T ). (23)

In the above, (a) is because E[T0] ≥ Pr[T0 ≥ t] · t for any fixed t, and (b) is due to Lemma E.1.
Consequently, we finish the analysis of the stopping time in (21).

E.1.3 The Gap to the Optimal Reward

The rest part of (21) that we are left to consider is the following:

J(ρ1)− Eθ

[ ∑
a∈A+

φ̂∗t (θ, a)R(θ, a)

]

=
(
J(ρ1)− Ĵ(ρt,Ht)

)
+

(
Ĵ(ρt,Ht)− Eθ

[ ∑
a∈A+

φ̂∗t (θ, a)R(θ, a)

])
. (24)

Note that the second difference term in (24) reflects the estimation error on distributions of the context
and the external factor, which leads to the following result as to be proved in Appendix E.4:

Lemma E.2. We have for t ≥ 2:

E

[
Ĵ(ρt,Ht)− Eθ

[ ∑
a∈A+

φ̂∗t (θ, a)R(θ, a)

]]
≤ O

(
k

√
log T

t− 1
+
k

T

)
.

Lemma E.2 induces an O(
√
T log T ) accumulated regret considering (24) when summing from t = 2

to T0 ≤ T . While for the first term in (24), our main thread here is to bound Ĵ(ρt,Ht) with J(ρt).
To fix the idea, we compare these two optimization problems:

J(ρt) := max
φ:Θ×A+→R+

∑
θ∈Θ,a∈A+

u(θ)φ(θ, a)
∑
γ

r(θ, a, γ)v(γ),

s.t.
∑

θ∈Θ,a∈A+

u(θ)φ(θ, a)
∑
γ

c(θ, a, γ)v(γ) ≤ ρt,∑
a∈A+

φ(θ, a) ≤ 1, ∀θ ∈ Θ,

φ(θ, a) ≥ 0, ∀(θ, a) ∈ Θ×A+.
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Ĵ(ρt,Ht) := max
φ:Θ×A+→R+

∑
θ∈Θ,a∈A+

ût(θ)φ(θ, a)
∑
γ

r(θ, a, γ)v̂t(γ),

s.t.
∑

θ∈Θ,a∈A+

ût(θ)φ(θ, a)
∑
γ

c(θ, a, γ)v̂t(γ) ≤ ρt,∑
a∈A+

φ(θ, a) ≤ 1, ∀θ ∈ Θ,

φ(θ, a) ≥ 0, ∀(θ, a) ∈ Θ×A+.

Now, conceptually, if there is a 0 < ηt ≤ 1 such that for any (θ, a) ∈ Θ×A+,

u(θ)
∑
γ

c(θ, a, γ)v(γ) ≥ ηtût(θ)
∑
γ

c(θ, a, γ)v̂t(γ),

then for an optimal solution φ∗t of J(ρt), we see that ηtφ∗t is a feasible solution of the programming
Ĵ(ρt,Ht). Thus,

Ĵ(ρt,Ht) ≥ ηt
∑

θ∈Θ,a∈A+

ût(θ)φ
∗
t (θ, a)

∑
γ

r(θ, a, γ)v̂t(γ)

(a)
≥ ηt

∑
θ∈Θ,a∈A+

u(θ)φ∗t (θ, a)
∑
γ

r(θ, a, γ)v(γ)

− ηt(‖(u(θ)− ût(θ))θ∈Θ‖1 + ‖(v(γ)− v̂t(γ))γ∈Γ‖1)

= ηtJ(ρt)− (‖(u(θ)− ût(θ))θ∈Θ‖1 + ‖(v(γ)− v̂t(γ))γ∈Γ‖1).

Here, since r(θ, a, γ) ≤ 1 and
∑
a∈A+ φ̂∗t (θ, a) ≤ 1 for any θ, (a) is expanded as∑

θ∈Θ,a∈A+

ût(θ)φ
∗
t (θ, a)

∑
γ

v̂t(γ)r(θ, a, γ)−
∑

θ∈Θ,a∈A+

u(θ)φ∗t (θ, a)
∑
γ

v(γ)r(θ, a, γ)

=
∑

θ∈Θ,a∈A+

(ût(θ)− u(θ))φ∗t (θ, a)
∑
γ

v̂t(γ)r(θ, a, γ)

+
∑

θ∈Θ,a∈A+

u(θ)φ∗t (θ, a)
∑
γ

(v̂t(γ)− v(γ))r(θ, a, γ)

≤ ‖(u(θ)− ût(θ))θ∈Θ‖1 + ‖(v(γ)− v̂t(γ))γ∈Γ‖1.
Consequently,

J(ρ1)− Ĵ(ρt,Ht)
≤ (1− ηt)J(ρ1) + ηt(J(ρ1)− J(ρt)) + ‖(u(θ)− ût(θ))θ∈Θ‖1 + ‖(v(γ)− v̂t(γ))γ∈Γ‖1. (25)

On top of this, a key observation is that

J(ρ1)− J(ρt) ≤
max (ρ1 − ρt, 0)

ρmin
· J(ρ1). (26)

In fact, when ρ1 ≤ ρt, (26) is natural as J(ρ1) ≤ J(ρt). Otherwise, let φ∗1 be the optimal solution to
the programming J(ρ1). Let i∗ be the index that minimizes ρi

∗

t /ρ
i∗

1 . We have ρi
∗

1 > ρi
∗

t . Evidently,
we know that φ∗1 · ρi

∗

t /ρ
i∗

1 is a feasible solution to the programming of J(ρt). By the optimality of
J(ρt), we have

J(ρt) ≥
ρi

∗

t

ρi
∗

1

· J(ρ1),

which leads to

J(ρ1)− J(ρt) ≤
(

1− ρ
i∗

t

ρi
∗

1

)
· J(ρ1) =

ρi
∗

1 − ρi
∗

t

ρi
∗

1

· J(ρ1) ≤ max (ρ1 − ρt)
ρmin

· J(ρ1).
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Synthesizing the above two parts, (26) is proved.

As for E[max(ρ1 − ρt, 0)], we note that for any non-negative random variable X with upper bound
X̄ and any positive ξ, we have

E[X] ≤ ξ Pr[X ≤ ξ] + X̄ (1− Pr[X ≤ ξ]) ≤ ξ + X̄ (1− Pr[X ≤ ξ]) . (27)

Notice that max(ρ1−ρt, 0) is certainly upper bounded by 1. Therefore, as a corollary of Lemma E.1,
we have

E [max (ρ1 − ρt, 0)] ≤


O

(
k

√
(t− 2) log T

T
+

√
log T

T − t
+
k + n

T

)
, 2 ≤ t ≤ (T + 1)/2;

O

(
k

√
log T

T − t
+
k + n

T

)
, t > (T + 1)/2.

We almost finish the bound now except for determining ηt in (25), which we hope is as close to 1 as
possible. Nevertheless, we leave the technical parts to Appendix E.5 which derives the following
lemma on the total bound:
Lemma E.3.

E

[
T0∑
t=1

(
J(ρ1)− Ĵ(ρt,Ht)

)]
= O(k

√
T log T + n).

Now, we sum the result in Lemma E.2 from t = 2 to T0, and plus the constant term for t = 1 to
obtain that

E

[
T0∑
t=1

(
Ĵ(ρt,Ht)− Eθ

[ ∑
a∈A+

φ̂∗t (θ, a)R(θ, a)

])]
= O(k

√
T log T ).

Synthesizing Lemma E.3, (24), (23), and (21), we derive Theorem 5.1.

E.2 Proof of Theorem 5.2

The proof of this theorem follows the line of Theorem 5.1, and the only difference is to adopt
Lemma 4.1 when considering the concentration of estimates. On this side, we can disregard the cases
when t ≤ Θ(log T ), as the accumulated regret in this phase is bounded by O(log T ). On the other
hand, the time range that t ≥ Θ(T ) is asymptotically identical to the full information setting since
the accessing frequency is a constant. We only need to consider the case that Θ(log T ) ≤ t ≤ Θ(T ),
when we have

Pr

[
‖(u(θ)− ût(θ))θ∈Θ‖1 ≤ −Θ

(
k

√
log T

t− 1

)]
≤ O

(
k

T 2

)
,

Pr

[
‖(v(γ)− v̂t(γ))γ∈Γ‖1 ≤ −Θ

(
|Γ| log T√

t− 1

)]
≤ O

(
|Γ|
T 2

)
.

(28)

Taking into the proof of Lemma E.1 and then into the main body, we should find a sufficient large t
such that

Θ

 log T

T − 1
+ k

Θ(T )∑
τ=Θ(log T )

log T√
(T − τ)2(τ − 1)

+ k

t−1∑
τ=Θ(T )

√
log T

(T − τ)2(τ − 1)
+

√
log T

T − t


≤ ρmin − 1

T − t+ 1
,

and t = T − O(log T ) still suffices. Therefore, E[T − T0] = O(log T ) also holds under partial
information feedback.

Nevertheless, for the counterpart of Lemma E.2, by (28), when we sum from t = 1 to T0 ≤ T , we
derive that

E

[
T0∑
t=1

(
Ĵ(ρt,Ht)− Eθ∼U

[ ∑
a∈A+

φ̂∗t (θ, a)R(θ, a)

])]
≤ O(k

√
T log T ).
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At last, for J(ρ1)− Ĵ(ρt,Ht), we face the same degradation on the estimation accuracy, which leads
to

E

[
T0∑
t=1

(
J(ρ1)− Ĵ(ρt,Ht)

)]
= O(k

√
T log T + n).

Therefore, Theorem 5.2 is achieved.

E.3 Proof of Lemma E.1

Now that we are going to bound max(ρ1 − ρt, 0). Recall the definitions below which we give in
Appendix C.5 when we prove Lemma C.3:

MC
t :=

ρt − Eθ∼U
[∑

a∈A+ φ̂∗t (θ, a)C(θ, a)
]

T − t
, NC

t :=
Eθ∼U

[∑
a∈A+ φ̂∗t (θ, a)C(θ, a)

]
− ct

T − t
.

By (16), we have

ρt+1 − ρt =
ρt − ct
T − t

= MC
t +NC

t .

Consequently,

max(ρ1 − ρt) = max

(
−

(
t−1∑
τ=1

MC
τ +

t−1∑
τ=1

NC
τ

))
≤ −min

t−1∑
τ=1

MC
τ −min

t−1∑
τ=1

NC
τ .

For the second term, we notice that each entry of {
∑
τ<tN

C
τ }t is a martingale with the absolute

value of the τ -th increment bounded by 1/(T − τ). Since

t−1∑
τ=1

1

(T − τ)2
≤ 1

T − t
,

by applying the Azuma–Hoeffding inequality and a union bound, we achieve that

Pr

[
−min

t−1∑
τ=1

NC
τ ≥

√
2 log T

T − t

]
≤ n

T
. (29)

On the other hand, for the first term, when τ = 1, it is apparent that −minMC
1 ≤ 1/(T − 1). When

τ ≥ 2, we have for any i ∈ [n],

(T − τ)
(
MC

τ

)i
= ρiτ − Eθ∼U

[ ∑
a∈A+

φ̂∗τ (θ, a)Ci(θ, a)

]
(a)
≥

∑
θ∈Θ,a∈A+

ûτ (θ)φ̂∗τ (θ, a)
∑
γ

v̂τ (γ)ci(θ, a, γ)−
∑

θ∈Θ,a∈A+

u(θ)φ̂∗τ (θ, a)
∑
γ

v(γ)ci(θ, a, γ)

=
∑

θ∈Θ,a∈A+

(ûτ (θ)− u(θ))φ̂∗τ (θ, a)
∑
γ

v̂τ (γ)ci(θ, a, γ)

+
∑

θ∈Θ,a∈A+

u(θ)φ̂∗τ (θ, a)
∑
γ

(v̂τ (γ)− v(γ))ci(θ, a, γ)

≥ −‖(u(θ)− ûτ (θ))θ∈Θ‖1 − ‖(v(γ)− v̂τ (γ))γ∈Γ‖1.

In the above, (a) is because φ̂∗τ is feasible for Ĵ(ρτ ,Hτ ). By Hoeffding’s inequality and a union
bound, we have

Pr

[
‖(u(θ)− ûτ (θ))θ∈Θ‖1 ≤ −k

√
log T

τ − 1

]
≤ k

T 2
,
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Pr

[
‖(v(γ)− v̂τ (γ))γ∈Γ‖1 ≤ −|Γ|

√
log T

τ − 1

]
≤ |Γ|
T 2
.

Thus, suppose the above events hold for all τ ≤ T with failure probability only O(1/T ),

Pr

[
−min

t−1∑
τ=1

MC
τ ≥ Θ

(
1

T − 1
+ k

t−1∑
τ=2

√
log T

(T − τ)2(τ − 1)

)]
≤ O

(
k

T

)
. (30)

Combining (29) and (30), we derive the lemma.

E.4 Proof of Lemma E.2

We notice that
Ĵ(ρt,Ht) =

∑
θ∈Θ,a∈A+

ût(θ)φ̂
∗
t (θ, a)

∑
γ

r(θ, a, γ)v̂t(γ),

and ∑
θ∈Θ,a∈A+

ût(θ)φ̂
∗
t (θ, a)

∑
γ

v̂t(γ)r(θ, a, γ)−
∑

θ∈Θ,a∈A+

u(θ)φ̂∗t (θ, a)
∑
γ

v(γ)r(θ, a, γ)

=
∑

θ∈Θ,a∈A+

(ût(θ)− u(θ))φ̂∗t (θ, a)
∑
γ

v̂t(γ)r(θ, a, γ)

+
∑

θ∈Θ,a∈A+

u(θ)φ̂∗t (θ, a)
∑
γ

(v̂t(γ)− v(γ))r(θ, a, γ)

≤ ‖(u(θ)− ût(θ))θ∈Θ‖1 + ‖(v(γ)− v̂t(γ))γ∈Γ‖1.

Thus,

Ĵ(ρt,Ht)− Eθ∼U

[ ∑
a∈A+

φ̂∗t (θ, a)R(θ, a)

]
≤ ‖(u(θ)− ût(θ))θ∈Θ‖1 + ‖(v(γ)− v̂t(γ))γ∈Γ‖1.

By Hoeffding’s inequality and a union bound, we have

Pr

[
‖(u(θ)− ût(θ))θ∈Θ‖1 ≥ k

√
log T

2(t− 1)

]
≤ k

T
,

Pr

[
‖(v(γ)− v̂t(γ))γ∈Γ‖1 ≥ |Γ|

√
log T

2(t− 1)

]
≤ |Γ|

T
.

Further, the difference we hope to analyze is certainly upper bounded by 1. As a result, with (27), we
finish the proof.

E.5 Proof of Lemma E.3

We come to consider J(ρ1)− Ĵ(ρt,Ht). As per the thread in the main body, we let

δt :=
‖(u(θ)− ût(θ))θ∈Θ‖∞ + ‖(v(γ)− v̂t(γ))γ∈Γ‖1

minθ∈Θ,a∈A+{min{u(θ)C(θ, a) > 0}}
.

We now claim that for any (θ, a, i) ∈ Θ×A+ × [n],

ût(θ)
∑
γ

ci(θ, a, γ)v̂t(γ) ≤ (1 + δt)u(θ)
∑
γ

ci(θ, a, γ)v(γ).

The above is obvious if Ci(θ, a) = 0, or ci(θ, a, γ) = 0 holds for any γ. When C(θ, a) 6= 0, then
for any i ∈ [n],

ût(θ)
∑
γ

ci(θ, a, γ)v̂t(γ)− u(θ)
∑
γ

ci(θ, a, γ)v(γ)
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= (ût(θ)− u(θ))
∑
γ

ci(θ, a, γ)v̂t(γ) + u(θ)
∑
γ

ci(θ, a, γ)(v̂t(γ)− v(γ))

≤ ‖(u(θ)− ût(θ))θ∈Θ‖∞ + ‖(v(γ)− v̂t(γ))γ∈Γ‖1
≤ δtu(θ)

∑
γ

ci(θ, a, γ)v(γ).

This finish the explanation of the claim. Upon that, if we let ηt := 1− δt ≤ 1/(1 + δt), we derive that

u(θ)
∑
γ

c(θ, a, γ)v(γ) ≤ 1

1 + δt
ût(θ)

∑
γ

c(θ, a, γ)v̂t(γ)

≤ ηtût(θ)
∑
γ

c(θ, a, γ)v̂t(γ).

With respect to (25) and (26), we obtain that

J(ρ1)− Ĵ(ρt,Ht)

≤ J(ρ1) ·
(

1− ηt +
max (ρ1 − ρt, 0)

ρmin

)
+ ‖(u(θ)− ût(θ))θ∈Θ‖1 + ‖(v(γ)− v̂t(γ))γ∈Γ‖1

= J(ρ1) ·
(
δt +

max (ρ1 − ρt, 0)

ρmin

)
+ ‖(u(θ)− ût(θ))θ∈Θ‖1 + ‖(v(γ)− v̂t(γ))γ∈Γ‖1. (31)

As we have already shown in the main part that

E [max (ρ1 − ρt, 0)] ≤


O

(
k

√
(t− 2) log T

T
+

√
log T

T − t
+
k + n

T

)
, 2 ≤ t ≤ (T + 1)/2;

O

(
k

√
log T

T − t
+
k + n

T

)
, t > (T + 1)/2.

it suffices for us to bound

E[‖(u(θ)− ût(θ))θ∈Θ‖∞],E[‖(u(θ)− ût(θ))θ∈Θ‖1],E[(v(γ)− v̂t(γ))γ∈Γ‖1].

On this side, as we have shown that

Pr

[
‖(u(θ)− ût(θ))θ∈Θ‖1 ≥ k

√
log T

2(t− 1)

]
≤ k

T
,

Pr

[
‖(v(γ)− v̂t(γ))γ∈Γ‖1 ≥ |Γ|

√
log T

2(t− 1)

]
≤ |Γ|

T
,

it is natural that

{E[‖(u(θ)− ût(θ))θ∈Θ‖∞],E[‖(u(θ)− ût(θ))θ∈Θ‖1],E[(v(γ)− v̂t(γ))γ∈Γ‖1]}

≤ O

(
k

√
log T

t− 1
+
k

T

)
.

Thus, putting all the above into (31) and summing from t = 1 to T0 ≤ T , we have

E

[
T0∑
t=1

(
J(ρ1)− Ĵ(ρt,Ht)

)]
= O(k

√
T log T + n).

This concludes the proof.
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F Details of Numerical Validations

Specifically, we consider the following instance: There are two types of resources, three types of
contexts, and two types of external factors. The unknown mass function of context and external
factor are (u(θ1), u(θ2), u(θ3)) = (0.3, 0.3, 0.4) and (v(γ1), v(γ2)) = (0.5, 0.5), respectively. The
resource consumption is represented by

C(1) =

[
0.9 1.1
1.8 2.2
1.2 0.8

]
, C(2) =

[
2.1 1.9
0.8 1.2
0.9 1.1

]
,

where c(θi, 1, γj) = (C
(1)
i,j , C

(2)
i,j )> for all (i, j). The reward function is represented by

R =

[
1.2 0.8
1.3 1.1
0.7 0.9

]
,

where r(θi, 1, γj) = Ri,j for all i, j. Thus the underlying LP is

J(ρ) = max 0.3 · x1 + 0.36 · x2 + 0.32 · x3,

s.t. 0.3 · x1 + 0.6 · x2 + 0.4 · x3 ≤ ρ1,

0.6 · x1 + 0.3 · x2 + 0.4 · x3 ≤ ρ2,

0 ≤ xi ≤ 1, i = 1, 2, 3,

where xi = φ(θi) for all i = 1, 2, 3. For a degenerate instance, we set ρ = (1, 1.15)> with the
optimal solution x∗ = (1, 0.5, 1)>. For a non-degenerate problem instance, we set the average
resources as ρ = (1, 1)> and the unique optimal solution is x∗ = (2/3, 2/3, 1)>; Here we relax the
restriction that the consumption and reward are upper bounded by 1, as this condition can be met
easily by scaling, with the regret accordingly scaling. Such a relaxation is to make the LP form more
visually appealing.

G Missing Details in Appendix A

G.1 The Density Estimator

We now present details on the kernel density estimator which we apply in Appendix A for approxi-
mating continuous distributions, which comes from Wasserman [40]. We consider a one-dimensional
kernel function K such that

•
∫
K(x) dx = 1;

•
∫
xsK(x) dx = 0, ∀1 ≤ s ≤ β;

•
∫
|x|β |K(x)|dx <∞.

Now, given ` independent samplesX1, · · · , X` from P and a positive number h called the bandwidth,
the kernel density estimator is defined as

p̂`(x) =
1

`

∑̀
i=1

1

hd
K

(
‖x−Xi‖2

h

)
.

Furthermore, to satisfy Proposition A.1, we should choose h � k1/(2β+d) log k when p ∈ Σ(β, L) is
the density of P on Rd.

G.2 Proof of Theorem A.1

By (21), we know that

V FL −Rew = J(ρ1) · E [T − T0] + E

[
T0∑
t=1

(
J(ρ1)− Eθ

[ ∑
a∈A+

φ̂∗t (θ, a)R(θ, a)

])]
,
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and we bound these terms in order. For the expected stopping time E[T0], by the analysis in Section 5,
our goal turns into bounding max(ρ1 − ρt, 0), which further by (16) and (29), reduces to bound
MC

τ . With continuous randomness, we have for any i ∈ [n],

(T − τ)
(
MC

τ

)i
= ρiτ − Eθ

[ ∑
a∈A+

φ̂∗τ (θ, a)Ci(θ, a)

]
(a)
≥
∫
θ

∑
a∈A+

φ̂∗τ (θ, a)

∫
γ

ci(θ, a, γ)v̂τ (γ)ûτ (θ) dγ dθ

−
∫
θ

∑
a∈A+

φ̂∗τ (θ, a)

∫
γ

ci(θ, a, γ)v(γ)u(θ) dγ dθ

=

∫
θ

∑
a∈A+

φ̂∗τ (θ, a)

∫
γ

ci(θ, a, γ)v̂τ (γ)(ûτ (θ)− u(θ)) dγ dθ

+

∫
θ

∑
a∈A+

φ̂∗τ (θ, a)

∫
γ

ci(θ, a, γ)(v̂τ (γ)− v(γ))u(θ) dγ dθ

(b)

≥ − sup
θ
|u(θ)− ûτ (θ)| − sup

γ
|(v(γ)− v̂τ (γ)|.

In the above, (a) is by the constraint feasibility of φ̂∗τ , and (b) is because
∑
a∈A+ φ̂∗τ (θ, a) ≤ 1 holds

for any θ ∈ Θ. Further, by Proposition A.1, we have for τ = Ω(1),

Pr

[
sup
θ
|u(θ)− ûτ (θ)| ≤ −Θ

(√
log T (τ − 1)αu−1

)]
≤ 1

T 2
,

Pr

[
sup
γ
|v(θ)− v̂τ (θ)| ≤ −Θ

(√
log T (τ − 1)αv−1

)]
≤ 1

T 2
.

Thus, when t = Ω(1), we derive that with failure probability O(n/T ), it holds that

max (ρ1 − ρt, 0) ≤ Θ

 1

T − 1
+
√

log T

t−1∑
τ=Θ(1)

(
(τ − 1)αu−1

T − τ
+

(τ − 1)αv−1

T − τ

)
+

√
log T

T − t

 .

Further, for p ∈ {u, v}, when t ≤ (T + 1)/2,

t−1∑
τ=Θ(1)

(τ − 1)αp−1

T − τ
≤ 2

T − 1

t−1∑
τ=2

(τ − 1)αp−1 ≤ 2(t− 2)αp

αp(T − 1)
;

and when t > (T + 1)/2, we have

t−1∑
τ=Θ(1)

(τ − 1)αp−1

T − τ
≤ 1

αp

(
2

T − 1

)1−αp
+

t−1∑
τ=(T+1)/2

(T − τ)αp−2 ≤ (T − t)αp−1

1− αp
.

Thus, when t = T −Θ(log(2(1−max{1/2,αu,αv}))−1

T ), we have

Θ

 1

T − 1
+
√

log T

t−1∑
τ=Θ(1)

(
(τ − 1)αu−1

T − τ
+

(τ − 1)αv−1

T − τ

)
+

√
log T

T − t


≤ ρmin − 1

T − t+ 1
,

which leads to
E [T − T0] = O

(
log(2(1−max{1/2,αu,αv}))−1

T
)
.
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This concludes the analysis of the stopping time.

For the second part, By (24), we have

J(ρ1)− Eθ

[ ∑
a∈A+

φ̂∗t (θ, a)R(θ, a)

]

=
(
J(ρ1)− Ĵ(ρt,Ht)

)
+

(
Ĵ(ρt,Ht)− Eθ

[ ∑
a∈A+

φ̂∗t (θ, a)R(θ, a)

])
.

On the second difference term, similar to the proof of Lemma E.2, we have

Ĵ(ρt,Ht)− Eθ

[ ∑
a∈A+

φ̂∗t (θ, a)R(θ, a)

]

=

∫
θ

∑
a∈A+

φ̂∗t (θ, a)

∫
γ

r(θ, a, γ)v̂t(γ)ût(θ) dγ dθ −
∫
θ

∑
a∈A+

φ̂∗t (θ, a)

∫
γ

r(θ, a, γ)v(γ)u(θ) dγ dθ

≤ sup
θ
|u(θ)− ût(θ)|+ sup

γ
|(v(γ)− v̂t(γ)|.

Thus, when t = Ω(1), by taking ε = 1/T in Proposition A.1 and (27), we arrive that

E

[
Ĵ(ρt,Ht)− Eθ

[ ∑
a∈A+

φ̂∗t (θ, a)R(θ, a)

]]
= O

(√
log T

(
(t− 1)αu−1 + (t− 1)αv−1

)
+

1

T

)
.

We now focus on J(ρ1)− Ĵ(ρt,Ht). We let

δt :=
supθ |u(θ)− ût(θ)|+ supγ |(v(γ)− v̂t(γ)|

minθ∈Θ,a∈A+{min{u(θ)C(θ, a) > 0}}
.

We prove that

ût(θ)

∫
γ

ci(θ, a, γ)v̂t(γ) dγ ≤ (1 + δt)u(θ)

∫
γ

ci(θ, a, γ)v(γ) dγ

holds for any (θ, a, i) tuple, which is obvious if ci(θ, a, γ) is almost surely zero with respect to γ.
Otherwise, we observe that

ût(θ)

∫
γ

ci(θ, a, γ)v̂t(γ) dγ − u(θ)

∫
γ

ci(θ, a, γ)v(γ) dγ

= (ût(θ)− u(θ))

∫
γ

ci(θ, a, γ)v̂t(γ) dγ + u(θ)

∫
γ

ci(θ, a, γ)(v̂t(γ)− v(γ)) dγ

≤ sup
θ
|u(θ)− ût(θ)|+ sup

γ
|(v(γ)− v̂t(γ)|

≤ δtu(θ)

∫
γ

ci(θ, a, γ)v(γ) dγ.

and thus, with ηt := 1− δt ≤ 1/(1 + δt), we derive that

u(θ)

∫
γ

ci(θ, a, γ)v(γ) dγ ≤ 1

1 + δt
ût(θ)

∫
γ

ci(θ, a, γ)v̂t(γ) dγ

≤ ηtût(θ)
∫
γ

ci(θ, a, γ)v̂t(γ) dγ.

This proves the above inequality. Thus, for an optimal solution φ∗t of J(ρt), we see that ηtφ∗t is a
feasible solution of the programming Ĵ(ρt,Ht). Thus, we notice that

Ĵ(ρt,Ht) ≥ ηt
∫
θ

∑
a∈A+

φ∗t (θ, a)

∫
γ

r(θ, a, γ)v̂t(γ)ût(θ) dγ dθ
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≥ ηt
∫
θ

∑
a∈A+

φ∗t (θ, a)

∫
γ

r(θ, a, γ)v(γ)u(θ) dγ dθ

− ηt(sup
θ
|u(θ)− ût(θ)|+ sup

γ
|(v(γ)− v̂t(γ)|)

= ηtJ(ρt)− (sup
θ
|u(θ)− ût(θ)|+ sup

γ
|(v(γ)− v̂t(γ)|).

With respect to (26), we obtain that

J(ρ1)− Ĵ(ρt,Ht)

≤ J(ρ1) ·
(

1− ηt +
max (ρ1 − ρt, 0)

ρmin

)
+ sup

θ
|u(θ)− ût(θ)|+ sup

γ
|(v(γ)− v̂t(γ)|

= J(ρ1) ·
(
δt +

max (ρ1 − ρt, 0)

ρmin

)
+ sup

θ
|u(θ)− ût(θ)|+ sup

γ
|(v(γ)− v̂t(γ)|.

Now, when t = Θ(1), we have

E
[
sup
θ
|u(θ)− ût(θ)|

]
= O

(√
log T (t− 1)αu−1 +

1

T

)
,

E
[
sup
γ
|v(γ)− v̂t(γ)|

]
= O

(√
log T (t− 1)αv−1 +

1

T

)
.

By the previous reasoning on max(ρ1 − ρt, 0), we obtain that when t = Ω(1),

E [max(ρ1 − ρt, 0)]

≤ Θ

 1

T − 1
+
√

log T

t−1∑
τ=Θ(1)

(
(τ − 1)αu−1

T − τ
+

(τ − 1)αv−1

T − τ

)
+

√
log T

T − t
+
n

T

 .

Therefore, summing from t = 1 to T0 ≤ T , we achieve that

E

[
T0∑
t=1

(
J(ρ1)− Ĵ(ρt,Ht)

)]
= O

(
(T 1/2 + Tαu + Tαv )

√
log T + n

)
.

Combining with previous bounds on E[T − T0] and the estimation errors, we derive the theorem.

G.3 Proof of Theorem A.2

Similar to the proof of Theorem 5.2, we concentrate on re-bounding the three terms under partial
information feedback, respectively E[T−T0], Ĵ(ρt,Ht)−Eθ[

∑
a∈A+ φ̂∗t (θ, a)R(θ, a)], and J(ρ1)−

Ĵ(ρt,Ht). As for E[T − T0], with Lemma 4.1, we argue here that the main term in bounding
max(ρ1 − ρt, 0) when t = Θ(T ) becomes

Θ

√log T

 t−1∑
τ=Θ(1)

(τ − 1)αu−1

T − τ
+

Θ(T )∑
τ=Θ(1)

((τ − 1)/ log T )αv−1

T − τ
+

t−1∑
τ=Θ(T )

(τ − 1)αv−1

T − τ

 .

Consequently, when t is close to T , we have with failure probability O(1/T ),

max(ρ1 − ρt, 0)

≤ Θ

(
1

T − 1
+
√

log T
(

(T − t)αu−1 + (T − t)−1/2
)

+ (T − t)αv−1 log3/2−αv T

)
.

This leads to
E[T − T0] = O

(
logmax(1,1/(2−2αu),(3−2αv)/(2−2αv)) T

)
.
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For the estimation error term Ĵ(ρt,Ht) − Eθ[
∑
a∈A+ φ̂∗t (θ, a)R(θ, a)], when Ω(1) ≤ t ≤ Θ(T ),

the bound now becomes

E

[
Ĵ(ρt,Ht)− Eθ

[ ∑
a∈A+

φ̂∗t (θ, a)R(θ, a)

]]

= O

(√
log T (t− 1)αu−1 + log3/2−αv T · (t− 1)αv−1 +

1

T

)
.

At last, for J(ρ1)− Ĵ(ρt,Ht), we derive that

E

[
T0∑
t=1

max(ρ1 − ρt, 0)

]
= O

(√
log T

(
Tαu + T 1/2

)
+ log3/2−αv T · Tαv + n

)
,

E

[
T0∑
t=1

sup
θ
|u(θ)− ût(θ)|

]
= O

(√
log T · Tαu

)
,

E

[
T0∑
t=1

sup
γ
|v(γ)− v̂t(γ)|

]
= O

(
log3/2−αv T · Tαv

)
.

Putting together, we obtain that

E

[
T0∑
t=1

(
J(ρ1)− Ĵ(ρt,Ht)

)]
= O

(√
log T

(
Tαu + T 1/2

)
+ log3/2−αv T · Tαv + n

)
.

Synthesizing all the above, we finish the proof of the theorem.
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10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The paper discusses both potential positive societal impacts and negative
societal impacts of the work performed.

Guidelines:

44

https://neurips.cc/public/EthicsGuidelines


• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: The paper poses no such risks.
Guidelines:
• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [NA]
Justification: The paper does not use existing assets.
Guidelines:
• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.

45



• If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: The paper does not release new assets.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: The paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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