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Abstract

While recent advancements in large language001
models (LLMs) bring us closer to achieving002
artificial general intelligence, the question per-003
sists: Do LLMs truly understand language, or004
do they merely mimic comprehension through005
pattern recognition? This study seeks to ex-006
plore this question through the lens of syntax,007
a crucial component of sentence comprehen-008
sion. Adopting a natural language question-009
answering (Q&A) scheme, we craft questions010
targeting nine syntactic knowledge points that011
are most closely related to sentence comprehen-012
sion. Experiments conducted on 24 LLMs sug-013
gest that most have a limited grasp of syntactic014
knowledge, exhibiting notable discrepancies015
across different syntactic knowledge points. In016
particular, questions involving prepositional017
phrase attachment pose the greatest challenge,018
whereas those concerning adjectival modifier019
and indirect object are relatively easier for020
LLMs to handle. Furthermore, a case study021
on the training dynamics of the LLMs reveals022
that the majority of syntactic knowledge is023
learned during the initial stages of training,024
hinting that simply increasing the number of025
training tokens may not be the ‘silver bullet’ for026
improving the comprehension ability of LLMs.027

1 Introduction028

The rapid advancement of large language mod-029

els (LLMs) has showcased their impressive abil-030

ities. Given a few exemplars or a set of instruc-031

tions, LLMs can effectively handle a wide range032

of tasks, from traditional tasks like machine trans-033

lation and summarization to more sophisticated,034

human-like activities such as solving mathemati-035

cal problems, logical reasoning, and even planning.036

Distinctly different from their predecessors, which037

often required fine-tuning for specific tasks, LLMs038

are viewed as a significant stride towards artificial039

general intelligence (AGI).040

Sentence: Pierre Vinken will join the board as a
nonexecutive director Nov. 29.

Question: In the above sentence, the grammatical
subject of “will join” is ____________.
Options:

A. The board
B. Pierre Vinken
C. 61 years old
D. A nonexecutive director

Answer: B

Figure 1: In this work, we aim to evaluate the syntac-
tic understanding of LLMs by asking them questions
phrased in natural language. This figure shows an exam-
ple of syntactic knowledge questions presented in the
natural language format that we used in this study.

Yet, even as we are surprised by the prowess 041

of LLMs, questions about their true understanding 042

of language arise. As black-boxes, do these mod- 043

els truly comprehend human language, or do they 044

complete tasks by memorizing surface-level lexical 045

patterns? Do LLMs understand sentences based on 046

syntactic rules, or do they treat language as merely 047

a bag of words? 048

Finding answers to these questions is of great 049

importance to the LLM research community. 050

Consider human-centric evaluation benchmarks, 051

such as MMLU (Hendrycks et al., 2021) and 052

AGIEval (Zhong et al., 2023), which comprise 053

questions intended for humans, presuming test- 054

takers’ competent language understanding, an as- 055

sumption that may not hold true for LLMs. Conse- 056

quently, when an LLM errs in its response, discern- 057

ing the root cause becomes convoluted. The error 058

could be a manifestation of the model’s knowledge 059

gaps, an inability to reason, or simply a failure to 060

understand the question due to a lack of syntactic 061

knowledge. Measuring LLMs’ syntactic knowl- 062

edge is thus critical to understanding the true capa- 063

bilities of LLMs. 064

1



To measure syntactic knowledge in LLMs, we065

must first determine on which aspects of syntax066

we should focus. In contrast to prior work that067

focuses on aspects such as forming grammatically068

correct sentences, explaining specific syntactic phe-069

nomena (Warstadt et al., 2019, 2020; Gauthier et al.,070

2020, inter alia), or depicting the hierarchical struc-071

ture of sentences (Maudslay et al., 2020; Newman072

et al., 2021; Kim et al., 2023, inter alia), we concen-073

trate on the comprehension aspect of syntax. There-074

fore, our study emphasizes the syntactic knowledge075

of grammatical relations, which are more closely076

related to sentence understanding. We evaluate the077

ability of LLMs to identify subjects, objects, com-078

plements and other syntactic roles in a sentence.079

Additionally, we also explore the ability of LLMs080

in resolving syntactic ambiguity. In total, we select081

nine syntactic knowledge to evaluate.082

Then we turn to the methodology: How should083

we evaluate syntactic knowledge in LLMs? Prior084

work has proposed two main approaches: probing085

and prompting. However, these existed approaches086

have their limitations. The probing approach re-087

quires access to hidden states, which are not avail-088

able for API-only models like the ChatGPT se-089

ries, whereas the conventional prompting approach090

requires designing complex prompts and sophis-091

ticated decoding methods (Roy et al., 2022). In092

response to these limitations, we utilize a specific093

form of prompting, the natural language question-094

answering (Q&A) paradigm. This approach is a095

recently-mainstream and LLM-friendly evaluation096

method (Cobbe et al., 2021; Hendrycks et al., 2021;097

Zhong et al., 2023; Huang et al., 2023). For a thor-098

ough investigation, we design three question for-099

mats: True/False, Multiple Choice, and Fill in the100

Blank. An example is depicted in Figure 1.101

We conducted extensive experiments on 24102

LLMs from 6 distinct families, including the state-103

of-the-art GPT4, the open-source LLaMA 1/2, and104

other popular models, under both zero-shot and105

few-shot settings. Our findings indicate that while106

most LLMs have a partial grip on syntactic knowl-107

edge, GPT4 demonstrates exceptional superiority in108

all tested scenarios. Closer examination showed109

that the prepositional phrase attachment (PPA) ques-110

tions pose the greatest challenge, whereas adjec-111

tival modifier (ADJ) and indirect objects (IO) are112

comparatively simpler for LLMs to process. Inter-113

estingly, we also observe that alignment procedure114

exhibits potential benefits for PPA questions.115

Additionally, a case study on Baichuan2 ex-116

plores how syntactic knowledge evolves throughout 117

training. Our observations indicate that the major- 118

ity of syntactic learning takes place in the early 119

stages of training, suggesting that merely increas- 120

ing the training tokens may not be the best way to 121

improve syntactic knowledge. 122

In summary, our main contributions are as fol- 123

lows: 124

‚ We introduce a syntactic evaluation frame- 125

work that evaluates LLMs’ syntactic knowledge 126

by asking LLMs natural language questions. 127

‚ Our comprehensive experiments across 24 128

LLMs reveal that most of LLMs are partially grasp- 129

ing syntactic knowledges. 130

‚ We dip into the learning curve of syntactic 131

knowledge and find that the majority of this knowl- 132

edge is acquired during the initial stages. 133

We hope that our research is a step towards 134

a more comprehensive understanding of LLMs’ 135

strengths and limitations. Our code and dataset will 136

be publicly available at https://github.com. 137

2 Design & Construction of Evaluation 138

In this study, we aim to investigate whether a LLM 139

has essential syntax to understand a sentence. To 140

this end, we introduce a novel syntactic evaluation 141

framework, in which we evaluate LLMs by asking 142

them natural language questions. 143

This section details the rationale behind our ap- 144

proach, outlines the core principles guiding our 145

evaluation design, describes the process of craft- 146

ing the questions, and discusses the methodology 147

adopted in constructing the evaluation framework. 148

2.1 Motivation 149

The primary objective of this evaluation is to find a 150

way to investigate whether a language model has 151

essential syntax to understand a sentence. 152

The syntax of a language is the consensus of 153

how to arrange words to express specific mean- 154

ings. Only when words are arranged correctly can 155

a sentence convey the writer’s intended meaning. 156

Similarly, only when the reader understands the 157

syntax can they fully grasp the sentence’s meaning. 158

Therefore, the ability to understand a sentence is 159

based on the syntactic knowledge of the reader. 160

2.2 Design Principles 161

Relevance to understanding The first principle 162

is that the syntactic knowledge we investigate in 163

our evaluation should be directly related to the un- 164

derstanding of a sentence. If a language model fails 165
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Syntactic Knowledge Points Abbr. Example #TF #MC #FITB
Grammatical Subject GS Desks are cleared by John. 130 105 105
Subject Complement SC John is a teacher. 130 85 85
Direct Object DO John gave me a book. 150 145 145
Indirect Object IO John gave me a book. 30 20 20
Main Verb Phrase MVP John gave me a book. 440; 170 170
ADJectival modifier: ADJ I enjoy the book John gave me. 185 165 135
ADVerbial modifier (Adjunct) ADV I read the book quickly. 165 125 115
COordination CO We will play football and watch TV. 165 160 155

Prepositional Phrase Attachment PPA
I like the book on my shelf .

110 100 100
I hide the book on my shelf .

Table 1: Syntactic knowledge points and the number of questions in our evaluation. :: We only consider post-
modifier, such as relative clause and reduced relative clause in this work. ;: The questions of main verb phrase in
True/False are the same as those in surface subject, subject complement, direct object, and indirect object, so we
directly reuse the questions of these four syntactic knowledge points and do not count them in the total number.

to identify this knowledge, it will probably fail to166

understand the sentence correctly.167

Ease of Evaluation Our second principle is168

about the simplicity of the evaluation process. The169

notion for syntactic knowledges must be univer-170

sal and easily comprehensible, thus precluding the171

necessity for specialized, academic, or domain-172

specific linguistic expertise. Additionally, the eval-173

uation methodology should avoid the need to ac-174

cess a model’s hidden states, which is not avail-175

able for API-only models like the ChatGPT series.176

Lastly, the evaluation should leverage the model’s177

strength in generating natural language responses178

rather than demanding strict structural outputs, like179

bracketed or even CoNLL-formatted strings.180

2.3 Selection of Syntactic Knowledge181

According to the Lexical-Functional Grammar the-182

ory, the syntactic structure of a sentence can be183

divided into two parts: a constituent structure (c-184

structure) and a functional structure (f -structure).185

The c-structure provides a hierarchical framework,186

illustrating how individual components sequen-187

tially combine to form a complete sentence. This188

can be analogized to a LEGO instruction manual189

for constructing a sentence. For example, the noun190

phrase “I” and the verb phrase “am Batman” can191

combine to form a sentence “I am Batman”. On192

the other hand, the f -structure is represented as a193

series of key-value pairs, detailing the functions194

of phrases and words, identifying, such as, which195

phrase serves as the subject and which as the ob-196

ject. For example, in the sentence “What I want is197

a car”, the f -structure is Subject: “What I want”,198

Object: “a car” and etc.199

Recall that our objective is to investigate whether 200

a language model can use syntactic knowledge to 201

identify the elements of a sentence in order to un- 202

derstand it, rather than to generate a syntactically 203

correct sentence, which has been extensively stud- 204

ied in previous work (Warstadt et al., 2019, 2020; 205

Gauthier et al., 2020). Therefore, we mainly fo- 206

cus on the f -structure. That is, we want to know 207

whether LLMs can identify the subject, object, and 208

other syntactic elements of a sentence. Besides the 209

f -structure, we also explore the capability of LLMs 210

in resolving syntactic ambiguity, another crucial 211

factor influencing sentence comprehension. To this 212

end, we also investigate two c-structure related syn- 213

tactic knowledge: the coordination structure and 214

the prepositional phrase attachment. 215

The full list of syntactic knowledge we investi- 216

gate is shown in Table 1. 217

2.4 Selection of Paradigm 218

In line with the second design principle, we follow 219

the recent mainstream approach of LLMs evalu- 220

ating work, such as GSM8k (Cobbe et al., 2021), 221

MMLU (Hendrycks et al., 2021), and AGIEval 222

(Zhong et al., 2023), using a question-answering 223

(Q&A) paradigm. That is, we pose a natural lan- 224

guage question to the model as a prompt, and the 225

model is expected to answer the question in natural 226

language as well. We include three question types: 227

True / False, Multiple Choice, and Fill in the Blank, 228

for a holistic evaluation. 229

2.5 Design of Questions 230

In the design of our questions, we adopted tradi- 231

tional syntactic concepts to guide our investiga- 232

tion into syntactic knowledge. The questions are 233
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Figure 2: Two types of syntactic trees.

structured such that the answers are phrases or full234

words from the sentence, mirroring the more nat-235

ural human approach to responding to questions,236

rather than just the head word of the phrase. For237

example, for the sentence shown in Figure 2, when238

asked, “What is the prepositional object of ‘as’?”,239

most individuals are tended to answer with the com-240

plete phrase “a nonexecutive director,” as opposed241

to the singular head word “director.”242

2.6 Construction243

Instead of manually creating questions and answers,244

we propose to take advantage of existing syntac-245

tic annotations to automatically generate questions246

and answers. In this subsection, we briefly intro-247

duce the process of automatic syntactic information248

extraction and question generation.249

Extracting Syntactic Information In this work,250

we extract syntactic information from the Penn251

Treebank (PTB) (Marcus et al., 1994), which is a252

widely used constituency treebank. An example of253

the constituency tree is shown in Figure 2a.254

Why do we use constituency trees instead of255

dependency trees? Extracting syntactic informa-256

tion from a sentence based on its dependency tree,257

as shown in Figure 2b, where the relationship be-258

tween words is explicitly annotated, might seem259

more straightforward. However, two main reasons260

prevent us from directly utilizing the dependency261

tree. Firstly, most existing dependency treebanks262

are automatically converted from constituency tree-263

banks. This conversion might introduce errors that264

we are unaware of. Secondly, the dependency tree265

S

¨̈̈*VP¨̈̈*¨̈̈-SBJ

GS

¨̈̈*

(a)
. . . MVP

~VP

VP>*

¨̈̈*VP

¨̈̈*¨̈̈-PRD

SC

(RB|ADVP)*VB@

vn

(RB|ADVP)*(MD|TO|VB@)

v0

(b)

. . . MVP

~VP

VP>*

¨̈̈*VP

(~(NP|S|SBAR|SQ))*(NP|S|SBAR|SQ)

DO

(RB|ADVP)*VB@

vn

(RB|ADVP)*(MD|TO|VB@)

v0

(c)

Figure 3: Three examples of syntactic patterns. “¨̈̈”
matches any pharse or word; “*” matches zero or more
times horizontally; “>*” matches zero or more times re-
cursively; “|” matches either the left or the right pattern;
“~” is the negation of the pattern; “VB@” matches verb
related part-of-speech tags, such as “VB”, “VBZ”.

models the relationships between word pairs, mak- 266

ing the extraction of answer phrases or full words 267

difficult. 268

To extract syntactic information, we first learn 269

the PTB guidelines carefully, figure out how syn- 270

tactic information is annotated, and design patterns 271

for each type of syntactic knowledge. Some of the 272

patterns we design are shown in Figure 3. 273

Then, by searching for the patterns in a con- 274

stituency tree, we extract the syntactic informa- 275

tion of the corresponding sentence. For example, 276

the pattern shown in Figure 3a matches the “S” 277

node that has both an immediate child labeled with 278

“-SBJ” function tag and an immediate “VP” child. 279

We can then extract the immediate child with the 280

“-SBJ” as the subject of the sentence “S”. 281

Question Generation We manually design ques- 282

tion templates for each type of questions and every 283

syntactic knowledge point. Then, we use the ex- 284

tracted syntactic information to fill in the templates 285

to generate questions. Along with the question, 286

we also generate the meta information, such as the 287

syntactic category (e.g., noun phrase, that-clause, 288

etc.) of the answer and the words that fill in the 289

placeholder, for the convenience of future use. 290

3 Experiments 291

3.1 Experimental Setup 292

Our experiments are conducted under two distinct 293

settings: Zero-shot and Few-shot. In both settings, 294
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Zero-shot Few-shot
TF MC FITB OA TF MC FITB OA

Acc. Acc. Acc. F1 Acc. Acc. Acc. F1

Random 50.00 25.00 0.68 23.21 28.66 50.00 25.00 0.68 23.21 28.66
Mistral 7B 51.08 50.42 40.19 57.01 50.03 56.50 56.59 55.60 69.58 58.56
Mistral 7B (Instruct) 57.65 52.93 36.12 53.17 51.74 56.06 54.60 46.05 62.68 55.01
Baichuan2 13B 52.11 54.98 36.21 53.84 50.71 52.05 57.67 52.59 66.39 56.40
Baichuan2 13B (Chat) 59.53 55.91 26.60 46.05 50.59 57.12 57.46 44.69 60.83 55.78
Falcon 40B 52.68 48.56 27.57 45.11 45.86 57.65 54.23 46.34 62.07 55.36
Falcon 40B (Instruct) 58.03 48.37 29.22 45.65 47.95 55.77 53.71 46.22 62.39 54.59
Llama 65B 58.59 56.00 45.63 62.62 56.24 52.24 55.23 61.10 74.11 58.36
Llama2 70B 57.09 66.14 46.21 63.57 59.37 57.34 66.95 61.59 75.11 64.21
Llama2 70B (Chat) 57.00 61.58 42.33 60.30 56.63 60.09 68.65 55.86 70.63 64.00
GPT3.5 59.53 58.70 55.34 71.44 60.54 63.38 73.58 57.28 72.36 67.26
GPT4 81.88 88.19 63.98 77.78 80.32 88.83 92.28 69.32 83.10 85.77

Table 2: Main results of our evaluation.

the models are prompted to provide direct answers295

(referred to as the answer-only approach), without296

leveraging the Chain of Thought (CoT) technique1.297

The prompt in this work consists of there parts: 1) a298

brief introduction of the question type, 2) several299

exemplars if the model is under few-shot setting,300

and 3) the question itself. When answering the301

question, we first pose the sentence of which the302

question is asked, and then append the question to303

the sentence. Several prompt template examples304

for asking questions we use in this work are shown305

in Figure 6 in Appendix E.1.306

3.2 Question Sampling307

After question creation, we collected 3,538,818308

questions. We observe that the number of questions309

for each syntactic knowledge point is extremely un-310

balanced2. The number of questions for the knowl-311

edge point of MVP is 248 times that of the knowl-312

edge point of IO. Therefore, we conduct a balanced313

down-sampling to ensure that each syntactic knowl-314

edge point has a similar number of questions.315

Specifically, we first combine the question type,316

the syntactic knowledge point, and the syntactic317

category of the answer into a tuple. For each tuple,318

we randomly sample k “ 5 questions from those319

associated with it to form the evaluation set. At the320

conclusion of this process, our test set comprises321

3,170 questions, with detailed statistics presented322

in Table 1. Employing a similar approach but with323

a reduced sample size, we derived an exemplar set324

containing 1,300 questions.325

1Due to the space limitations, we provide a detailed dis-
cussion of the CoT technique in Appendix E.2.

2The statistics of the questions are shown in Appendix B.

3.3 Evaluation Metrics 326

For True/False and Multiple Choice questions, we 327

employ standard accuracy, adhering to conventions 328

set by previous work. For Fill in the Blank ques- 329

tions, we utilize Accuracy (Acc.) and F1 score 330

(Question-wise averaging) as evaluation metrics. 331

Finally, we report the overall performance (OA) as 332

the average of the three question types: 333

OA “
1

3

ˆ

TFAcc.`MCAcc.`
1

2
pFITBAcc.`FITBF1q

˙

(1) 334

Due to the space limitations, we provide a de- 335

tailed discussion of the metrics in Appendix C.1. 336

3.4 Selection of Large Language Models 337

We conduct comprehensive experiments on 24 338

large language models from 6 different families. 339

The 6 families are as follows: 1) Mis- 340

tral, 2) Baichuan2, 3) Falcon, 4) LLaMA, 341

5) LLaMA2, and 6) ChatGPT series. More details 342

can be found in Appendix D. 343

4 Results and Findings 344

In this section, we first present the experimental 345

results for LLMs and provide a series of findings 346

based on the results. We then conduct a case study 347

on Baichuan2 to further investigate the relation- 348

ship between the number of training tokens and the 349

model’s performance. The detailed results of all 350

models are presented in Appendix F. 351

4.1 Main Results 352

The main results are shown in Table 2 and the 353

overall accuracy (OA) across different knowledge 354

points is presented in Figure 3. From the results, 355

we can observe several interesting findings: 356
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Models GS SC DO IO MVP ADJ ADV PPA CO
Mistral 7B 62.81 57.68 63.22 68.76 59.66 64.06 55.13 38.26 60.74
Mistral 7B (Instruct) 61.89 52.80 60.76 55.42 53.42 58.51 58.19 33.16 56.21
Baichuan2 13B 59.61 58.66 61.41 67.90 60.68 62.15 54.39 30.45 55.96
Baichuan2 13B (Chat) 63.81 58.52 59.97 65.04 57.31 61.78 50.79 33.13 56.05
Falcon 40B 61.38 55.45 57.21 64.90 60.36 60.11 50.36 36.05 55.71
Falcon 40B (Instruct) 57.50 56.17 57.40 58.26 60.78 62.55 49.54 36.55 51.67
Llama 65B 63.42 60.58 62.67 71.35 59.34 65.38 56.15 39.86 55.27
Llama2 70B 70.83 65.67 63.36 82.20 65.59 74.58 61.82 44.54 60.68
Llama2 70B (Chat) 68.86 56.22 67.14 68.76 70.36 75.04 60.00 49.72 56.33
GPT3.5 75.95 69.93 70.55 80.42 69.94 70.57 62.98 58.94 58.71
GPT4 89.74 86.70 86.99 96.67 85.29 92.44 73.55 81.50 87.63
Avg. 55.44 53.58 55.23 58.35 54.00 58.53 49.65 36.43 51.62

Table 3: Overall performance of each model under Few-shot setting at the knowledge point level.

I) LLMs is partially grasping syntax: As357

shown in Table 2 and 6 in Appendix F, the overall358

accuracy (OA) of all models larger than 1B is sig-359

nificantly higher than the random baseline, which360

indicates that LLMs do have the basic ability to un-361

derstand syntax. However, only two models, GPT4362

and GPT3.5, have an OA greater than 60 in both set-363

tings, and only two other models, Llama2 70B and364

Llama2 70B (Chat), have an OA higher than 60 on365

few-shot setting. This indicates that most LLMs366

can not answer the syntactic knowledge questions367

very well, and there is still a long way to go.368

II) Few-shot beats Zero-shot in most cases:369

The zero-shot setting requires the model to un-370

derstand the meaning of syntactic terms, such as371

“subject” and “object”, and to identify the corre-372

sponding syntactic elements in the sentence. It373

is more difficult than the few-shot setting. As374

expected, compared to the few-shot setting, the375

zero-shot setting has a lower OA (from -2.88 to376

-11.42) on all models. The performance decline377

in Fill in the Blank questions is greater than that378

in True/False and Multiple Choice questions. It379

is worth noting that, there is one exception where380

some Chat/Instruct models have a higher accuracy381

in True/False questions on zero-shot setting than382

few-shot setting.383

III) GPT4 shows superior performance: All384

results consistently show that GPT4 outperforms385

other models by a large margin with an OA differ-386

ence of 20.06 on zero-shot setting and 18.65 on387

few-shot setting. Even its results on the zero-shot388

setting are better than those of all other models in389

the few-shot setting. When we look at the results of390

different knowledge points, we can find that GPT4391

exceeds 85 OA on 7 out of 9 knowledge points392

on few-shot setting, among which the OA of indi-393

rect object (IO) are even higher than 95. Despite 394

the superiority of GPT4, there are still some other 395

models that outperform GPT4 on some knowledge 396

points. For example, when answering fill in the 397

blank questions, Llama2 70B outperforms GPT4 on 398

the knowledge point of adverbial modifier (ADV) on 399

both zero-shot and few-shot settings and coordina- 400

tion (CO) on zero-shot setting. 401

IV) PPA tops difficulty, ADJ and IO rank as 402

easiest: Table 3 offers a granular analysis of re- 403

sults across different syntactic knowledge points. 404

From the average results across all models, we can 405

observe that the knowledge point of prepositional 406

phrase attachment (PPA) is the most difficult one, 407

with an OA of 36.43, while that of adjectival mod- 408

ifier (ADJ) and indirect object (IO) are the easiest 409

ones, with an OA of 58.53 and 58.35, respectively. 410

V) Alignment procedure benefits PPA ques- 411

tions: From Table 3, we can observe that the most 412

of Chat/Instruct models have a higher OA on PPA 413

than their corresponding foundation models. For 414

example, the OA of Llama2 70B (Chat) on PPA is 415

5.18 higher than that of Llama2 70B, while infe- 416

rior on almost all other knowledge points. The 417

same phenomenon also appears on Baichuan2 13B 418

and Baichuan2 13B (Chat). We suggest that this 419

is because that the correct understanding of PPA is 420

crucial for the chat task. 421

4.2 Training Dynamics for Knowledge Points: 422

A Case Study on Baichuan2 423

Understanding when and how LLMs learn their 424

knowledge is essential for developing LLMs 425

(Müller-Eberstein et al., 2023). Therefore, we con- 426

duct a case study on Baichuan2 7B to explore the 427

relationship between the pre-training process and 428

the model’s performance. Baichuan2 7B has been 429
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Figure 4: The overall scores of BaiChuan2 intermediate checkpoints with different numbers of training tokens.

trained with a total of 2.64T tokens. Intermedi-430

ate checkpoints were made publicly available after431

every 220B tokens trained.432

As shown in Figure 4, the results reveal sev-433

eral trends common to most knowledge points:434

1) There is a positive correlation between the num-435

ber of training tokens and performance across most436

knowledge points: the more tokens trained, the437

better the performance. 2) After the initial train-438

ing with 220B tokens, the model significantly ex-439

ceeds the random baseline across most knowledge440

points, with improvements ranging from +7.18 to441

+18.26, except for PPA. 3) The most substantial per-442

formance gains occur during the first 1.32T tokens;443

beyond this point, the improvements are consid-444

erably smaller across most knowledge points (av-445

erage improvement of 2.88 vs. 21.37 of the first446

1.32T tokens).447

However, there are interesting exceptions: 1) Per-448

formance on PPA remains low, which is close to the449

random baseline, across all three stages, indicating450

that merely increasing the number of training to-451

kens does not nessarily improve performance on452

this knowledge point. Even when examining a453

larger model, Baichuan2 13B, we observe no sig-454

nificant performance gain on PPA. However, as455

mentioned in Finding V, alignment procedure has 456

been shown to improve performance on this par- 457

ticular knowledge point. Therefore, how other 458

model families effectively learn PPA and why hu- 459

man alignment is beneficial to solve PPA are in- 460

triguing topics for future research. 2) The zero- 461

shot performance on the knowledge point of indi- 462

rect objects (IO) is substantially higher than few- 463

shot performance from the 440B tokens’ training 464

stage onward. A closer investigation reveals that 465

the model is confused and misled by in-context 466

exemplars, tending to answer based on previous 467

exemplars that it mistakenly associates with di- 468

rect objects, which is more common than indirect 469

objects. This tendency to overvalue in-context 470

exemplars at the expense of the question itself 471

is a phenomenon also observed in other smaller 472

models, such as Falcon 1B/7B, Llama 7B/13B, and 473

Llama2 7B/13B, suggesting that smaller models 474

may overly rely on in-context exemplars. 475

5 Related Work 476

5.1 Evaluation of Large Language Models 477

Recently, there has been a growing fascination 478

with LLMs due to their remarkable performance 479

across a wide spectrum of tasks. Evaluating these 480
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models serves a dual purpose by revealing both481

their capabilities and limitations. The results of the482

evaluation can offer valuable insights for refining483

and advancing LLMs. Typically, evaluations are484

designed to assess the ability to perform specific485

tasks. For example, GSM8k (Cobbe et al., 2021)486

evaluate the ability to perform mathematical rea-487

soning, ToolLLM (Qin et al., 2023) evaluate the488

tool-use capabilities, and AGIEval (Zhong et al.,489

2023) use human-centric exams to evaluate the cog-490

nition and problem-solving abilities. Besides task-491

specific evaluations, numerous evaluation bench-492

marks (Hendrycks et al., 2021; Srivastava et al.,493

2022; Liang et al., 2022) have been proposed to as-494

sess generalization capabilities of LLMs. For exam-495

ple, HELM (Liang et al., 2022) evaluate prominent496

LLMs, covering a wide range of metrics, including497

model bias, efficiency, robustness, and more.498

Our work belongs to the former category, specifi-499

cally focusing on evaluating LLMs’ linguistic com-500

prehension capabilities.501

5.2 Syntactic Knowledge in Language Models502

Syntactic knowledge is a vast and complex topic,503

encompassing a wide range of aspects. These in-504

clude forming grammatically correct sentences, ex-505

plaining specific syntactic phenomena, and deci-506

phering the meaning of sentences.507

Many previous studies have focused on the first508

two aspects. They evaluate the syntactic knowl-509

edge of LLMs by constructing pairs of sentences,510

in which one is syntactically acceptable and the511

other is not. The model’s task is to determine which512

sentence is grammatically correct. A representative513

work in this category is BLiMP (Warstadt et al.,514

2020), covering 67 syntactic phenomena, including515

subject-verb agreement and filler-gap dependen-516

cies.517

In this work, we concentrate on the latter as-518

pect: the ability to correctly interpret the structure519

and thereby understand the meaning of sentences.520

There are previous studies in this direction that521

propose various methods, broadly categorized into522

probing and prompting methods.523

Probing methods are based on the premise that524

the syntactic knowledge required to understand a525

sentence should be reflected in the model’s hidden526

states. These methods aim to uncover and extract527

the latent hierarchical structure from a model’s hid-528

den layers, believed to represent syntactic knowl-529

edge (Maudslay et al., 2020; Li et al., 2020; New-530

man et al., 2021; Zhao et al., 2023; Kim et al.,531

2023). A probe is essentially a function, such as 532

a static similarity metric or a trainable neural net- 533

work, that measures the syntactic distance between 534

two tokens. If this distance is small, then the token 535

pair is considered to have a syntactic relationship or 536

belong to the same constituent. However, probing 537

methods are limited to models with accessible hid- 538

den states, making API-based models unsuitable 539

for probing. 540

Prompting methods are more flexible and ap- 541

plicable to any model supporting text generation. 542

Most work in this category involves prompting the 543

model to parse a sentence into a hierarchical struc- 544

ture containing the syntactic knowledge needed 545

to understand the sentence (Roy et al., 2022; Bai 546

et al., 2023; Lin et al., 2023). Designing effective 547

prompts for complex syntactic tasks remains a chal- 548

lenge, often requiring constrained decoding meth- 549

ods to ensure the model’s output is in the desired 550

format (Roy et al., 2022). In contrast, our work 551

employs a specific type of prompting: the natural 552

language Q&A paradigm, a recently mainstream 553

and LLM-friendly evaluation method (Cobbe et al., 554

2021; Hendrycks et al., 2021; Zhong et al., 2023; 555

Huang et al., 2023). Thus, we bypass the need for 556

designing complex prompts or decoding methods. 557

6 Conclusions 558

In this work, we propose investigating the syntac- 559

tic knowledge of LLMs by asking them natural 560

language question answering, aiming to answer 561

the question of whether LLMs truly understand 562

language or just mimic comprehension via pattern 563

recognition and memorization. We crafted a series 564

of questions focusing on nine syntactic knowledge 565

points that are fundamental to sentence comprehen- 566

sion. Our experiments across 24 models suggest 567

that LLMs have a basic ability to understand syn- 568

tax, but their ability to correctly answer questions 569

is limited. Additionally, we find that the perfor- 570

mance of LLMs varies greatly across different syn- 571

tactic knowledge points, with prepositional phrase 572

attachment being the most difficult and adjectival 573

modifier and indirect object the easiest. Finally, we 574

conduct a case study on Baichuan2 to investigate 575

the training dynamics of syntactic knowledge. We 576

observe that the majority of syntactic knowledge 577

is learned during the early stagesearly stagesearly stagesearly stagesearly stagesearly stagesearly stagesearly stagesearly stagesearly stagesearly stagesearly stagesearly stagesearly stagesearly stagesearly stagesearly stages of training. 578

This observation suggests that simply increasing 579

the training tokens may not be the ‘silver bullet’ for 580

improving the comprehension ability of LLMs. 581
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Limitations582

This study is subject to several limitations.583

The primary limitation stems from the indirect584

nature of our methodology, which lacks direct ac-585

cess to the model’s hidden states and attention586

mechanisms. As such, it lacks the capability to in-587

spect the model’s ‘neurons’ to determine how syn-588

tactic knowledge is stored and represented. How-589

ever, this limitation is not unique to our work and is590

shared by the majority of existing studies on LLMs591

evaluation.592

Additionally, our investigation covers only a se-593

lect set of nine syntactic knowledge points. The594

field of syntax is vast, and numerous other phe-595

nomena warrant further examination to gain a com-596

prehensive understanding of LLMs’ capabilities.597

Moreover, the scope of our syntactic evaluation is598

confined to the English language, meaning that the599

findings may not be generalizable across different600

languages, such as Chinese.601

Lastly, our experimental setup was limited to602

models with fewer than 70 billion parameters due603

to resource constraints. Thus, the behaviors and604

performance of larger, potentially more capable605

models remain unexplored in our study.606

Ethics Statement607

We have diligently endeavored to ensure that our608

work adheres to high ethical standards.609

Dataset: The dataset employed in this study is610

the Penn Treebank (LDC99T42), accessed under611

the LDC license. In compliance with this license,612

we are not permitted to redistribute the data. There-613

fore, for researchers who have access to the Penn614

Treebank, we provide only the code necessary to615

reconstruct the dataset utilized in our study for the616

purpose of reproducibility. Note that the questions617

generation process we used is fully automatic, and618

it will not increase any information that names or619

uniquely identifies individual people or offensive620

content.621

Labor Considerations: All human labor in-622

volved in this study, which includes designing ex-623

traction patterns, formulating question templates,624

verifying extracted information, and reviewing gen-625

erated questions, was performed voluntarily by the626

authors. This work was conducted with a commit-627

ment to ethical research practices, ensuring fairness628

and respect for all contributors.629

Consequently, we believe that our work aligns630

with the ethical standards of the ACL community.631
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A Question Templates844

Some of the question templates we designed (for845

the grammatical subject knowledge point) are846

shown in Figure 5.847

B Original Question Distribution848

The original distribution of the questions we built849

is shown in Table 4. From this table, we can see850

that the distribution of each syntactic knowledge851

point is imbalanced. The most common syntactic852

knowledge point is the main verb phrase, which853

accounts for 23.55% of all the questions, while854

the least common syntactic knowledge point is the855

indirect object, which only accounts for 0.09%.856

C Evaluation857

C.1 Evaluation Metrics858

Notably, compared to prior studies, we adopt a859

stricter F1 score, in which we require that words860

in the predicted answer align in the same order as861

those in the ground truth answer. To mitigate any862

potential issues arising from tokenization and punc-863

tuation discrepancies, we employ NLTK3 (Bird et al.,864

2009) to re-tokenize then discard all punctuation865

before computing scores.866

D Model Details867

The information about the models we evaluated in868

this work is shown in Table 5.869

Mistral series: Mistral (Jiang et al., 2023) is870

Mistral AI’s first Large Language Model (LLM),871

a transformer model especially suited for NLP ap-872

plications. It’s trained on a vast dataset of text873

and code, enabling it to generate text, translate874

languages, produce creative content, and answer875

questions instructively. Mistral 7B, with 7.24 bil-876

lion parameters, outperforms LLaMA 2 13B on877

all benchmarks and LLaMA 30B on many other878

benchmarks.879

Baichuan2 series: The newest open-source and880

commercially available large language model se-881

ries from Baichuan Inc. This series comprises four882

models: a 7B and a 13B foundation model, each883

with their corresponding chat versions (Yang et al.,884

2023). The Baichuan2 7B model is one of the few885

models that publicly release intermediate check-886

points, which facilitates our case study of the train-887

ing dynamics of syntactic knowledge.888

3https://www.nltk.org/

Falcon series: A series of large language mod- 889

els published by TII, trained on the Refined Web 890

Dataset. This series includes three models with pa- 891

rameter sizes of 1B, 7B, and 40B. The 7B and 40B 892

versions also have their corresponding instruction- 893

tuned variants (Almazrouei et al., 2023). 894

LLaMA series: One of the most popular large 895

language model series from Meta, which has been 896

used in various works. This series includes four 897

models with parameter sizes of 7B, 13B, 30B, and 898

65B (Touvron et al., 2023a). 899

LLaMA2 series: The new generation of the 900

LLaMA series, trained on a cleaner and larger 901

dataset. This series consists of three models with 902

parameter sizes of 7B, 13B, and 70B, each with 903

their corresponding chat versions (Touvron et al., 904

2023b). 905

ChatGPT series: Currently regarded as the 906

most powerful large language model series, de- 907

veloped by OpenAI. However, most models in this 908

series are accessible as pay-to-use, API-only mod- 909

els. For our experiments, we focused on two chat 910

versions from this series: ‘gpt-3.5-turbo-0613’ 911

(Ouyang et al., 2022) and ‘gpt-4-0613’ (OpenAI, 912

2023). 913

D.1 Implementation Details 914

For GPT series, we use the official Python API to 915

access the models. We set the temperature to 0 916

and maximum length to 256 for “Fill in the Blank” 917

questions and 10 for “True/False” and “Multiple 918

Choice” questions. Other hyper-parameters are 919

remained as default. 920

For other open-sourced models, we use the 921

transformers library (Wolf et al., 2020) to access 922

them. We do not fine-tune any of these models. 923

If the model creator provides the special genera- 924

tion function, such as “chat()” in the Baichuan2 925

series, we directly use it, otherwise we use the 926

“generate()” function. The hyper-parameters are 927

set to the same as the GPT series. 928

We use the same prompt for all the models, if the 929

model creator does not provide a suggested prompt. 930

In few-shot experiments, for each question, we 931

randomly select 5 exemplars having the same syn- 932

tactic knowledge point and question type as the 933

question has. 934

We run all the experiments with three random 935

seeds, which will affect the exemplars selected for 936

each question, and report the average results. The 937
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True/False

In the above sentence, the grammatical subject of “{verb_phrase}” is “{correct_answer}”.
<NEG> In the above sentence, the grammatical subject of “{verb_phrase}” is not “{correct_answer}”.
In the above sentence, the grammatical subject of “{verb_phrase}” is “{incorrect_answer}”.
<NEG> In the above sentence, the grammatical subject of “{verb_phrase}” is not “{incorrect_answer}”.

Multiple Choice

In the above sentence, which of the following is the grammatical subject of “{verb_phrase}”?
<option_A>:={correct_answer}

<option_B>:={incorrect_answer_1}

<option_C>:={incorrect_answer_2}

<option_D>:={incorrect_answer_3}

[Randomly shuffle the options]

Fill in the Blank

In the above sentence, the grammatical subject of “{verb_phrase}” is ____________.

Figure 5: Question templates used for generating questions for the grammatical subject knowledge point. The <NEG>
tag is used to indicate the negative form of the question, and will be removed when generating the question.

Syntactic Knowledge Points Abbr. #TF #MC #FITB #total Ratio (%)
Grammatical Subject GS 426,832 106,708 106,708 640,248 14.93
Subject Complement SC 59,984 14,996 14,996 89,976 2.10
Direct Object DO 261,320 65,330 65,330 391,980 9.14
Indirect Object IO 2,716 679 679 4,074 0.09
Main Verb Phrase MVP 750,852; 129,669 129,669 1,010,190 23.55
ADJectival modifier: ADJ 587,968 67,865 58,401 714,234 16.65
ADVerbial modifier (Adjunct) ADV 385,406 77,439 40,268 503,113 11.73
COordination CO 319,492 33,405 19,594 372,491 8.68
Prepositional Phrase Attachment PPA 375,576 93,894 93,894 563,364 13.13

Table 4: Syntactic knowledge points in our evaluation. :: We only consider post-modifier, such as relative clause
and reduced relative clause in this work. ;: The questions of main verb phrase in True/False are the same as those in
surface subject, subject complement, direct object, and indirect object, so we directly reuse the questions of these
four syntactic knowledge points and do not count them in the total number of questions.

only exception is that we only run with one random938

seed on the pay-to-use GPT models, due to the high939

price of using them.940

E Prompt Details941

E.1 General Prompt942

The general prompt for foundational models un-943

der zero-shot and few-shot settings is shown in944

Figure 6. For models like Falcon-Instruct and945

LLaMA2-Chat, which have their own special946

prompt format, we adjust the general prompt to947

fit their format accordingly.948

E.2 The Problem of CoT 949

Our decision to exclude the Chain of Thought 950

(CoT) (Wei et al., 2022) setting is grounded in 951

two primary reasons. Firstly, in most instances, dis- 952

cerning the syntactic structure of a sentence does 953

not require complex reasoning. Secondly, prelimi- 954

nary tests revealed that many models, particularly 955

the less complex ones, struggled to generate co- 956

herent chains of thought tailored to our syntactic 957

knowledge questions. Often, these models repeti- 958

tively produce phrases like "The object of the XXX 959

is YYY," extending up to the preset maximum gen- 960

eration length. 961
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True/False (Prompt for Fill in the Blank questions is similar to this)

The following are true or false questions, please answer them with “True” or “False”.\n
Sentence: <sentence>\n
Question: <question>\n
Answer: The answer is “

Multiple Choice

The following are multiple choice questions, please answer them with “A”, “B”, “C”, or “D”.\n
Sentence: <sentence>\n
Question: <question>\n
Options: \n A. <option_A>\n B. <option_B>\n C. <option_C>\n D. <option_D>\n
Answer: The answer is “

(a) General Prompt for Foundational Models under Zero-shot Setting

True/False (Prompt for Fill in the Blank questions is similar to this)

The following are true or false questions (with answers):\n
Sentence: <exemplars[1].sentence>\n
Question: <exemplars[1].question>\n
Answer: The answer is “<exemplars[1].answer>”\n
...[exemplars omitted for brevity]...
Sentence: <exemplars[k].sentence>\n
Question: <exemplars[k].question>\n
Answer: The answer is “<exemplars[k].answer>”\n
Sentence: <sentence>\n
Question: <question>\n
Answer: The answer is “

Multiple Choice

The following are multiple choice questions (with answers):\n
Sentence: <exemplars[1].sentence>\n
Question: <exemplars[1].question>\n
Options: \n A. <exemplars[1].option_A>\n B. <exemplars[1].option_B>\n

C. <exemplars[1].option_C>\n D. <exemplars[1].option_D>\n
Answer: The answer is “<exemplars[1].answer>”\n
...[exemplars omitted for brevity]...
Sentence: <exemplars[k].sentence>\n
Question: <exemplars[k].question>\n
Options: \n A. <exemplars[k].option_A>\n B. <exemplars[k].option_B>\n

C. <exemplars[k].option_C>\n D. <exemplars[k].option_D>\n
Answer: The answer is “<exemplars[k].answer>”\n
Sentence: <sentence>\n
Question: <question>\n
Options: \n A. <option_A>\n B. <option_B>\n C. <option_C>\n D. <option_D>\n
Answer: The answer is “

(b) General Prompt for Foundational Models under Few-shot Setting

Figure 6: Prompt templates used in this work.
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Model Creator #Parameters Open-sourced
Mistral series
Mistral-7B-v0.1

Mistral AI 7.24B ✓
Mistral-7B-Instruct-v0.1

Baichuan2 series
Baichuan2-7B-Base

Baichuan
7.51B

✓
Baichuan2-7B-Chat
Baichuan2-13B-Base

13.90B
Baichuan2-13B-Chat

Falcon series
falcon-rw-1b

TII

1.31B

✓

falcon-7b
6.92B

falcon-7b-instruct
falcon-40b

41.30B
falcon-40b-instruct

LLaMA series
llama-7b

Meta

6.78B

✓
llama-13b 13.02B
llama-30b 32.53B
llama-65b 65.29B

LLaMA2 series
llama-2-7b

Meta

6.74B

✓

llama-2-7b-chat
llama-2-13b

13.02B
llama-2-13b-chat
llama-2-70b

68.98B
llama-2-70b-chat

ChatGPT series
gpt-3.5-turbo-0613

OpenAI unknown ✗
gpt-4-0613

Table 5: Models evaluated in this work. “#Parameters” is the number of parameters of the model. “Open-sourced”
indicates whether the model is open sourced.

F Detailed Results962

The results of all the models under all the settings963

are shown in Table 6. The correlation between the964

difficulty metrics is shown in Table 7. The overall965

accuracy of each model under each zero-shot and966

few-shot setting is shown in Table 8 and Table 9,967

respectively. The detailed performance of each968

model under each zero-shot and few-shot setting is969

shown in Table 10 and Table 12, respectively.970

F.1 More Findings971

Parameter size impacts performance differently:972

The relationship between parameter size and973

model performance is depicted in Figure 7. Within974

individual families, there’s a general trend that975

aligns performance with parameter size: larger976

models tend to achieve better results. However,977

when comparing across different families, this cor-978

relation is not always consistent. For instance, the979

“Baichuan2 7B” model outperforms all 13B models980

in Multiple Choice questions.981

Inconsistent knowledge generalize across ques- 982

tion types: When we compare the metrics of 983

different question types, we can find that the knowl- 984

edge does not generalize well across different ques- 985

tion types. First, we observe that when the model 986

has a high performance on one question type, it 987

does not mean that it will also have a high per- 988

formance on other question types. For example, 989

as shown in Table 2, even when Baichuan2 13B 990

has outperformed random baseline by a large mar- 991

gin on Fill in the Blank questions, in which the 992

model is required to generate the text of the an- 993

swer, its OA on True/False questions is merely 2.05 994

higher than the random baseline. Second, we ob- 995

serve that the correlation between the performance 996

on different question types is not consistent. The 997

Kendall’s τ and Pearson’s r correlation coefficients 998

are shown in Table 7 in Appendix F. The results 999

indicate that correlations between the performance 1000

on True/False and other question types are all lower 1001

than 0.8, meaning that there is no strong correla- 1002

tion between the performance on True/False and 1003
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Zero-shot Few-shot
TF MC FITB OA TF MC FITB OA

Acc. Acc. Acc. F1 Acc. Acc. Acc. F1

Random 50.11 24.03 0.42 22.20 28.48 49.42 24.62 0.68 23.21 28.66
Mistral 7B 51.08 50.42 40.19 57.01 50.03 56.50 56.59 55.60 69.58 58.56
Baichuan2 7B 53.99 47.35 31.65 48.28 47.10 50.61 52.81 46.86 62.34 52.67
Baichuan2 13B 52.11 54.98 36.21 53.84 50.71 52.05 57.67 52.59 66.39 56.40
Falcon 1B 51.46 24.00 5.05 16.34 28.72 49.64 25.76 17.77 36.27 34.14
Falcon 7B 50.52 25.77 16.60 33.03 33.70 47.07 27.53 26.63 43.67 36.59
Falcon 40B 52.68 48.56 27.57 45.11 45.86 57.65 54.23 46.34 62.07 55.36
Llama 7B 49.20 30.88 23.79 40.33 37.38 48.35 33.61 37.47 53.92 42.55
Llama 13B 49.39 41.67 24.85 39.93 41.15 48.86 36.53 45.01 60.90 46.12
Llama 30B 55.96 43.91 33.88 50.03 47.27 50.89 48.62 55.18 69.87 54.01
Llama 65B 58.59 56.00 45.63 62.62 56.24 52.24 55.23 61.10 74.11 58.36
Llama2 7B 53.52 34.14 23.01 38.37 39.45 48.73 35.19 42.72 58.08 44.77
Llama2 13B 53.62 41.86 29.81 44.39 44.19 54.46 41.92 51.65 66.40 51.80
Llama2 70B 57.09 66.14 46.21 63.57 59.37 57.34 66.95 61.59 75.11 64.21
Mistral 7B (Instruct) 57.65 52.93 36.12 53.17 51.74 56.06 54.60 46.05 62.68 55.01
Baichuan2 7B (Chat) 49.77 45.49 24.27 43.21 43.00 55.15 54.26 44.47 63.22 54.42
Baichuan2 13B (Chat) 59.53 55.91 26.60 46.05 50.59 57.12 57.46 44.69 60.83 55.78
Falcon 7B (Instruct) 51.55 27.63 11.94 23.71 32.34 53.65 28.59 19.19 36.01 36.61
Falcon 40B (Instruct) 58.03 48.37 29.22 45.65 47.95 55.77 53.71 46.22 62.39 54.59
Llama2 7B (Chat) 54.74 45.40 21.36 38.72 43.39 52.14 48.68 29.64 47.78 46.51
Llama2 13B (Chat) 57.00 47.91 26.12 45.42 46.89 51.83 51.47 44.47 62.22 52.21
Llama2 70B (Chat) 57.00 61.58 42.33 60.30 56.63 60.09 68.65 55.86 70.63 64.00
GPT3.5 59.53 58.70 55.34 71.44 60.54 63.38 73.58 57.28 72.36 67.26
GPT4 81.88 88.19 63.98 77.78 80.32 88.83 92.28 69.32 83.10 85.77

Table 6: Main results of our evaluation.
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Figure 7: The performance of models with different
sizes.

other question types. A typical example is that the 1004

Chat/Instruct versions have a higher accuracy on 1005

True/False and multiple choice questions than its 1006

foundation versions, but a lower accuracy on Fill 1007

in the Blank. 1008
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Zero-shot Few-shot
TF MC FITB TF MC FITB

Acc. Acc. Acc. F1 Acc. Acc. Acc. F1

Kendall

TF Acc. 0.560 0.480 0.516 0.674 0.490 0.471
MC Acc. 0.560 0.746 0.797 0.674 0.672 0.681

FITB Acc. 0.480 0.746 0.920 0.490 0.672 0.875
F1 0.516 0.797 0.920 0.471 0.681 0.875

Pearson

TF Acc. 0.798 0.698 0.671 0.798 0.698 0.671
MC Acc. 0.798 0.908 0.918 0.798 0.908 0.918

FITB Acc. 0.698 0.908 0.988 0.698 0.908 0.988
F1 0.671 0.918 0.988 0.671 0.918 0.988

Table 7: The correlation coefficient between the metrics.

Models GS SC DO IO MVP ADJ ADV PPA CO
Mistral 7B 58.75 53.49 54.71 60.79 50.11 47.73 43.97 30.87 56.69
Baichuan2 7B 53.98 44.82 49.56 68.57 52.49 46.23 43.77 26.83 49.31
Baichuan2 13B 57.62 53.99 57.75 63.03 54.13 45.90 47.52 26.93 56.70
Falcon 1B 28.85 28.48 29.90 37.50 27.61 25.90 27.50 26.42 32.77
Falcon 7B 35.76 33.67 33.81 52.65 35.58 32.14 27.77 24.85 40.20
Falcon 40B 53.06 43.30 48.41 62.22 51.72 48.00 42.17 33.25 40.94
Llama 7B 39.23 43.47 41.45 47.11 37.80 33.91 36.47 25.07 37.91
Llama 13B 46.42 42.86 48.42 53.45 39.05 44.13 36.71 29.96 39.62
Llama 30B 57.90 51.37 53.99 58.89 48.11 44.74 37.70 34.27 48.09
Llama 65B 59.73 57.59 62.67 65.48 55.51 55.72 47.31 44.69 62.92
Llama2 7B 47.99 45.29 43.57 52.32 44.71 33.50 35.44 26.49 36.15
Llama2 13B 55.20 43.77 50.15 63.44 50.00 37.22 35.81 29.19 45.87
Llama2 70B 62.02 57.90 64.53 72.64 57.67 60.29 61.28 42.91 62.85
Mistral 7B (Instruct) 59.46 49.23 61.97 57.12 57.44 48.09 47.89 32.24 52.00
Baichuan2 7B (Chat) 50.73 35.75 46.48 40.47 48.17 47.70 40.98 28.47 41.16
Baichuan2 13B (Chat) 59.22 51.42 56.07 56.29 49.48 46.14 48.24 32.81 58.45
Falcon 7B (Instruct) 37.23 36.31 36.82 38.53 28.40 27.81 26.08 25.93 40.27
Falcon 40B (Instruct) 57.71 46.20 50.68 61.52 52.76 44.98 44.36 29.49 50.59
Llama2 7B (Chat) 53.80 45.86 48.35 51.16 51.45 31.96 40.10 26.54 46.54
Llama2 13B (Chat) 51.17 48.75 52.80 59.13 49.94 42.99 40.10 30.32 53.41
Llama2 70B (Chat) 66.16 44.49 65.04 61.90 61.98 54.60 52.06 46.36 56.30
GPT3.5 72.84 66.69 64.82 68.66 62.00 66.41 55.18 42.40 55.41
GPT4 87.08 86.74 82.25 88.33 81.93 89.58 66.70 75.44 74.47
Avg. 53.41 47.43 51.48 57.10 49.00 45.26 42.22 33.21 48.59

Table 8: Overall performance of each model under Zero-shot setting at the knowledge point level.
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Models GS SC DO IO MVP ADJ ADV PPA CO
Mistral 7B 62.81 57.68 63.22 68.76 59.66 64.06 55.13 38.26 60.74
Baichuan2 7B 56.62 52.26 55.01 56.16 53.83 59.92 51.21 30.78 55.95
Baichuan2 13B 59.61 58.66 61.41 67.90 60.68 62.15 54.39 30.45 55.96
Falcon 1B 28.29 36.99 33.08 28.41 33.25 37.22 33.99 28.12 40.08
Falcon 7B 33.73 38.06 39.42 35.47 36.01 45.08 31.64 29.25 37.12
Falcon 40B 61.38 55.45 57.21 64.90 60.36 60.11 50.36 36.05 55.71
Llama 7B 40.42 47.52 47.38 45.25 40.48 51.53 40.38 26.45 43.71
Llama 13B 46.01 47.98 52.27 53.07 48.74 53.04 40.58 31.43 43.85
Llama 30B 60.55 52.63 55.79 72.41 56.16 60.04 53.88 34.72 52.21
Llama 65B 63.42 60.58 62.67 71.35 59.34 65.38 56.15 39.86 55.27
Llama2 7B 45.30 50.25 45.07 49.00 46.69 54.98 44.43 25.05 42.70
Llama2 13B 54.74 57.55 53.84 56.34 52.29 58.58 49.52 34.10 51.52
Llama2 70B 70.83 65.67 63.36 82.20 65.59 74.58 61.82 44.54 60.68
Mistral 7B (Instruct) 61.89 52.80 60.76 55.42 53.42 58.51 58.19 33.16 56.21
Baichuan2 7B (Chat) 58.26 50.67 56.51 51.37 55.13 62.64 54.37 37.64 54.74
Baichuan2 13B (Chat) 63.81 58.52 59.97 65.04 57.31 61.78 50.79 33.13 56.05
Falcon 7B (Instruct) 35.79 39.01 40.74 38.53 36.79 40.27 35.12 25.53 37.17
Falcon 40B (Instruct) 57.50 56.17 57.40 58.26 60.78 62.55 49.54 36.55 51.67
Llama2 7B (Chat) 51.69 48.54 52.23 47.51 51.86 46.86 43.13 27.96 46.09
Llama2 13B (Chat) 55.24 57.20 52.92 57.10 54.82 58.84 51.04 32.75 50.67
Llama2 70B (Chat) 68.86 56.22 67.14 68.76 70.36 75.04 60.00 49.72 56.33
GPT3.5 75.95 69.93 70.55 80.42 69.94 70.57 62.98 58.94 58.71
GPT4 89.74 86.70 86.99 96.67 85.29 92.44 73.55 81.50 87.63
Avg. 55.44 53.58 55.23 58.35 54.00 58.53 49.65 36.43 51.62

Table 9: Overall performance of each model under Few-shot setting at the knowledge point level.
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Q. Types Models GS SC DO IO MVP ADJ ADV PPA CO

TF (Acc.)

Mistral 7B 56.15 56.15 53.33 40.00 54.09 49.73 40.00 50.91 55.76
Baichuan2 7B 56.92 46.15 57.33 70.00 54.77 49.73 56.97 53.64 53.94
Baichuan2 13B 61.54 56.92 59.33 43.33 58.18 48.65 48.48 40.00 51.52
Falcon 1B 50.77 42.31 52.00 60.00 49.32 50.81 51.52 45.45 61.82
Falcon 7B 50.77 49.23 50.67 46.67 50.00 42.16 41.21 49.09 71.52
Falcon 40B 60.00 47.69 56.67 60.00 55.23 47.03 58.18 51.82 47.27
Llama 7B 50.00 41.54 46.00 50.00 46.14 46.49 53.94 47.27 56.97
Llama 13B 55.38 43.85 52.67 50.00 50.68 50.81 38.18 49.09 55.76
Llama 30B 53.08 66.92 65.33 46.67 60.91 52.43 55.76 49.09 51.52
Llama 65B 56.15 58.46 62.00 73.33 60.00 45.41 51.52 64.55 72.73
Llama2 7B 60.00 47.69 56.67 60.00 55.23 50.27 60.00 51.82 47.27
Llama2 13B 66.92 50.00 55.33 63.33 57.73 49.19 49.09 47.27 56.36
Llama2 70B 62.31 53.08 62.67 66.67 60.00 54.59 60.61 51.82 52.12
Mistral 7B (Instruct) 63.85 55.38 63.33 66.67 61.36 51.89 54.55 59.09 56.36
Baichuan2 7B (Chat) 48.46 50.77 63.33 60.00 55.00 52.97 50.30 46.36 33.94
Baichuan2 13B (Chat) 69.23 56.92 63.33 73.33 63.86 53.51 62.42 55.45 54.55
Falcon 7B (Instruct) 49.23 46.92 52.67 56.67 50.23 45.95 41.21 50.00 72.73
Falcon 40B (Instruct) 62.31 53.08 58.00 63.33 58.18 48.65 60.00 50.00 71.52
Llama2 7B (Chat) 66.92 50.00 57.33 66.67 58.64 41.62 52.73 50.91 63.64
Llama2 13B (Chat) 59.23 53.85 60.00 63.33 58.18 48.11 49.70 57.27 70.91
Llama2 70B (Chat) 59.23 64.62 66.67 53.33 62.95 45.41 61.82 61.82 46.06
GPT3.5 74.62 66.92 64.67 76.67 69.09 50.27 61.82 53.64 46.06
GPT4 90.77 92.31 85.33 80.00 88.64 82.70 75.15 88.18 65.45

MC (Acc.)

Mistral 7B 59.05 47.06 58.62 65.00 48.82 53.33 60.00 22.00 46.25
Baichuan2 7B 58.10 42.35 51.72 50.00 51.76 50.91 55.20 17.00 43.12
Baichuan2 13B 55.24 50.59 67.59 75.00 61.76 51.52 60.00 25.00 54.37
Falcon 1B 27.62 25.88 22.76 35.00 20.00 20.61 20.00 32.00 26.25
Falcon 7B 26.67 21.18 21.38 40.00 27.65 33.33 25.60 19.00 24.38
Falcon 40B 59.05 36.47 49.66 45.00 52.35 53.94 52.80 35.00 43.12
Llama 7B 32.38 32.94 37.24 15.00 24.12 32.12 38.40 21.00 31.25
Llama 13B 38.10 41.18 48.28 40.00 40.59 45.45 52.80 28.00 35.62
Llama 30B 65.71 35.29 47.59 55.00 34.71 49.70 50.40 35.00 33.75
Llama 65B 61.90 56.47 66.90 60.00 55.88 62.42 61.60 40.00 40.62
Llama2 7B 44.76 36.47 35.86 25.00 31.76 33.94 36.80 22.00 33.75
Llama2 13B 51.43 30.59 50.34 40.00 40.59 51.52 44.80 27.00 32.50
Llama2 70B 80.95 60.00 75.17 80.00 63.53 70.91 70.40 45.00 57.50
Mistral 7B (Instruct) 60.00 40.00 70.34 50.00 62.94 51.52 60.80 28.00 40.00
Baichuan2 7B (Chat) 53.33 30.59 48.28 30.00 54.12 47.88 52.80 25.00 43.12
Baichuan2 13B (Chat) 59.05 61.18 73.10 45.00 54.12 50.30 60.80 28.00 58.13
Falcon 7B (Instruct) 29.52 38.82 31.03 25.00 25.88 25.45 28.00 19.00 26.88
Falcon 40B (Instruct) 62.86 38.82 52.41 35.00 54.71 49.70 53.60 29.00 41.88
Llama2 7B (Chat) 51.43 50.59 56.55 35.00 52.94 39.39 54.40 21.00 36.25
Llama2 13B (Chat) 49.52 48.24 55.86 45.00 51.76 47.88 55.20 25.00 44.38
Llama2 70B (Chat) 76.19 36.47 76.55 55.00 67.06 63.64 64.80 51.00 48.75
GPT3.5 69.52 65.88 71.03 75.00 57.65 60.00 59.20 27.00 53.75
GPT4 91.43 91.76 88.97 95.00 90.59 94.55 78.40 86.00 82.50

Table 10: Performance of each model under Zero-shot setting at the knowledge point level.

19



continued from previous page
Q. Types Models GS SC DO IO MVP ADJ ADV PPA CO

FITB (Acc.)

Mistral 7B 56.19 49.41 41.38 75.00 37.06 28.15 26.96 13.00 60.00
Baichuan2 7B 41.90 36.47 28.97 85.00 41.76 26.67 12.17 6.00 41.94
Baichuan2 13B 51.43 48.24 35.17 70.00 28.24 27.41 27.83 9.00 56.13
Falcon 1B 3.81 9.41 6.21 15.00 8.24 1.48 6.09 0.00 3.23
Falcon 7B 25.71 22.35 17.93 70.00 18.82 12.59 10.43 2.00 14.19
Falcon 40B 32.38 40.00 28.97 80.00 37.06 33.33 10.43 8.00 18.71
Llama 7B 30.48 48.24 30.34 75.00 34.12 12.59 11.30 3.00 14.19
Llama 13B 40.00 36.47 33.10 70.00 18.82 25.93 13.91 9.00 18.71
Llama 30B 50.48 45.88 39.31 75.00 35.88 23.70 2.61 14.00 48.39
Llama 65B 57.14 48.24 50.34 60.00 37.65 49.63 21.74 23.00 67.74
Llama2 7B 33.33 43.53 27.59 70.00 36.47 8.15 5.22 3.00 18.71
Llama2 13B 41.90 43.53 34.48 85.00 41.76 5.19 9.57 8.00 40.00
Llama2 70B 34.29 52.94 46.21 70.00 38.82 44.44 45.22 23.00 72.90
Mistral 7B (Instruct) 49.52 42.35 41.38 50.00 37.06 31.11 22.61 5.00 50.32
Baichuan2 7B (Chat) 45.71 17.65 16.55 25.00 25.29 29.63 16.52 5.00 32.90
Baichuan2 13B (Chat) 43.81 25.88 19.31 40.00 17.06 24.44 17.39 7.00 52.26
Falcon 7B (Instruct) 28.57 15.29 17.24 30.00 5.88 4.44 5.22 6.00 13.55
Falcon 40B (Instruct) 41.90 40.00 31.03 85.00 34.71 25.19 13.91 7.00 29.03
Llama2 7B (Chat) 37.14 27.06 19.31 45.00 31.76 6.67 7.83 6.00 27.74
Llama2 13B (Chat) 38.10 34.12 30.34 65.00 28.24 20.00 10.43 5.00 32.90
Llama2 70B (Chat) 59.05 23.53 38.62 75.00 43.53 44.44 24.35 18.00 66.45
GPT3.5 70.48 60.00 48.97 45.00 47.65 84.44 40.00 36.00 56.77
GPT4 77.14 70.59 64.83 90.00 54.71 88.15 42.61 40.00 67.74

FITB (F1)

Mistral 7B 65.89 65.08 62.94 79.76 57.80 52.09 36.87 26.43 76.15
Baichuan2 7B 51.96 55.45 50.30 86.43 60.13 49.43 26.12 13.72 59.78
Baichuan2 13B 60.73 60.66 57.46 71.53 56.64 47.69 40.30 22.55 72.29
Falcon 1B 12.52 25.10 23.69 20.02 18.78 11.06 15.88 3.64 17.25
Falcon 7B 33.97 38.85 40.83 72.54 39.38 29.25 22.54 10.89 35.22
Falcon 40B 47.88 51.47 48.87 83.33 58.11 52.75 20.61 17.84 46.14
Llama 7B 40.16 63.60 51.87 77.68 52.17 33.68 22.81 10.89 36.84
Llama 13B 51.55 50.66 55.55 70.70 32.96 46.33 24.41 16.57 36.24
Llama 30B 59.33 57.89 58.81 75.00 61.54 40.46 11.26 23.45 69.61
Llama 65B 65.14 67.44 67.90 66.21 63.67 69.04 35.91 36.04 83.07
Llama2 7B 45.10 59.88 48.80 73.93 57.79 24.42 13.83 8.32 36.15
Llama2 13B 52.58 57.89 55.05 89.00 61.61 16.70 17.52 18.58 57.50
Llama2 70B 51.31 68.31 65.29 72.50 60.14 66.27 60.46 40.82 84.93
Mistral 7B (Instruct) 59.57 62.23 63.10 59.38 58.95 50.62 34.04 14.26 68.94
Baichuan2 7B (Chat) 55.06 34.13 39.11 37.85 45.48 54.84 23.13 23.12 59.95
Baichuan2 13B (Chat) 54.97 46.45 44.24 61.08 43.88 44.78 25.62 22.94 73.11
Falcon 7B (Instruct) 37.32 31.05 36.29 37.86 12.28 19.61 12.83 11.55 28.87
Falcon 40B (Instruct) 54.05 53.41 52.21 87.43 56.06 48.00 25.05 11.93 47.74
Llama2 7B (Chat) 48.97 46.90 43.00 58.62 53.80 23.04 18.53 9.41 51.70
Llama2 13B (Chat) 51.43 54.21 54.72 73.10 51.53 45.95 20.38 12.36 56.97
Llama2 70B (Chat) 67.04 41.24 65.19 79.72 68.31 65.06 34.78 34.51 81.76
GPT3.5 78.30 74.54 68.57 63.65 70.87 93.46 49.06 57.14 76.05
GPT4 80.93 81.69 80.07 90.00 78.42 94.81 50.48 64.29 83.19

Table 11: Performance of each model under Zero-shot setting at the knowledge point level (Continued).
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Q. Types Models GS SC DO IO MVP ADJ ADV PPA CO

TF (Acc.)

Mistral 7B 55.38 53.59 57.78 52.22 55.45 54.23 53.13 57.58 64.44
Baichuan2 7B 52.82 49.23 50.22 53.33 50.91 49.73 46.67 48.79 55.96
Baichuan2 13B 52.82 50.77 52.89 62.22 52.88 50.81 51.52 48.48 54.14
Falcon 1B 40.51 50.26 47.78 38.89 45.76 50.09 41.62 50.61 66.87
Falcon 7B 47.18 51.03 46.44 46.67 48.03 46.49 44.44 48.79 46.67
Falcon 40B 56.67 57.95 58.22 64.44 58.11 51.53 53.94 54.24 69.29
Llama 7B 46.92 48.46 51.11 50.00 49.02 46.49 42.22 47.27 55.56
Llama 13B 45.38 56.15 50.67 62.22 51.52 46.85 46.67 47.58 47.07
Llama 30B 55.64 51.03 53.33 60.00 53.79 46.13 53.33 48.48 47.68
Llama 65B 55.90 51.28 55.56 56.67 54.47 52.25 52.32 47.58 49.29
Llama2 7B 45.64 52.82 50.67 57.78 50.30 46.85 46.46 46.97 50.10
Llama2 13B 54.62 56.41 56.44 61.11 56.21 50.09 56.57 46.36 57.98
Llama2 70B 61.79 57.95 54.44 71.11 58.79 58.74 59.39 56.97 50.10
Mistral 7B (Instruct) 59.23 51.28 51.33 53.33 53.79 51.89 58.79 52.12 66.67
Baichuan2 7B (Chat) 50.26 52.56 53.33 53.33 52.20 57.48 51.52 59.39 61.21
Baichuan2 13B (Chat) 60.26 54.10 60.00 58.89 58.26 54.77 51.72 57.58 61.82
Falcon 7B (Instruct) 53.33 51.79 55.78 55.56 53.86 49.19 53.74 45.15 63.64
Falcon 40B (Instruct) 54.87 59.49 57.56 61.11 57.58 50.45 47.47 52.42 67.47
Llama2 7B (Chat) 51.28 50.51 57.11 52.22 53.11 51.35 45.66 51.52 57.37
Llama2 13B (Chat) 51.54 52.82 49.33 45.56 50.76 52.43 49.90 55.45 53.54
Llama2 70B (Chat) 62.31 60.00 62.22 62.22 61.59 63.96 66.87 59.39 45.45
GPT3.5 68.46 56.92 68.67 80.00 65.91 68.11 64.85 60.00 52.12
GPT4 87.69 93.08 92.67 90.00 91.14 89.19 83.64 86.36 89.09

MC (Acc.)

Mistral 7B 66.98 58.43 71.95 68.33 62.16 53.54 63.47 24.00 45.62
Baichuan2 7B 62.54 52.55 67.13 41.67 59.61 48.89 57.60 22.67 46.88
Baichuan2 13B 64.13 60.00 77.47 61.67 69.22 55.76 58.40 21.00 45.83
Falcon 1B 27.94 27.45 27.82 26.67 19.61 26.87 28.27 26.33 24.58
Falcon 7B 29.84 30.98 29.66 15.00 25.10 28.28 26.67 27.00 26.67
Falcon 40B 67.94 52.55 60.23 56.67 61.57 55.35 58.13 32.00 42.29
Llama 7B 29.21 42.75 41.61 25.00 25.88 33.13 40.80 21.33 36.25
Llama 13B 33.65 40.00 51.03 26.67 38.24 35.96 37.33 23.00 31.25
Llama 30B 60.63 44.31 59.54 76.67 52.55 47.47 50.93 24.00 40.21
Llama 65B 66.35 63.92 70.34 75.00 55.88 54.34 57.87 32.00 39.79
Llama2 7B 39.05 38.04 34.71 11.67 37.65 40.00 44.53 15.67 31.88
Llama2 13B 46.98 49.02 51.03 30.00 44.31 41.21 46.13 24.33 33.96
Llama2 70B 80.00 69.41 76.32 88.33 68.63 75.76 65.33 35.67 55.83
Mistral 7B (Instruct) 66.35 47.06 72.64 45.00 57.65 52.73 62.13 35.00 40.83
Baichuan2 7B (Chat) 66.35 47.45 66.44 41.67 63.73 51.52 61.87 30.67 42.08
Baichuan2 13B (Chat) 70.16 61.57 73.79 76.67 58.24 63.23 60.27 23.67 41.87
Falcon 7B (Instruct) 27.30 33.33 29.43 21.67 30.78 30.10 28.80 19.33 28.75
Falcon 40B (Instruct) 60.63 54.12 63.45 36.67 62.35 57.58 56.80 32.67 39.79
Llama2 7B (Chat) 53.33 56.08 62.30 31.67 56.27 45.86 54.40 24.67 36.88
Llama2 13B (Chat) 55.87 59.61 61.15 46.67 55.88 49.49 61.60 24.00 42.71
Llama2 70B (Chat) 79.05 51.37 82.07 66.67 80.59 74.55 70.67 51.00 49.79
GPT3.5 82.86 85.88 81.38 80.00 76.47 72.12 68.00 64.00 61.88
GPT4 95.24 92.94 94.48 100.00 91.76 95.15 81.60 95.00 91.25

Table 12: Performance of each model under Few-shot setting at the knowledge point level.
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continued from previous page
Q. Types Models GS SC DO IO MVP ADJ ADV PPA CO

FITB (Acc.)

Mistral 7B 62.22 53.33 49.20 85.00 53.33 79.26 40.87 28.67 64.73
Baichuan2 7B 50.79 46.27 35.86 71.67 41.37 74.57 42.03 17.67 55.91
Baichuan2 13B 58.41 56.86 44.14 76.67 51.37 72.84 46.09 17.33 62.15
Falcon 1B 10.79 22.35 11.26 15.00 24.71 21.98 22.90 4.67 19.35
Falcon 7B 19.05 21.57 31.03 43.33 26.27 50.12 15.94 9.00 27.53
Falcon 40B 54.60 45.88 42.30 71.67 52.94 64.94 31.59 17.00 47.74
Llama 7B 39.05 41.57 38.16 60.00 36.27 66.91 31.30 8.00 29.89
Llama 13B 54.92 36.47 43.45 68.33 47.65 69.63 28.99 19.67 44.95
Llama 30B 62.54 55.29 42.99 80.00 53.33 81.23 48.99 25.33 61.08
Llama 65B 65.08 60.39 51.95 80.00 59.02 85.19 51.88 34.00 70.54
Llama2 7B 47.30 51.37 38.62 75.00 43.53 70.62 34.20 9.33 37.20
Llama2 13B 58.41 60.00 43.68 76.67 47.06 79.26 38.84 25.67 53.98
Llama2 70B 66.98 63.53 49.43 86.67 60.00 85.43 53.91 34.00 69.46
Mistral 7B (Instruct) 56.19 51.76 46.67 63.33 37.84 62.96 47.54 7.33 51.18
Baichuan2 7B (Chat) 51.75 43.14 36.09 53.33 36.27 71.85 42.32 16.33 51.61
Baichuan2 13B (Chat) 56.19 52.16 34.25 56.67 45.69 58.27 32.75 13.00 57.42
Falcon 7B (Instruct) 21.59 20.00 25.75 33.33 18.04 29.38 15.36 8.67 11.18
Falcon 40B (Instruct) 52.70 45.10 39.77 75.00 52.94 72.59 36.81 19.33 38.71
Llama2 7B (Chat) 46.35 29.41 25.52 51.67 37.45 31.60 22.03 5.67 30.32
Llama2 13B (Chat) 53.33 49.02 35.86 76.67 46.47 66.42 35.36 15.33 44.09
Llama2 70B (Chat) 60.95 47.84 46.21 76.67 59.22 82.22 37.10 31.00 66.45
GPT3.5 73.33 60.00 50.34 80.00 55.88 68.15 48.70 42.00 56.77
GPT4 85.71 67.06 64.83 100.00 61.76 89.63 46.96 54.00 76.77

FITB (F1)

Mistral 7B 69.88 68.68 70.67 86.43 69.39 89.55 56.73 37.77 79.56
Baichuan2 7B 58.21 63.73 59.48 75.32 60.55 87.72 56.68 24.11 74.12
Baichuan2 13B 65.34 73.57 63.59 82.97 68.51 86.94 60.42 26.39 73.68
Falcon 1B 22.08 44.16 36.04 24.34 44.04 47.40 41.26 10.19 38.22
Falcon 7B 29.30 42.78 53.30 46.13 43.54 70.83 31.70 14.95 48.50
Falcon 40B 64.48 65.80 64.04 75.53 69.86 81.92 46.41 26.82 63.32
Llama 7B 51.22 61.15 60.71 61.47 56.79 83.01 44.91 13.51 48.76
Llama 13B 63.06 59.10 66.75 72.32 65.32 83.01 46.47 27.75 61.49
Llama 30B 68.21 69.83 66.01 81.11 70.97 91.82 65.75 38.03 76.42
Llama 65B 70.96 72.70 72.25 84.76 76.30 93.89 64.65 45.98 82.93
Llama2 7B 55.10 68.43 61.03 80.12 60.71 85.55 50.38 15.70 55.05
Llama2 13B 66.83 74.46 64.38 79.15 65.60 89.59 52.89 37.56 71.24
Llama2 70B 74.40 75.79 69.19 87.62 78.69 93.04 67.53 47.96 82.72
Mistral 7B (Instruct) 63.98 68.35 69.96 72.52 59.81 78.84 59.73 17.40 71.09
Baichuan2 7B (Chat) 64.62 60.88 63.41 64.92 62.66 86.02 57.14 29.36 70.24
Baichuan2 13B (Chat) 65.83 67.63 58.01 62.46 65.21 76.41 48.05 23.29 71.48
Falcon 7B (Instruct) 31.87 43.82 48.30 43.40 33.39 53.66 30.28 15.52 27.05
Falcon 40B (Instruct) 61.28 64.69 62.65 79.03 71.88 86.67 51.90 29.79 56.75
Llama2 7B (Chat) 54.53 48.64 49.07 65.60 54.98 55.16 36.66 9.73 57.70
Llama2 13B (Chat) 63.30 69.30 60.70 81.48 69.20 82.75 47.87 22.27 67.45
Llama2 70B (Chat) 69.48 66.73 68.07 78.10 78.56 90.97 47.84 46.54 81.03
GPT3.5 79.74 73.95 72.89 82.50 78.98 74.84 63.50 63.67 67.47
GPT4 86.88 81.12 82.83 100.00 84.16 96.30 63.84 72.29 88.30

Table 13: Performance of each model under Few-shot setting at the knowledge point level (Continued).

22



20

30

40

50

60

70

+7.39

+8.18

+5.43
+12.97

+1.63

+2.29

+10.82

+22.95

+3.63
+6.48

+8.56
+19.26

20

30

40

50

60

70

+9.16

+4.77

+4.03
+11.20

+8.18-0.51

+7.00

+19.50

+8.33

+5.62

-5.54

+30.18

0 0.44 0.88 1.32 1.76 2.20 2.64
20

30

40

50

60

70

Training Tokens (T)

-0.32

+3.13

+2.03 +14.44

0 0.44 0.88 1.32 1.76 2.20 2.64
Training Tokens (T)

+3.74
-1.27

+6.15
+15.74

0 0.44 0.88 1.32 1.76 2.20 2.64
Training Tokens (T)

7B
13B

Random

+0.09

+1.44

-0.22 -2.97

CO MVP GS

SC DO IO

ADJ ADV PPA

Figure 8: The overall scores of BaiChuan-2 intermediate checkpoints under Zero-shot setting with different numbers
of training tokens.
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