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Abstract001

This study presents WrAFT, a Writing002
Assessment and Feedback Tool, that delivers003
both accurate and reliable scores and effective004
comprehensive feedback to argumentative es-005
says. WrAFT adopts a modular design by di-006
viding the automated writing evaluation (AWE)007
tasks into scoring, surface-level feedback and008
deep-level feedback modules. In building the009
system, we evaluated various large language010
models (LLMs), including LLaMA-3.3-70B-011
Instruct, GPT-4o, and Claude 3.7, through012
both direct prompting and supervised fine-013
tuning approaches. A proprietary dataset of014
480 TOEFL Independent Writing essays with015
official benchmark scores was utilized. Our016
evaluation demonstrates that WrAFT achieves017
state-of-the-art performance in scoring with018
a quadratic weighted kappa (QWK) of 0.84019
and an root mean square error (RMSE) of 0.44020
against benchmark scores on a score scale of021
0-5. System-generated feedback also receives022
high approval ratings from human evaluators023
(96.14% for surface-level, 93.03% for deep-024
level macro feedback, and 94.69% for deep-025
level micro feedback). An interactive user in-026
terface has been developed for the system, pub-027
licly available and free to use.028

1 Introduction029

Argumentative writing is emphasized in secondary030

and post-secondary curricula as it fosters higher-031

order thinking (Graff, 2003; Kuhn, 2005). Assess-032

ing such open-ended writing reliably, however, is033

a notoriously difficult task for human raters: it de-034

mands considerable time, and even trained evalua-035

tors can exhibit subjective biases and inconsistency036

in their judgments (Shermis and Burstein, 2003).037

Automated writing evaluation (AWE) systems have038

thus emerged as a promising solution to score and039

provide feedback on student essays at scale.040

Traditional AWE systems have mostly focused041

on scoring (Li and Ng, 2024), either through lin-042

guistic features, shallow text similarity measures043

(Li and Wu, 2023) or through neural network ap- 044

proaches to model input essays, giving grades 045

based on a single vector representation of the essay 046

(Dong et al., 2017; Jin et al., 2018). Though some 047

of the systems demonstrated satisfactory scoring 048

agreements with human raters, such as e-Rater1, the 049

scoring engine of Criterion, Education Testing Ser- 050

vice’s (ETS) AWE tool for GRE and TOEFL writ- 051

ing (Attali and Burstein, 2006), they often failed 052

to capture higher-order thinking in writing such as 053

coherence or argumentation. 054

The emergence of powerful large language mod- 055

els (LLMs) opens the door to AWE systems that not 056

only predict a score but also give rich explanatory 057

feedback on content. However, a comprehensive re- 058

view of AWE research by Li and Ng (2024) shows 059

that in recent years, this area of research seems to 060

be narrowly focused on developing a sophisticated 061

model that can beat competing models in scoring 062

a standard evaluation dataset, such as the Auto- 063

mated Student Assessment Prize (ASAP2) and the 064

Cambridge Learner Corpus-First Certificate in En- 065

glish exam (CLCFCE; Yannakoudakis et al., 2024), 066

while there is a lack of feedback generation and 067

validation. Li and Ng (2024) proposes that there 068

should be different layers to AWE systems, includ- 069

ing holistic or trait-specific scores, written feed- 070

back, and essays revised by experts. This proposal 071

coincides with the need for comprehensive feed- 072

back stressed by second language writing research, 073

which typically includes both corrective edits to 074

surface-level errors in grammar, wording and me- 075

chanics, and deep-level feedback comments on is- 076

sues such as organization, coherence and argumen- 077

tation (Bitchener and Knoch, 2008). While some 078

researchers caution against the potential cognitive 079

overload that comprehensive feedback might im- 080

pose on learners (Truscott, 1996), comprehensive 081

1https://www.ets.org/erater/about.html
2https://www.kaggle.com/datasets/lburleigh/

asap-2-0
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feedback remains a prevalent pedagogical practice082

in language education, as learners may selectively083

attend to aspects they find most relevant. How-084

ever, existing AWE systems tend to provide ei-085

ther surface-level feedback, such as grammar error086

correction (GEC) systems (Imamura et al., 2012;087

Bryant et al., 2017; Rozovskaya and Roth, 2019;088

Grundkiewicz and Junczys-Dowmunt, 2019), or089

deep-level feedback in a generic manner (e.g., only090

pointing out that “the essay could use a clearer the-091

sis and more examples”) (Liu and Kunnan, 2015;092

Ranalli and Yamashita, 2021). In addition, feed-093

back comments are frequently consolidated in stan-094

dalone paragraphs separate from the essay text, as095

observed in (Stahl et al., 2024), which makes it in-096

convenient for users to associate the feedback with097

specific elements of their writing.098

In this study, we built an LLM-based AWE sys-099

tem for argumentative essays that provides accurate100

and reliable scoring and comprehensive feedback101

through an interactive UI. Drawing on the first two102

layers proposed by Li and Ng (2024), we adopted103

a modular architecture with separate modules for104

scoring, surface-level feedback and deep-level feed-105

back. For this research, we obtained from Educa-106

tion Testing Service (ETS) a proprietary dataset107

of 480 TOEFL Independent Writing essays with108

benchmark scores on the original scale of 0-5. The109

contribution of our research is as follows:110

• We are the first to utilize a proprietary TOEFL111

writing dataset in building an AWE system112

that delivers both accurate and reliable scores113

aligned with ETS benchmarks and compre-114

hensive feedback. The scoring module of the115

system achieves state-of-the-art (SOTA) per-116

formance with a QWK of 0.84 and an RMSE117

of 0.44 on a 0-5 score scale .118

• We show that for feedback generation, a task119

with non-deterministic output, supervised fine-120

tuning was less effective than directly prompt-121

ing SOTA LLMs to elicit feedback on specific122

traits/aspects in writing.123

• Human validation of the comprehensive feed-124

back generated by our system suggests highly125

satisfactory performance in correcting surface-126

level grammatical and mechanical errors, as127

well as in commenting on macro structure and128

micro aspects including context-dependent129

grammar, clarity, coherence, argumentation,130

and formality.131

• We built an interactive user interface to visu- 132

alize comprehensive feedback through in-line 133

corrective edits and anchored comments. 134

2 Related work 135

2.1 Early automated writing evaluation 136

Automated writing evaluation (AWE) is defined 137

as “the process of evaluating and scoring written 138

prose via computer programs” (Shermis and Wil- 139

son, 2024, p.1), which includes for the dual tasks 140

of scoring and feedback. AWE has a long history 141

in NLP and education research, dating back to the 142

seminal work of Page (1967) who first outlined 143

the possibility of grading essays by computer and 144

developed Project Essay Grade (Page, 2003). Early 145

AWE systems focused primarily on essay scoring. 146

Some of these systems adopt machine learning ap- 147

proaches that either target specific textual features, 148

such as grammar or lexical sophistication, or focus 149

on semantic similarity using techniques like latent 150

semantic analysis. For instance, E-rater (Attali and 151

Burstein, 2006) from ETS utilizes a suite of hand- 152

crafted linguistic features, such as grammar errors, 153

vocabulary sophistication, organization indicators, 154

etc. to evaluate writing. The Intelligent Essay As- 155

sessor (IEA) (Landauer et al., 2003) employs latent 156

semantic analysis to measure the semantic similar- 157

ity between an essay and high-scoring responses. 158

More recent AWE systems have adopted deep learn- 159

ing techniques, in which models learn distributed 160

representations of essays such that texts of similar 161

quality are mapped to similar vector spaces (Li and 162

Ng, 2024). One example is the work of Taghipour 163

and Ng (2016), who employed a convolutional neu- 164

ral network (CNN) to extract n-gram-level features 165

for capturing local dependencies, followed by a 166

long short-term memory network (LSTM) to model 167

global, long-distance dependencies for holistic es- 168

say scoring. 169

While some of the above systems have proven 170

effective for scoring, such as E-rater (Burstein et al., 171

2004), a common limitation is their lack of true 172

understanding on content, particularly higher-order 173

thinking such as logic and argumentation. Thus, 174

feedback in early AWE system, if any, tends to 175

be formulaic (e.g., pointing out grammatical and 176

mechanical errors) rather than giving insight into 177

argument strength or coherence (Li and Ng, 2024). 178

2.2 LLM-based approaches 179

The recent rise of LLMs has sparked a new wave 180

of research and applications in AWE. With their 181
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strong text comprehension and generation capa-182

bilities, LLMs can read a student essay and pro-183

duce a detailed critique in natural language, often184

well beyond the templated feedback of older AWE185

systems. Researchers’ efforts to utilize LLMs for186

AWE tasks include both direct prompting and fine-187

tuning approaches. In the realm of direct prompt-188

ing, a study by Mansour et al. (2024) evaluated the189

capabilities of ChatGPT, the web interface of the190

GPT models, and LLaMA-2 in scoring written es-191

says. Through various prompt-engineering tactics,192

they found that both models exhibited comparable193

performance in automated essay scoring, with Chat-194

GPT having a slight advantage. Another study by195

Stahl et al. (2024) explored zero-shot and few-shot196

approaches inspired by Chain-of-Thought prompt-197

ing (Wei et al., 2022) to generate both scores and198

feedback. Their study found that addressing both199

tasks simultaneously, rather than independently,200

enhances the quality of generated feedback and im-201

proves scoring performance, although the impact202

on feedback quality remains limited.203

For studies that involve fine-tuning, researchers204

have found that in scoring, fine-tuning base models205

or even older or smaller models has been proven206

more effective than directly prompting more ad-207

vanced LLMs (Li and Ng, 2024). A study by208

Wang and Gayed (2024) fine-tuned the GPT-3.5209

model on a corpus of TOEFL argumentative es-210

says with human benchmark scores and compared211

fine-tuned models with base GPT-3.5 and GPT-4212

models. Their results demonstrated that the fine-213

tuned models achieved higher scoring accuracy and214

reliability than zero-shot prompting of GPT-3.5 or215

GPT-4, and that the fine-tuned models were robust216

when scoring essays from unseen prompts. An-217

other study by Cai et al. (2025) introduced the218

Rank-Then-Score (RTS) framework, which em-219

ploys a two-stage process: first ranking essays us-220

ing a fine-tuned LLM, then scoring them based221

on the rankings. This method outperformed tradi-222

tional supervised fine-tuning techniques, particu-223

larly in Chinese datasets. Further integrating fine-224

tuning and prompt engineering, Chu et al. (2024)225

proposed the Rationale-based Multiple Trait Scor-226

ing (RMTS) model. RMTS combines prompt-227

engineering-based LLMs with a fine-tuning-based228

essay scoring model to provide trait-specific ra-229

tionales for scores. Their approach enhances the230

reliability of multi-trait scoring by generating fine-231

grained explanations aligned with rubric guide-232

lines.233

3 Methods 234

3.1 Dataset and subsets 235

The development of our system required a dataset 236

of argumentative essays with benchmark scores and 237

comprehensive feedback. To this end, we obtained 238

a proprietary dataset of 480 TOEFL Independent 239

Writing test-taker samples with official scores from 240

ETS3. TOEFL Independent Writing is a typical ar- 241

gumentation writing task where test-takers write 242

in response to an essay prompt, such as “Do you 243

agree or disagree the following statement:...” The 244

samples in the dataset are evenly distributed under 245

two essays prompts and two ETS raters delivered 246

integer scores from 0-5 based on specific rubrics4. 247

Where the discrepancy of the two rater scores was 248

no more than 1, the final score was the average of 249

the two. Otherwise, a third rater was engaged to 250

deliver the final score (Blanchard et al., 2013). As 251

essays scored 0 were excluded, the scores of the 252

essays in the dataset range from 1-5 with 0.5 incre- 253

ments. The score distribution of the 480 essays are 254

shown in Table 7. 255

For the scoring module, we selected 120 essays 256

through score-based equal sampling across the two 257

essay prompts as the fine-tuning subset. As the 258

number of essays scored 1 is limited, we added 259

more essays of other scores to make up for it. The 260

remaining 360 essays comprised the test subset. 261

For the feedback module, as no feedback was 262

available in the dataset, we curated our own 263

datasets for comprehensive feedback. For surface- 264

level feedback in the form of corrective edits to 265

grammar and mechanics, previous research on 266

GEC has shown that directly prompting LLMs gen- 267

erates satisfactory results (Davis et al., 2024). As 268

such, supervised fine-tuning and the creation of 269

corresponding datasets were not necessary. For 270

deep-level feedback that require higher-order think- 271

ing, we selected 90 essays from the 480 essays us- 272

ing score-based equal sampling. Eight experienced 273

university teachers who teach academic writing 274

courses were recruited to provide feedback using 275

Microsoft (MS) Word’s comment feature (see Fig- 276

ure 2 for an example of the comments). Before 277

3Access to this dataset is restricted to researchers approved
by ETS, and therefore cannot be made publicly available. The
dataset is provided under a limited, non-exclusive, revocable,
and non-transferable license.

4https://www.nafsa.org/sites/default/files/
ektron/files/underscore/regiii/conference/2009/
pruner%20indepwrihd-t2.pdf
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Module - Data Subset Number of Essays Data Content
Scoring - Fine-tune 120 Essay prompts, essays, scores, rubrics
Scoring - Test 360 Essay prompts, essays, scores, rubrics
Surface-level -Test 40 Essay prompts, essays
Deep-level - Fine-tune 90 Essay prompts, essays, target text elements, comments
Deep-level - Test 40 Essay prompts, essays (same with surface-level testing)

Table 1: Datasets used in fine-tuning and testing

annotation, the teachers received training on the278

scoring rubrics and were given nine benchmark279

essays scored from 1 to 5 and annotated by the280

authors as reference exemplars. The 90 essays had281

already been processed for surface-level correc-282

tions and the scores had been removed to ensure283

the annotations would focus solely on deep-level284

features. After the teachers submitted their anno-285

tated essays, another independent teacher reviewed286

all feedback comments to ensure they were accu-287

rate and free from surface-level errors. We then288

processed their feedback data into JSON format,289

including the targeted text elements (the start and290

end character positions of the text string and the291

tokens in the text element) and the respective com-292

ments. This JSON data comprises the fine-tuning293

subset for deep-level feedback.294

For testing of both surface-level and deep-level295

feedback, we selected 40 essays (equal sampling)296

from the 390 non-annotated essays. The summary297

of datasets used in this study is shown in Table 1.298

3.2 LLM choices and procedures299

For the scoring module, we evaluated both open-300

source and commercial models to ensure broad301

applicability. For the open-source option, we se-302

lected LLaMA-3.3-70B-Instruct, the top model in303

instruction following5. For the commercial model,304

following suggestions in Wang and Gayed (2024),305

we chose GPT-4o, the latest model from the GPT306

series that allows supervised fine-tuning at the time307

this research took place. The fine-tuning prompt308

can be found at Appendix C.309

For the surface-level feedback module that re-310

lies solely on direct prompting, we did a pilot ex-311

periment with SOTA LLMs including LLaMA 3.3-312

70B Instruct, GPT-4o and Claude 3.7 Sonnet using313

one essay for the GEC task. We found that GPT-4o314

had the best performance, followed by LLaMA,315

while Claude 3.7 exhibited over-correction, e.g.,316

5https://huggingface.co/spaces/
open-llm-leaderboard/open_llm_leaderboard#/

changing a word to its synonym of a higher register. 317

Thus, we adopted GPT-4o and instructed the model 318

to correct grammatical and mechanical errors in an 319

essay and return a corrected version of the essay. 320

Our prompt specifically asked it not to introduce 321

stylistic and word choice corrections. The prompt 322

can be found at Appendix D. 323

For the deep-level feedback module, super- 324

vised fine-tuning with our curated dataset of 90 325

essays relied on same models as the scoring module 326

(LLaMA-3.3-70B and GPT-4o). For LLaMA, we 327

fine-tuned the model using an entropy-based loss 328

function over 8 epochs6. Meanwhile for GPT-4o, 329

we relied on unknown default fine-tuning parame- 330

ters due to the black box nature of the commercial 331

model. For direct prompting, we aimed for multi- 332

trait feedback inspired by Chu et al. (2024) and con- 333

ducted thorough thematic analysis of the teacher 334

feedback in the training subset. The resulting mul- 335

tiple traits, or structured category codes, are shown 336

in Table 2. Based on the two primary categories 337

of macro and micro feedback, we further divided 338

the deep-level feedback into two pipelines. For 339

model selection, we piloted GPT-4o, DeepSeek-R1, 340

LLaMA-3.3-70B-Instruct and Claude 3.7 with one 341

essay from the test subset. Among them, Claude 342

3.7 yielded the most satisfactory result and was 343

subsequently adopted as the LLM in both pipelines. 344

We then engineered long few-shot prompts to in- 345

struct Claude 3.7 to deliver feedback focusing on 346

these subcategories and offer revision suggestions 347

in both pipelines. 348

All source codes and prompts in this section can 349

be found at xxxxx7. 350

3.3 Validation scheme 351

3.3.1 Score validation 352

For the scoring module, we tested the fine-tuned 353

LLaMA-3.3-70B-Instruct and GPT-4o models us- 354

6The fine-tuned LLaMA model together with its detailed
parameters can be found at [URL anynomized for review]

7Github link anynomized for review
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Category Subcategories
Macro feedback Proper paragraphing; Text length appropriateness; Structure (intro-

duction, body, and conclusion sections)
Micro feedback Context-dependent grammar issues; Clarity of expression; Coher-

ence between ideas; Argumentation quality and logical flow; For-
mality and academic register

Table 2: Feedback Categories for Deep-Level Analysis

ing the test subset of 360 essays and the same355

prompt as the fine-tuning prompt. To evaluate scor-356

ing accuracy and reliability, we employed three357

commonly used metrics: Root Mean Square Error358

(RMSE), Quadratic Weighted Kappa (QWK), and359

percentage agreement following Wang and Gayed360

(2024), whose results serve as a baseline in this361

study. RMSE is a measure of accuracy in the form362

of the absolute difference between system scores363

and benchmark scores, with lower values indicat-364

ing better performance (Chai and Draxler, 2014).365

QWK assessed the level of agreement between sys-366

tem and benchmark scores while considering the367

ordinal nature of score categories (Li and Ng, 2024).368

Percentage agreement is used as a complement to369

QWK, and we measured the proportion of essays of370

exact agreement (same score) and adjacent agree-371

ment (a difference of 0.5) with benchmark scores.372

3.3.2 Feedback validation373

For surface-level feedback, we aligned each374

original essay and its corresponding corrected ver-375

sion using ERRANT v3.0.08 (ERRor ANnotation376

Toolkit; Bryant et al., 2017), a grammar error an-377

notation tool that automatically detects and catego-378

rizes all edit operations. Two expert raters evalu-379

ated each identified edit along two dimensions:380

• Necessity: Whether the identified text ele-381

ment genuinely requires correction, given the382

reported tendency of LLMs to over-correct383

(Katinskaia and Yangarber, 2024).384

• Effectiveness: Whether the suggested correc-385

tive edit effectively addresses the error.386

The two raters discussed each edit and provided387

additional comments for cases where edits were388

deemed unnecessary or ineffective.389

For deep-level feedback, we first performed a390

preliminary check on the integrity of LLM output391

and found that the two fine-tuned models were not392

8https://github.com/chrisjbryant/errant

competent for the task. For the fine-tuned GPT- 393

4o model, it produced incomplete output for every 394

inference. For each essay, it generated so many 395

comments that the output token exceeded the con- 396

text window of 8,000 tokens. Thus, each inference 397

was terminated before the complete output was 398

generated. Meanwhile, the fine-tuned LLaMA-3.3- 399

70B model produced formatting errors that pre- 400

vent its output from being parsed as valid JSON. 401

The most severe issues were structure errors, such 402

as missing key-value delimiters ({"highlighted 403

", "data":"..."} instead of {"highlighted": 404

"...", "data":"..."}) and unclosed braces 405

([{"data": "...", {"data":"..."}] instead 406

of [{"data": "..."}, {"data":"..."}]). On 407

the other hand, Claude 3.7 successfully generated 408

a sufficient number of feedback comments in the 409

correct data format through direct prompting. As 410

such, we decided to only perform human evaluation 411

on valid output from Claude 3.7. In our prompt to 412

the macro feedback pipeline, we asked Claude 3.7 413

specifically to give feedback to each paragraph, 414

thus the two raters only assessed whether each 415

macro feedback comment was effective. For mi- 416

cro feedback, each was assessed on the dimensions 417

of necessity and effectiveness, similar to surface- 418

level feedback evaluation. Following the indepen- 419

dent evaluations, we calculated inter-rater reliabil- 420

ity. For any cases where the two primary raters 421

disagreed, a third expert rater was consulted to de- 422

liver the final judgment. 423

4 Results 424

4.1 Scoring module 425

The RMSE, QWK and percentage agreement be- 426

tween the essay scores generated by the two fine- 427

tuned models and benchmark scores are shown in 428

Table 3. The baseline model is the best perform- 429

ing fine-tuned model in Wang and Gayed (2024), 430

the only prior study that used the same dataset for 431

essay scoring. 432

Results indicate SOTA performance of our two 433
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Fine-tuned Model RMSE QWK Percent (absolute) Percent (adjacent) Percent (total)
GPT-4o 0.44 0.84 0.45 0.48 0.93
LLaMA 0.53 0.81 0.41 0.45 0.86
Baseline
(Wang and Gayed, 2024)

0.57 0.78 0.33 0.52 0.85

Table 3: Performance metrics of fine-tuned models on the test subset

fine-tuned models in scoring accuracy and relia-434

bility, with GPT-4o consistently performing the435

best across all three evaluation metrics. Specifi-436

cally, both our fine-tuned models achieved QWK437

scores above 0.8, surpassing the commonly ac-438

cepted threshold for near-perfect agreement (Sim439

and Wright, 2005). For context, ETS considers a440

QWK of 0.7 to be sufficient for reliable scoring of441

TOEFL Independent Writing tasks by its E-rater442

system (Williamson et al., 2012); both of our fine-443

tuned models exceeded this benchmark. Although444

ETS does not specify a formal threshold for RMSE,445

the observed discrepancies of 0.44 (GPT-4o) and446

0.53 (LLaMA) from benchmark scores are reason-447

able, given that ETS permits up to a one-point dif-448

ference between two human raters (Blanchard et al.,449

2013), which results in a final averaged score devi-450

ating by 0.5 from each individual score.451

4.2 Surface-level feedback module452

After the 40 essays in the test subset were corrected453

in the surface-level module, ERRANT tagged 2049454

edit operations. Human evaluation deemed 1985455

edits deemed necessary (96.88%), out of which456

1970 were deemed both necessary and effective457

(96.14%). Among the unnecessary edits, two458

salient patterns have been identified from rater459

comments. First, GPT-4o seems to prefer British460

use than American use (N=7). For example, it461

changed favorite to favourite and moved a period462

or a comma outside a closing quotation mark (e.g.,463

“...store.” to “...store”.) to match the British style.464

The second pattern is related to comma additions465

(N=15). In particular, GPT-4o preferred adding466

the Oxford comma before the last item in a list of467

nouns (N=10; e.g., A, B and C into A, B, and C),468

which was deemed unnecessary by raters.469

4.3 Deep-level feedback module470

4.3.1 Macro feedback pipeline471

The 40 essays in the test subset contained 201 para-472

graphs and thus Claude 3.7 generated 201 macro473

feedback comments. The contingency table be-474

Rater A / Rater B Effective Ineffective

Effective 179 9
Ineffective 13 0

Table 4: Contingency table of macro comment evalua-
tion by two raters

tween the two raters on the effectiveness of the 475

comments is shown in Table 4 476

To assess inter-rater reliability, we employed 477

Gwet’s AC1 coefficient (Gwet, 2008), which 478

ranges from −1 to +1 similar to Cohen’s Kappa. 479

This measure was selected over Cohen’s Kappa 480

due to its robustness against the “Kappa paradox”, 481

where high observed agreement coincides with low 482

kappa values in cases of skewed marginal distri- 483

butions (i.e., the dominance of the effective cate- 484

gory in rater evaluation) (Wongpakaran et al., 2013; 485

Gwet, 2008). The AC1 coefficient was calculated 486

to be 0.89, with a standard error (SE) of 0.03 and 487

a 95% confidence interval (CI) ranging from 0.82 488

to 0.93, indicating very strong9 and statistically 489

significant agreement beyond chance (p < .001). 490

After a third rater resolved the disagreement of 491

the two raters, the number of effective comments 492

was finalized as 187 (93.03%) and that of inef- 493

fective comments, 27 (6.97%). For the 27 inef- 494

fective comments, remarks from raters revealed 495

that Claude 3.7 was not flexible enough to handle 496

unanticipated input variations. For example, one 497

test-taker included a title in their essay, a compo- 498

nent not required in the writing task, and Claude 499

3.7 misinterpreted it as the first paragraph. In an- 500

other case, some test-takers improperly formatted 501

each sentence as a separate paragraph, which led 502

to repeated comments that a paragraph was too 503

short and thus should be combine with the pre- 504

vious one (N=8). In addition, some test-takers 505

were unable to complete the task within the allot- 506

9As there is no commonly accepted interpretation of
Gwet’s AC1 coefficient, we relied on the interpretation of
Cohen’s Kappa to determine the degree of agreement (Landis
and Koch, 1977)
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Rater A / Rater B Necessary Unnecessary

Necessary 579 28
Unnecessary 22 1

Table 5: Contingency table of necessity of micro feed-
back by two raters

Rater A / Rater B Effective Ineffective

Effective 577 1
Ineffective 1 0

Table 6: Contingency table of effectiveness judgment
for micro feedback by two raters

ted time. Claude 3.7 failed to recognize the time507

constraint of such unfinished responses and instead508

provided detailed guidance on composing conclu-509

sions (N=2). Also very interesting is that Claude510

3.7 was not aware of the test-taker situation where511

they didn’t have access to external resources and512

recommended incorporating research evidence and513

citations to strengthen arguments (N=1).514

4.3.2 Micro feedback pipeline515

For the same 40 essays, Claude 3.7 generated 630516

micro feedback comments. The contingency table517

between the two raters on the necessity of the com-518

ments is show in Table 5, while that on the effec-519

tiveness of necessary comments mutually agreed520

by two raters is shown in Table 6.521

Given the skewed distribution of judgments in522

both dimensions, we again employed Gwet’s AC1523

(Gwet, 2008). The resulting agreement on neces-524

sity was very strong and statistically significant525

beyond chance (AC1= 0.91; SE=0.01; 95% CI ,526

[0.89, 0.94]; p < .001). The resulting agreement on527

effectiveness was also very strong and statistically528

significant beyond chance (AC1= 1.00; SE=0.00;529

95% CI , [0.99, 1.00]; p < .001).530

After a third rater resolved the disagreement531

between the two raters, the number of necessary532

comments was finalized as 600 (95.24%), that of533

unnecessary ones, 30 (4.76%). Among the neces-534

sary comments, 596 were deemed effective while535

4 were ineffective, and thus the proportion of both536

necessary and effective comments is 94.69%.537

Based on rater comments, one salient pattern was538

observed: some micro comments overlapped with539

macro ones. Claude 3.7 at times expand the com-540

ment for a sentence to cover the whole paragraph541

(N=18). For instance, when the first sentence in542

Figure 1: Final system architecture

an introduction paragraph did not properly set the 543

background of the topic, Claude 3.7 would com- 544

ment that there was a lack of proper background 545

and then went on to give more feedback on how to 546

write a good introduction paragraph. 547

4.4 Final system architecture and UI desgin 548

Based on the evaluation results, we finalized the 549

system architecture by selecting LLMs tailored to 550

each module: the fine-tuned GPT-4o model for 551

the scoring module; direct prompting with GPT-4o 552

for the surface-level feedback module; and Claude 553

3.7 for both pipelines in the deep-level feedback 554

module. Figure 1 illustrates the overall workflow 555

of our system. 556

To mimick human feedback mechanisms, we de- 557

veloped an interactive UI that consists of a user 558

input page and a feedback page10. The user input 559

page is where an user provides the essay prompt 560

and their writing (see Figure 3 in Appendix E). 561

The feedback page shows the predicted score of 562

an essay and includes a surface-level feedback tab 563

and a deep-level feedback tab. The surface-level 564

feedback tab allows three display modes of surface- 565

level feedback: (1) the original writing with erro- 566

neous elements highlighted, (2) a combination of 567

the original and corrected writing with edit opera- 568

tions shown, and (3) the corrected writing with cor- 569

rections highlighted (see Figure 4 in Appendix E). 570

For the deep-level feedback tab, we designed a 571

comment-based interface modeled after Microsoft 572

Word’s Comment feature. Macro-level comments 573

are displayed in a left-side panel and are aligned 574

with paragraph boundaries. Micro issues under 575

coherence, clarity, grammar, argumentation and 576

formality are highlighted within the essay text us- 577

ing color-coded categories. When a user hovers the 578

mouse over a highlighted section, the correspond- 579

10The web UI can be accessed through [website anynomized
for review].
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ing feedback comment appears on the right-side580

panel (see Figure 5 in Appendix E).581

5 Discussions582

Our system built on a modular approach success-583

fully delivered accurate and reliable scores bench-584

marked against ETS standards for TOEFL indepen-585

dent writing and high-quality feedback validated586

by human teachers. The findings further support587

previous research by Stahl et al. (2024) and Chu588

et al. (2024), who have demonstrated that special-589

ized models handling different aspects of writing590

evaluation can produce better assessments than uni-591

fied approaches.592

Human evaluation of surface-level feedback593

shows that GEC tasks can be addressed effectively594

by well-designed prompts without the need for so-595

phisticated fine-tuning. This finding echoes the596

study by Zeng et al. (2024), who demonstrated597

that LLMs with appropriate prompting can achieve598

competitive performance on GEC tasks compared599

to specialized fine-tuned models. Particularly, we600

successfully minimized over-correction through601

our targeted prompt, an issue previously identified602

as a key limitation of LLM-prompting-based GEC603

approach (Katinskaia and Yangarber, 2024; Davis604

et al., 2024). The high precision rate of 96.14%605

indicates that when the system identifies errors, it606

is nearly always correct in doing so.607

Human validation of deep-level feedback sug-608

gests that well-structured few-shot prompting can609

generate effective and structured comments on610

higher-order thinking, and may even be more effec-611

tive than models of supervised fine-tuning. Here we612

would like to focus on why supervised fine-tuning613

did not yield satisfactory results on deep-level feed-614

back. The fine-tuned GPT model that provided615

feedback to almost every word, phrase, and sen-616

tence, most of which were unnecessary. As the617

fine-tuning parameters were unknown to us, we can618

only speculate that supervised fine-tuning with non-619

deterministic output is not well-suited for GPT-4o.620

Contrary to numerical and categorical output, there621

are no clear standards as to whether a comment622

is necessary and/or effective. Further reinforce-623

ment learning from human feedback (RLHF) may624

be needed to guide the fine-tuned GPT-4o to un-625

derstand what feedback is necessary and preferred.626

For the fine-tuned LLaMA model, despite the data627

parsing issues, we found that the feedback com-628

ments were actually quite similar to those in the629

fine-tuning subset, though still not so good as those 630

from Claude 3.7. This indicates that the supervised 631

fine-tuning did enhance model performance in gen- 632

erating feedback. We believe the data formatting 633

issue is likely an inherent issue with LLaMA, as 634

GPT-4o did not exhibit such an issue. A previous 635

study by Yao et al. (2025) specifically highlighted 636

the limitations of LLaMA in data formatting tasks, 637

which prompted the researchers to develop a for- 638

mat benchmark to evaluate and improve formatting 639

capabilities of LLMs. If the data formatting is- 640

sue can be addressed, perhaps by incorporating a 641

data checker tool, it may be possible to effectively 642

use fine-tuned LLaMA and potentially other open- 643

source models for generating structured feedback. 644

With an interactive UI, our system has strong 645

pedagogical implications. The system can imme- 646

diately benefit students engaged in argumentative 647

writing. They can receive prompt feedback not 648

available in traditional classroom settings, where 649

it usually takes teachers days to provide compre- 650

hensive feedback on student writing. Teachers can 651

also use this tool to alleviate their workload, par- 652

ticularly for surface-level feedback. Instead of 653

spending time correcting basic grammatical and 654

mechanical errors, they can focus more on guid- 655

ing students’ higher-order thinking in argumenta- 656

tive writing, aided by the feedback generated by 657

the system. At the institutional level, the system 658

can also serve as a reference for scoring to ensure 659

fairness. Particularly for large-scale coordinated 660

writing courses taught by various instructors, it 661

is common for teachers to develop idiosyncratic 662

scoring criteria. Having an automated reference 663

score could promoting more consistent evaluation 664

standards. 665

6 Conclusions 666

In this study, we successfully built WrAFT, a mod- 667

ular LLM-powered automated writing evaluation 668

system designed specifically for argumentative es- 669

says. By decomposing AWE tasks into scoring, 670

surface-level feedback, and deep-level feedback 671

modules, we achieved state-of-the-art performance 672

in scoring on a proprietary TOEFL writing dataset. 673

Human validation of system-generated feedback 674

also suggest satisfactory results. Our findings pro- 675

vide a strong foundation for future research in mod- 676

ular AWE systems that provide both scoring and 677

comprehensive feedback. An interactive UI has 678

also been developed for public use free of charge. 679

8



Limitations680

There are a few limitations in the design of this681

study. First, we developed our system using a pro-682

prietary dataset that has only been used in one683

prior AWE study. This limits the scope of di-684

rect comparisons on scoring performance. Sec-685

ond, in our validation scheme, a key limitation is686

that human evaluation only focused on precision687

without considering recall. For both surface-level688

and deep-level feedback, we assessed the neces-689

sity and effectiveness of feedback but did not eval-690

uate whether the system captured all errors that691

should have been identified or all text elements692

that should have required feedback comments. A693

more robust evaluation would require establishing694

a gold standard of all possible errors and feedback695

opportunities against which system performance696

could be measured. Unfortunately, the extensive697

human resources required to achieve this was be-698

yond our capacity. In addition, there is a lack of699

measurement of actual impact on student learn-700

ing outcomes, which was beyond the scope of this701

research. Future research should include experi-702

mental studies tracking writing improvement over703

time when using the system compared to traditional704

feedback methods.705

There are limitations with the system as well.706

First, apart from the salient issues identified707

through rater comments, we also observed in-708

stances of LLM hallucinations. For example, there709

were cases, though infrequent, where the system710

identified non-existent errors and subsequently sug-711

gested “corrections” that were identical to the orig-712

inal text. Future iterations should incorporate veri-713

fication mechanisms, such as adding another LLM714

as the reviewer of generated feedback. Second,715

the system is limited in its generalizability, as it716

was developed and tested exclusively on argumen-717

tative essays with writing prompts. It cannot be718

directly applied to other types of argumentative719

writing, such as source-based writing where writ-720

ers are required to incorporate or respond to source721

information. Third, the feedback offered by the sys-722

tem is solely in English, creating barriers for learn-723

ers who might struggle to comprehend feedback724

comments. Future iterations should incorporate725

multilingual feedback capabilities, including trans-726

lation of comments into learners’ first languages727

to facilitate comprehension and implementation of728

suggestions.729

From a practical implementation perspective,730

there are limitations arising from the reliance on 731

commercial API services. There are potential scal- 732

ability issues related to cost, rate limits, and long- 733

term sustainability. In addition, constant changes 734

to commercial models may impact system perfor- 735

mance. Data privacy concerns also emerge when 736

student writing is processed through third-party 737

services. 738

Ethics Statement 739

This research was conducted in compliance with 740

ethical standards for working with human data and 741

received approval from the Institutional Review 742

Board (IRB) at [Anonymized University], proto- 743

col number 2024-305. All essays in the dataset 744

were fully anonymized and contain no personally 745

identifiable information. 746

All annotators participated voluntarily and were 747

financially compensated at a standard hourly rate in 748

accordance with institutional guidelines. Annotator 749

identities were anonymized in all records. 750

The WrAFT system relies on commercial LLM 751

APIs (GPT-4o, Claude 3.7) for model inference. 752

While only de-identified text was submitted to these 753

APIs during development and testing, we acknowl- 754

edge potential privacy concerns in real-world de- 755

ployment scenarios and encourage practitioners to 756

evaluate data governance policies before use in ed- 757

ucational settings. 758

Finally, this work is intended to support edu- 759

cators and learners by augmenting, not replacing, 760

human judgment in writing assessment. The sys- 761

tem is designed for formative, instructional use 762

and should not be used in high-stakes evaluation 763

contexts without appropriate oversight. 764
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A Score distribution in the dataset 961

Score Prompt 1 Prompt 2 Subtotal

1 1 2 3
1.5 3 2 5
2 18 20 38
2.5 32 25 57
3 65 55 120
3.5 40 45 85
4 32 38 70
4.5 35 28 63
5 14 25 39

Total 240 240 480

Table 7: Score distribution in the dataset

B Example of a teacher comment in MS 962

Word 963

Figure 2: Example of a teacher comment in MS Word

C Fine-tuning and inference prompt for 964

the scoring module 965

<instructions>
As a language expert, your task is to evaluate
argumentative essays on a scale of 0 to 5
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(with 0.5 increments) based on the rubrics below.

<rubric>
[Complete rubrics here]
</rubric>
</instructions>

<input_data_structure>
{{

"essay_prompt": "...", // The essay prompt
"essay_text": "...", // The essay text

}}
</input_data_structure>

<output_data_structure>
{{

"score": 0.5 // The score
}}
</output_data_structure>

Here's the input data:
<input_data>
{{

"essay_prompt": {essay_prompt},
"essay_text": {essay_text}

}}
</input_data>

D Surface-level prompt966

<instructions>
You are an English linguist and your task is to
correct the grammatical and mechanical errors in
an English essay. Do not alter word choices
unnecessarily (e.g., replacing words with synonyms)
or make stylistic improvements. Keep the original
paragraphing and DO NOT remove or add any paragraphs.

Requirements:
1. The output should be in JSON format.
2. The output should be in the same format
as the output_data_structure.
</instructions>

<output_data_structure>
{{

"corrected_paragraphs": [
"...", // The corrected text of the first paragraph
"...", // The corrected text of the second paragraph
...

]
}}
</output_data_structure>

Here's the input data:
<input_data>
{{

"essay_paragraphs": {essay_paragraphs}
}}
</input_data>
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E UI screenshots 967

Figure 3: Screenshot of the user input page

Note: A user can input the essay prompt and their writing (through either uploading a Word document or pasting
the text directly) in the interface. A list of recent evaluations is shown on the right side bar. The sample essay in the
screenshot is sourced from a Chinese university student, independent from the TOEFL writing dataset used in this
study. The explanations under “Evaluate your essay” are blurred out for anonymity in peer review.
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Figure 4: Screenshot of the surface-level feedback page - track changes

Note: The surface-level feedback can be displayed in three modes and the figure shows the track changes mode
showing each edit operation. The short explanation shown when the mouse hovers upon a certain edit is an idea for
future work not included in the present study.
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Figure 5: Screenshot of the deep-level feedback page

Note: The deep-level feedback page displays feedback comment to each paragraph on the left side bar and micro
feedback on the right side bar once the mouse hovers upon a specific text element. Highlights in different colors
represents the multiple traits of feedback. The page also shows a tab for “Revised Essay” (LLM-revised essay based
on deep-level feedback), which is a new feature under development not included in the present work.
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