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Abstract

Large language models with good psycholog-001
ical emotional support capabilities can pro-002
vide users with effective psychological com-003
fort and help users maintain a good psycholog-004
ical environment. However, there is currently005
a lack of evaluation datasets with a compre-006
hensive psychological system for the psycho-007
logical emotional support capabilities of large008
language models. In this paper, we propose009
PesTest, a large language model psycholog-010
ical emotional support capability assessment011
benchmark with comprehensive topics and rich012
task types. PesTest has a comprehensive psy-013
chological system, specifically including 7 ma-014
jor categories and 40 sub-categories of top-015
ics. We use PesTest to evaluate the perfor-016
mance of existing large language models on017
psychological emotional support tasks and dis-018
cover their deficiencies on certain topics, mak-019
ing up for the shortcomings in comprehensive-020
ness of previous evaluations. Furthermore, we021
fine-tune the model using PesTest’s training022
set and achieve better results than the original023
model on the test set, which proves the effect of024
PesTest on improving the psychological emo-025
tional support capabilities of large language026
models and provides a reference for future re-027
search. Our benchmark is publicly available at028
Anonymous_Link.029

1 Introduction030

With the accelerated pace of life and increasing031

social pressure, psychological health issues have032

gradually become a focal point of attention for033

individuals(Keng et al., 2011). An increasing034

number of individuals perceive challenges to their035

emotional well-being, manifesting as work-related036

stress, interpersonal issues, and other problems as-037

sociated with psychological health(Bowen et al.,038

2018). The World Health Organization (WHO)039

points out that there is a growing prevalence of040

individuals globally experiencing various psycho-041

Figure 1: Example of psychological emotional support

logical problems, including anxiety and depres- 042

sion(Evans-Lacko et al., 2017). Thereby, the de- 043

mand for psychological emotional support services 044

has also increased. However, human psychological 045

intervention is limited by efficiency and cost and 046

cannot be widely promoted(Yates and Taub, 2003), 047

leaving many people in need of psychological emo- 048

tional support without timely help. 049

Using large language models to assist consul- 050

tants, enabling them to receive psychological emo- 051

tional support without human intervention, is a 052

promising solution to the aforementioned issue. 053

The intervention of large language models signif- 054

icantly improves the efficiency of psychological 055

emotional support, alleviating the problem of low 056

efficiency in human intervention. 057

Therefore, related works focus on assessing the 058

psychological emotional support capabilities of 059

large language models and further training mod- 060

els suitable for performing this task. These works 061

can be divided into two categories: (1) Dialogue 062

evaluation of large language models. Liu et al. 063

(Liu et al., 2021a) propose the Emotional Support 064

1

Anonymous_Link


Conversation (ESC) task to assist emotion seek-065

ers and construct the dialogue dataset ESConv for066

testing large language models. Sun et al. (Sun067

et al., 2021) build the Chinese dataset PsyQA, con-068

taining lengthy counseling texts related to psycho-069

logical health support. Similar datasets include070

Psych8k, constructed based on English interview071

data (Liu et al., 2023). (2) Constructing the eval-072

uation datasets. Several studies have leveraged073

pre-existing datasets(Turcan and McKeown, 2019b;074

Haque et al., 2021; Posner et al., 2011) to formulate075

Q&A type datasets, assessing the efficacy of large076

language models in domains such as mental health077

question answering and diagnostic prediction(Xu078

et al., 2023; Yang et al., 2023).079

However, previous work has limitations. Firstly,080

it’s evident that current datasets in the field of psy-081

chological emotional support lack a comprehen-082

sive framework and show biases in topic selection.083

Secondly, existing evaluations of large language084

models’ psychological emotional support capabili-085

ties mainly involve dialogue and Q&A assessments.086

However, dialogue evaluations tend to focus on de-087

tecting models’ abilities in psychological support088

conversations, lacking objective metrics for assess-089

ing model responses on various topics and their090

accuracy. Q&A evaluations usually utilize choice091

and true/false question formats, whereas real-world092

interactions between users and models occur in093

the form of dialogues, making such evaluations094

insufficient to directly demonstrate model perfor-095

mance. In summary, a comprehensive, objective,096

and real-world-oriented benchmark for evaluation097

is currently lacking.098

Ensuring the efficacy of large language models099

in providing psychological emotional support re-100

quires comprehensive evaluation and training. Fail-101

ure to do so may result in significant adverse con-102

sequences. As illustrated in Figure 1, incorrect103

responses, particularly when addressing academic-104

related concerns, can exacerbate harm for the con-105

sultant. It is imperative that large language models106

offer appropriate and constructive responses akin107

to those depicted on the right.108

To alleviate the aforementioned issues, we pro-109

pose PesTest, a comprehensive large language110

model psychological emotional support benchmark.111

Our benchmark categorizes psychological emo-112

tional questions into 7 major and 40 subcategories113

based on Cave (2020), aiming to comprehensively114

cover topics that may arise in the field of psycho-115

logical emotional support. Furthermore, our bench-116

mark is multilingual and includes various question 117

types, including choice and true/false questions to 118

assess model knowledge accuracy and Q&A ques- 119

tions to evaluate models’ performance in real con- 120

versation scenarios. We conduct evaluations on 121

the psychological emotional support capabilities 122

of large language models and find that large lan- 123

guage models demonstrate varying levels of profi- 124

ciency across different topics, while also perform- 125

ing poorly on specific issues, indicating signifi- 126

cant room for improvement. Finally, using our 127

benchmark, we fine-tune the models, achieving 128

improved results compared to the original mod- 129

els. This demonstrates the enhancing effect of our 130

benchmark on the psychological emotional support 131

capabilities of large language models. 132

Our main contributions are: 133

• To make up for the shortcomings of previous 134

data sets in comprehensiveness, we propose 135

PesTest. To our knowledge, it’s the first com- 136

prehensive large language model psychologi- 137

cal emotional support ability test benchmark. 138

• Using PesTest, we conduct an assessment 139

of the performance of existing large lan- 140

guage models in psychological emotion sup- 141

port tasks. Experimental results show that 142

models perform differently on 7 topics and 143

perform poorly on specific topics. 144

• To improve the psychological emotional sup- 145

port capabilities of these models, we fine-tune 146

them with PesTest and achieve better results 147

on different topics and tasks, hoping to inspire 148

future research. 149

2 Related Work 150

2.1 LLMs for Psychological Emotional 151

Support 152

Research on large language models in the field of 153

psychological emotional support primarily focuses 154

on dialogue systems, model evaluation, and model 155

training. Some efforts are dedicated to constructing 156

dialogue systems and conversational robots for psy- 157

chological emotional support using large language 158

models(Liu et al., 2021b; Zheng et al., 2023b; Liu 159

et al., 2023a; Fu et al., 2023). Additionally, some 160

work utilizes large language models for tasks re- 161

lated to psychological health detection. Ji et al. (Ji 162

et al., 2021) propose pre-trained models Mental- 163

BERT and MentalRoBERTa and apply these mod- 164
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Dataset Multiple types Multilingual Topic Number Size
ESConv ✘(Multiple turns dialogue) ✘(English) 10 1,300
PsyQA ✘(Single turn dialogue) ✘(Chinese) 9 22,000

Psych8K ✘(Single turn dialogue) ✘(English) 20 8,187
Dreaddit ✘(Classification) ✘(English) 10 3,555

IRF ✘(Classification) ✘(English) 1 3,524
DepSeverity ✘(Classification) ✘(English) 1 3,553

SDCNL ✘(Classification) ✘(English) 1 1,895
SAD ✘(true/false) ✘(English) 9 6,850

PesTest ✔(true/false, choice, Q&A) ✔(English,Chinese) 40 43,826

Table 1: Comparison of PesTest with other datasets. Compared with other data sets, PesTest contains a variety of
question types and supports multiple languages. It is also superior to other data sets in terms of the number of topics
and the size of the data set.

els to psychological health detection tasks. Simi-165

larly, Yang et al. (Yang et al., 2023b) train Men-166

taLLaMA based on LLaMA (Touvron et al., 2023),167

for interpretable psychological health analysis on168

social media. Regarding model evaluation, Lamich-169

hane (Lamichhane, 2023) tests the performance of170

ChatGPT in three text-based psychological health171

classification tasks. Xu et al.(Xu et al., 2023) eval-172

uate the capability of large language models to173

perform various psychological health prediction174

tasks on online text data.175

Different from previous work, our work fo-176

cuses on directly evaluating the psychological emo-177

tional support capabilities of the model in specific178

question-and-answer situations. Compared with179

previous work that assessed through mental health180

prediction tasks, our assessment method is closer181

to the real situation and can reflect the real psycho-182

logical emotional support capabilities of a model183

better.184

2.2 Psychological Emotional Support185

Benchmarks186

Liu et al. (Liu et al., 2021b) propose the Emotional187

Support Conversation (ESC) task and construct an188

emotional support dialogue dataset, ESConv, based189

on the helper-seeker interaction pattern(Hill, 2009).190

As a follow-up to ESConv, Zheng et al. (Zheng191

et al., 2023a) utilize large language models for dia-192

logue augmentation in the ESC task and introduce193

a larger-scale dialogue dataset called AUGESC.194

In the interpretable psychological health analysis195

tasks domain, Yang et al. (Yang et al., 2023b)196

create the IMHI dataset. To address the lack of Chi-197

nese datasets for psychological health support, Sun198

et al. (Sun et al., 2021) establish the PsyQA dataset,199

which exists in Q&A format. In addition, other200

Topic True/False
& Choice Q&A Total

Interpersonal Relationship 4,410 5,554 9,964
Psychosexuality 154 387 541

Marriage & Family 754 6,255 7,009
Personal Growth 377 758 1,135
Study & Career 412 613 1,025

Emotion 4,706 6,070 10,776
Mind, Body & Behavior 9,954 3,422 13,376

PesTest 20,767 23,059 43,826

Table 2: Detailed statistics of PesTest. The table details
the number of questions under each topic and each ques-
tion type.

works such as MultiMedQA (Singhal et al., 2022) 201

and PsyEval (Jin et al., 2023) combine and mod- 202

ify existing datasets, creating more comprehensive 203

large language model datasets for psychological 204

emotional support. 205

In the aforementioned work, we did not observe 206

a comprehensive framework specifically designed 207

for the field of psychological emotion support, 208

which is essential for a thorough study. Therefore, 209

our work initially established a relatively complete 210

framework for this domain, as illustrated in Fig- 211

ure 2. PesTest categorizes psychological emotion 212

support issues into 7 major categories and 40 sub- 213

categories. We collected questions for each class, 214

aiming to comprehensively cover topics that may 215

arise in the field of psychological emotion sup- 216

port. Compared with previous data sets, PesTest 217

has obvious advantages in terms of data type, multi- 218

language, number of topics, and data set size, as 219

shown in Table 1. In addition, the data distribution 220

in PesTest is shown in Table 2. 221
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Figure 2: Topics covered by PesTest. The 7 modules in the inner circle represent the seven major categories of
topics covered, and the 40 modules in the outer circle represent the sub-topics under each major category.

3 PesTest Benchmark222

PesTest Benchmark contains two tasks. The first223

task is the Emotional Tendency Judgment Task cor-224

responding to the True/False and Choice questions.225

In this task, the model needs to judge the emotional226

tendency of the consultant based on the given text.227

The second task is the Psychological Support Sim-228

ulation Task corresponding to the Q&A question.229

In this task, the model needs to give appropriate230

answers based on the consultation text.231

3.1 Emotional Tendency Judgment Task232

The Emotional Tendency Judgment task assesses233

large language models’ ability to perceive emotions234

in input text across various topics. The model needs235

to accurately understand the speaker’s meaning and236

determine whether it conveys negative emotions to237

provide effective psychological support. We col-238

lected and annotated data for each question type,239

marking positive or negative for judgment ques-240

tions and indicating the correct answers for choice241

questions.242

The data for this part primarily originated243

from two sources: (1) Inclusive of psychologi-244

cal health datasets such as Dreaddit (Turcan and 245

McKeown, 2019a), SDCNL (Haque et al., 2021), 246

SAD (Mauriello et al., 2021), among others. (2) 247

Comprising professional psychological assessment 248

scales like the Self-Rating Depression Scale (SDS) 249

(Zung, 1965), State-Trait Anxiety Inventory (STAI) 250

(Marteau and Bekker, 1992), etc. 251

First, we utilized GPT-4(OpenAI et al., 2023) to 252

annotate the answers to the True/False and Choice 253

questions. Subsequently, each annotated data point 254

underwent manual review, and in cases of discrep- 255

ancies, discussions were held to determine the final 256

answer. Entries with disputes were removed. Fi- 257

nally, following previous work(Liu et al., 2023b), 258

we randomly selected two hundred questions for 259

a manual annotation effectiveness test conducted 260

by three researchers. If all three researchers pro- 261

vided the same annotation for a question, it was 262

considered as a consensus result. The annotation 263

consistency among the three researchers reached 264

98% across the two hundred questions. 265

3.2 Psychological Support Simulation Task 266

The Psychological Support Simulation Task aims to 267

evaluate the performance of large language models 268
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in authentic counseling scenarios. This is crucial as269

these models engage in interactive dialogues with270

individuals during psychological support tasks, and271

the mere assessment through standalone judgment272

or choice questions is insufficient to simulate real-273

world situations. Therefore, we conduct a discur-274

sive question-based data collection focusing on 7275

major categories and 40 subcategories, providing276

an illustrative example response for each question.277

Our data sources include (1) the Chinese forum278

Zhihu1 and (2) psychological counseling websites279

such as Yidianling2, Yixinli3, 525 Psychology4,280

among others.281

We conducted a comprehensive screening of the282

collected questions and answers, filtered out lower-283

quality questions and answers, and deleted con-284

tent containing personal information and privacy285

to ensure the quality of the data.286

During evaluation, the model generates its an-287

swers based on the input questions, and then we288

score based on the answers. In the process of set-289

ting scoring standards, we refer to the relevant work290

on evaluating the effectiveness of psychological291

counseling(Minami et al., 2009; Ponterotto and Fur-292

long, 1985) and determine the following scoring293

standards:294

0 - Not helpful at all for the question asked by the295

questioner. 1 - Some information is provided, but it296

does not answer the questioner’s question well, or297

the answer is not detailed enough. 2 - Provides ba-298

sic information and answers the questioner’s ques-299

tion, but lacks depth or detailed explanation. 3 -300

Provides useful and detailed information, answers301

the question of the asker well, but may have some302

room for improvement. 4 - Provides very detailed,303

clear, and comprehensive answers that fully meet304

the questioner’s needs.305

4 Evaluation306

4.1 Metrics & Prompt307

In the Emotional Tendency Judgment Task, we308

follow previous work(Lamichhane, 2023; Xu et al.,309

2023) and adopt accuracy as the evaluation metric.310

The evaluation metrics set for the Psychological311

Support Simulation Task have been introduced in312

Section 3.2, where the final scores of the model on313

each question will be mapped to [0,1]. The Prompt314

1https://www.zhihu.com
2https://www.ydl.com
3https://www.xinli001.com
4https://www.psy525.cn

we use during evaluation is shown in Appendix 315

A.1. 316

4.2 Baselines 317

Following previous work(Lamichhane, 2023; Xu 318

et al., 2023), we select several large language mod- 319

els for testing. In this section, we introduce the 320

basic situation of the models. GPT-3.55 is pro- 321

posed by OpenAI.We select the GPT-3.5-turbo ver- 322

sion for testing. ChatGLM3(Zeng et al., 2022; 323

Du et al., 2022) is a new generation model of 324

the ChatGLM series. The version we used dur- 325

ing testing was ChatGLM3-6B. To observe the 326

impact of human alignment on the test results, 327

the Qwen(Bai et al., 2023) models we tested in- 328

clude Qwen-7B-Base and Qwen-7B-Chat. Simi- 329

larly, the Baichuan2(Yang et al., 2023a) models we 330

use include Baichuan2-7B-Base and Baichuan2- 331

7B-Chat. Since the original Llama2(Touvron et al., 332

2023) only supports English, we use the Chi- 333

nese fine-tuned version Llama2-Chinese-13b-Chat. 334

Bloom(Workshop et al., 2022) contains a series of 335

multi-language pre-training models and the version 336

we use is BLOOM-7.1b. MT0(Xue et al., 2020) is 337

a multi-language pre-training model based on T5. 338

The version we use is MT0-Large. 339

4.3 Overall Performance 340

The performance of models on PesTest is summa- 341

rized in Table 3. Notably, ChatGLM3 and GPT- 342

3.5-Turbo exhibit the highest overall performance. 343

These models demonstrate a notable ability to ac- 344

curately discern emotional nuances in user input 345

and provide effective answers in Q&A scenarios. 346

However, there remains room for improvement in 347

the performance of both models. 348

Qwen-Chat, Baichuan2-Chat, and Llama2 also 349

demonstrate notable performance. Our analysis 350

suggests that this is attributed to the Chat model 351

undergoing human alignment, thereby fostering a 352

deeper comprehension of the queries. Moreover, 353

Llama2, following fine-tuning on Chinese data, ex- 354

hibits enhanced proficiency in addressing Chinese 355

queries within PesTest. Furthermore, with a larger 356

model parameter quantity, Llama2 experiences a 357

discernible enhancement in its performance scores. 358

Qwen-Base and Bloom exhibit average per- 359

formance, while MT0 and Baichuan2-Base fare 360

poorly, particularly in discerning emotional nu- 361

ances during conversations. They struggle to grasp 362

5https://platform.openai.com/docs/models/
gpt-3-5
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Model Overall Interpersonal
Relationship Psychosexuality Marriage

& Family
Personal
Growth

Study &
Career Emotion Mind, Body

& Behavior
MT0 40.2 (10.7) 43.0 44.8 29.6 57.6 63.3 42.1 37.7

Bloom 49.1 (7.1) 55.2 45.1 36.3 38.0 39.4 48.8 54.1
Llama2 64.2 (10.0) 65.7 38.1 53.3 56.3 56.9 66.6 69.8

Qwen-Base 52.6 (9.0) 53.5 35.1 35.9 51.5 49.8 53.0 61.8
Qwen-Chat 70.4 (8.0) 67.0 78.7 74.3 84.0 88.7 66.0 70.7

Baichuan2-Base 23.3 (12.3) 15.5 34.0 27.0 50.7 47.1 23.5 21.2
Baichuan2-Chat 68.3 (8.1) 71.3 78.4 73.2 66.6 85.6 66.8 61.7
GPT-3.5-Turbo 80.2 (4.6) 81.5 78.0 73.1 87.7 86.9 81.1 81.1

ChatGLM3 81.1 (4.1) 84.5 81.0 75.1 86.8 87.4 79.1 82.3

Table 3: The model’s overall score on PesTest and scores in subtopics. The numbers in parentheses represent the
standard deviation of the model’s scores on the seven subtopics.

the sentiments conveyed by the participants accu-363

rately. Moreover, in Q&A tasks, they frequently364

generate repetitive and unhelpful responses, dimin-365

ishing the overall quality of text generation. No-366

tably, within each model series, the Chat variant367

outperforms the Base model significantly, under-368

scoring the value of human alignment in augment-369

ing the model’s problem-solving comprehension.370

4.4 Performance on Subtopics371

Table 3 also illustrates the performance of the mod-372

els on 7 topics, with ChatGLM3 and GPT-3.5-373

Turbo remaining the top-performing models. GPT-374

3.5-Turbo excels in the topics of Personal Growth375

and Emotion, while ChatGLM3 demonstrates ad-376

vantages in Interpersonal Relationships, Psycho-377

sexuality, Marriage, and Family, as well as Mind,378

Body, and Behavior. Overall, the differences be-379

tween the two models are not significant. Qwen-380

Chat performs best in the Study and Career topic.381

It is noteworthy that through experiments on dif-382

ferent topics, we observe significant variations in383

a model’s abilities when facing different subjects.384

For instance, Llama2 achieves a high score of 73.7385

in Study and Career, but only 54.0 in Marriage386

and Family. Similarly, MT0 scores 63.3 in Study387

and Career, but only 29.6 in Marriage and Family,388

highlighting differences in the models’ psycholog-389

ical emotional support capabilities across diverse390

topics. This variability may be attributed to the391

lack of training data in lower-scoring domains dur-392

ing the model’s training, resulting in insufficient393

proficiency in specific areas, such as Marriage and394

Family.395

Since the performance of the model on 7 top-396

ics is different, the consistency of the scores on 7397

topics reflects the stability of the model’s answer398

quality when facing different topics. Therefore, we399

calculate the standard deviation of each model on400

seven subtopics and the results are shown behind 401

overall results. ChatGLM3 and GPT-3.5-Turbo still 402

achieve the best results, which reflects that these 403

two models are ahead of other models in terms of 404

answer quality and stability. It should be noted that 405

we need to consider stability in conjunction with 406

specific scores, as a model performing poorly on 407

various topics may achieve high stability. How- 408

ever, this does not necessarily indicate the model’s 409

superiority. 410

Through the utilization of PesTest for assess- 411

ment, we evaluate the comprehensive psycholog- 412

ical support proficiency across various models. 413

Additionally, we discern the performance charac- 414

teristics and identify deficiencies within specific 415

thematic domains, offering the potential for sub- 416

sequent targeted training interventions to bolster 417

model capabilities in psychological support. No- 418

tably, our observations reveal that the majority of 419

models exhibit comparatively diminished perfor- 420

mance in the "Marriage and Family" domain, sig- 421

naling a pervasive need for enhanced training ef- 422

forts in this area. Guided by this insight, future 423

endeavors can strategically prioritize tailored train- 424

ing methodologies to fortify model performance. 425

4.5 Performance on Different Question Types 426

Table 4 illustrates the model’s performance across 427

various question types. Most models exhibit supe- 428

rior performance on True/False and Choice ques- 429

tions compared to Q&A questions, with the gap 430

ranging from ten to thirty percentage points. This 431

trend suggests that these models excel in judging 432

the emotional tendencies of the speakers. Providing 433

suitable responses and suggestions based on the se- 434

mantic meaning of the conversation partners poses 435

a higher demand on large language models. For 436

Qwen-Chat and Baichuan2-Chat, the situation is re- 437

versed. Following training with human alignment, 438
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Model True/False & Choice Q&A
MT0 50.7 29.5

Bloom 63.9 34.1
Llama2 74.8 53.4

Qwen-Base 68.3 36.7
Qwen-Chat 69.1 71.7

Baichuan2-Base 18.5 28.3
Baichuan2-Chat 62.8 74.0
GPT-3.5-Turbo 88.0 72.4

ChatGLM3 88.6 73.6

Table 4: Scores on different question types. The evalua-
tion index of True/False & Choice question is accuracy.
The evaluation index of Q&A question has been intro-
duced in Section 3.2.

their performance on Q&A questions surpassed439

that on True/False and Choice questions.440

Through assessing the performance of models441

across various types of questions, we discover that442

the models’ understanding of the meaning con-443

veyed by interlocutors does not necessarily equate444

to their ability to provide appropriate and ratio-445

nal responses. Human alignment, however, aids446

in enhancing the model’s capacity to generate rea-447

sonable responses during training, underscoring448

the significance of incorporating diverse question449

types in PesTest. We list the detailed scores of each450

model in each topic under different question types451

in Appendix A.2.452

5 Fine-tune Model on PesTest453

5.1 Fine-tune Settings454

We fine-tune all the models using the LoRA(Hu455

et al., 2021) method, with the dimensionality of456

the LoRA low-rank matrix set to 16, the scaling457

coefficient lora_alpha of the low-rank matrix set458

to 8, and lora_dropout set to 0.1. We train three459

epochs uniformly on the training set of each task,460

set the batch size to 256, and then use the trained461

model to test on the test set. The learning rate we462

set for Qwen-7B-Base is 2e-6, the learning rate set463

for Baichuan2-7B-Base is 5e-5, and the learning464

rates of the other models are set to 2e-5.465

5.2 Emotional Tendency Judgment Task466

5.2.1 Performance after Fine-tuning467

This experiment focuses on fine-tuning six models468

for the Emotional Tendency Judgment Task. We469

track the changes in each model’s accuracy on the470

test set before and after fine-tuning, as detailed in471

Table 5.472

Model Before ft After ft
MT0 50.7 74.6 (+23.9)

Bloom 63.9 82.5 (+18.6)
Llama2 74.8 83.6 (+8.8)

Qwen-Base 68.3 87.0 (+18.7)
Qwen-Chat 69.1 79.0 (+9.9)

Baichuan2-Base 18.5 47.0 (+28.5)
Baichuan2-Chat 62.8 78.5 (+15.7)

ChatGLM3 88.6 90.3 (+1.7)

Table 5: Comparison of model’s accuracy after fine-
tuning on the Emotional Tendency Judgment Task. The
numbers in parentheses represent the difference in accu-
racy before and after fine-tuning.

Notably, all models exhibit significant improve- 473

ments post-fine-tuning, with Baichuan2-Base and 474

MT0 showing particularly notable enhancements, 475

exceeding 20 percentage points. Even the initially 476

underperforming Baichuan2-Base model achieves 477

close to a fifty percent accuracy rate after fine- 478

tuning, indicating its acquisition of basic emo- 479

tional tendency judgment knowledge. Further- 480

more, models that initially performed well, such 481

as Qwen-Chat and Qwen-Base, also demonstrate 482

improved scores after fine-tuning. After fine-tuning 483

on PesTest, each model has shown significant im- 484

provements. In terms of specific cases, we give 485

several examples of the difference in Qwen-Base 486

results before and after fine-tuning in Appendix 487

A.3. 488

5.2.2 Fine-tuning effects on Subtopics 489

In addition to assessing overall performance, we 490

analyze the score changes of the fine-tuned model 491

across different topics, as presented in Table 6. 492

Upon a comprehensive evaluation, we observe sub- 493

stantial progress across most topics. For instance, 494

Qwen-Chat exhibits a 20.9 percentage point im- 495

provement in the Interpersonal Relationships topic, 496

while Baichuan2-Chat shows a 21.6 percentage 497

point enhancement in the Personal Growth topic. 498

Llama2, Qwen-Base, and ChatGLM3 all saw in- 499

creases in scores across all topics, achieving com- 500

prehensive level improvements during the fine- 501

tuning process. 502

The fine-tuning effects on 7 topics demonstrate 503

that PesTest not only evaluates the performance of 504

models across various topics but also aids in en- 505

hancing their performance in these different areas. 506

Furthermore, through topic selection, we can con- 507

duct more refined fine-tuning targeting the specific 508

weaknesses of the models. 509
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Model Interpersonal
Relationship Psychosexuality Marriage

& Family
Personal
Growth

Study &
Career Emotion Mind, Body

& Behavior

MT0 60.3 63.3 63.6 82.4 79.3 54.6 38.1
87.1 33.3 65.5 62.2 64.6 71.5 74.4

Bloom 81.9 70.0 54.5 41.9 41.5 68.1 58.0
97.6 73.3 62.7 39.2 41.5 80.8 85.3

Llama2 83.7 20.0 64.5 51.4 54.9 79.7 74.3
89.3 86.7 84.5 85.1 92.7 79.7 82.1

Qwen-Base 77.8 26.7 71.8 64.9 58.5 68.5 65.9
98.5 90.0 80.9 78.4 86.6 82.9 85.2

Qwen-Chat 60.8 93.3 87.3 97.3 98.8 60.2 70.3
81.7 90.0 92.7 97.3 98.8 72.7 76.3

Baichuan2-Base 3.1 43.3 35.5 75.7 52.4 17.3 16.6
12.2 73.3 30.0 40.5 42.7 25.4 75.4

Baichuan2-Chat 67.1 83.3 70.0 60.8 92.7 58.4 58.0
82.1 80.0 80.0 82.4 76.8 81.0 75.2

ChatGLM3 97.4 90.0 90.9 95.9 96.3 84.6 85.2
99.6 93.3 94.5 98.6 97.6 86.5 86.5

Table 6: Fine-tuning effects on 7 topics. For each model, the scores above represent the accuracy before fine-tuning,
while the scores below represent the accuracy after fine-tuning.

MT0 MT0 + ft
Overall 29.5 33.5

Interpersonal Relationship 28.5 33.1
Psychosexuality 29.7 29.7

Marriage & Family 23.6 26.7
Personal Growth 32.8 36.5
Study & Career 39.5 40.9

Emotion 31.1 37.4
Mind, Body & Behavior 36.7 37.9

Table 7: Score comparison of MT0-Large before and af-
ter fine-tuning on the Psychological Support Simulation
Task.

5.3 Psychological Support Simulation Task510

We fine-tune the MT0 model for the Psycho-511

logical Support Simulation Task, and the results512

are detailed in Table 7. Irrespective of over-513

all performance or scores across individual sub-514

topics, MT0 demonstrates improved answering515

proficiency, with significant enhancements in each516

topic’s scores. After fine-tuning, the MT0-Large517

model notably reduces the repetition of output sen-518

tences and exhibits increased empathy in its re-519

sponses. By learning from professional psycho-520

logical counselors’ responses, the model can bet-521

ter understand and empathize with the counselor’s522

situation, providing more comforting effects and523

offering more reasonable suggestions. In summary,524

fine-tuning the model for the Psychological Sup-525

port Simulation Task has facilitated comprehensive526

progress in its ability to address consultants’ in-527

quiries.528

5.4 Cross-task Experiment 529

To ascertain the correlation between our designated 530

tasks, we fine-tune MT0 and Llama2 using the 531

training set of the Psychological Support Simula- 532

tion Task and then evaluate their performance on 533

the Emotional Tendency Judgment Task. The re- 534

sults indicate that MT0’s score increased from 50.7 535

to 55.4, while Llama2’s score increased from 74.8 536

to 77.7. This suggests that if a model acquires Q&A 537

skills, it can also demonstrate improved perfor- 538

mance in the Emotional Tendency Judgment Task 539

without necessitating specialized training. This un- 540

derscores the correlation between the two tasks and 541

highlights their potential synergistic effect in en- 542

hancing model performance. The specific scores 543

for this part are shown in Appendix A.4. 544

6 Conclusion 545

In this paper, we propose PesTest, a comprehen- 546

sive large language model psychological emotional 547

support ability test dataset containing 7 major cat- 548

egories and 40 sub-categories of questions. We 549

conduct a comprehensive and multi-angle analysis 550

on large language models, revealing that models 551

perform differently on 7 topics and perform poorly 552

on specific topics. Futhermore, we fine-tune the 553

model with PesTest and achieve progress on both 554

tasks. Our work provides a reference for improving 555

the psychological emotional support capabilities of 556

the large language model through further training 557

in the future, hoping to inspire subsequent efforts. 558
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Limitations559

Due to limitations of computing resources, we560

were unable to conduct fine-tuning experiments561

on extremely large language models, such as562

Bloom-176B. Therefore, we were unable to ver-563

ify PesTest’s ability to improve the psychological564

and emotional support capabilities of commercial-565

level large language models. This work can serve566

as a direction for further research in the future.567

Ethics Statement568

During the process of data collection in this study,569

the collected data underwent filtering to exclude570

any information that might reveal personal details571

or contain content related to individual privacy. Si-572

multaneously, we eliminated questions that could573

lead to differing opinions due to differences in val-574

ues, ensuring that our dataset would not provoke575

controversy across different countries and regions.576

Finally, this dataset is exclusively intended for re-577

search purposes.578
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A Appendix799

A.1 Prompt Examples800

A.1.1 Emotional Tendency Judgment Task801

In the Emotional Tendency Judgment Task, for802

questions in different languages, we provide corre-803

sponding prompts in the respective languages. For804

English questions, our prompt is:805

"Determine whether the following paragraph806

is positive or negative.{text}.Answer ’positive’ or807

’negative’. Do not answer in any other format.808

Your answer is ".809

For Chinese questions, our prompt is:810

"判断下面这段话是积极的还是消极811

的。{text}。回答’积极’或’消极’，不要用其他812

格式回答。你的回答是".813

Here, "text" represents the content of the ques-814

tion, and the model provides its answer based on815

the prompt. For models that have not been aligned816

by humans, to maintain consistency in model out-817

put, we will use a few-shot format prompt. The818

above prompts are modified as follows:819

Determine whether the following sentence is820

positive or negative.821

sentence: I really like the new clothes I bought822

this time. answer: positive823

sentence: The weather is not good today, and824

I am very sad. answer: negative825

sentence: {text}. answer:826

For Chinese prompts, we also adopt the same827

format：828

判断下面的句子是积极的还是消极的。829

句子：我很喜欢这次买的新衣服。答案：积 830

极 831

句子：今天天气不好，我很难过。答案：消 832

极 833

句子：{text}。回答： 834

A.1.2 Psychological Support Simulation Task 835

In the Psychological Support Simulation Task, our 836

English prompt is: 837

Please provide assistance to the consultants 838

by answering the following psychological coun- 839

seling question: {text}. Your response is: 840

our Chinese prompt is: 841

请回答以下心理咨询问题，为咨询者提供帮 842

助。问题是{text}。你的回答是: 843

Here, "text" represents the content of the ques- 844

tion. 845

A.2 Scores of Models under Subtopics in 846

Different Types of Questions 847

True/False
& Choice Q&A

Overall 50.7 29.5
Interpersonal Relationship 60.3 28.5

Psychosexuality 63.3 29.7
Marriage & Family 63.6 23.6

Personal Growth 82.4 32.8
Study & Career 79.3 39.5

Emotion 54.6 31.1
Mind, Body & Behavior 38.1 36.7

Table 8: MT0 scores under different question types and
topics

True/False
& Choice Q&A

Overall 63.9 34.1
Interpersonal Relationship 81.9 32.8

Psychosexuality 70.0 25.0
Marriage & Family 54.5 33.0

Personal Growth 41.9 34.1
Study & Career 41.5 36.4

Emotion 68.1 32.0
Mind, Body & Behavior 58.0 42.3

Table 9: Bloom scores under different question types
and topics
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True/False
& Choice Q&A

Overall 74.8 53.4
Interpersonal Relationship 83.7 50.7

Psychosexuality 20.0 52.7
Marriage & Family 64.5 51.3

Personal Growth 51.4 61.1
Study & Career 54.9 60.0

Emotion 79.7 55.2
Mind, Body & Behavior 74.3 56.0

Table 10: Llama2 scores under different question types
and topics

True/False
& Choice Q&A

Overall 68.3 36.7
Interpersonal Relationship 77.8 33.2

Psychosexuality 26.7 41.9
Marriage & Family 71.8 29.6

Personal Growth 64.9 38.2
Study & Career 58.5 36.8

Emotion 68.5 39.4
Mind, Body & Behavior 65.9 49.4

Table 11: Qwen-Base scores under different question
types and topics

True/False
& Choice Q&A

Overall 69.1 71.7
Interpersonal Relationship 60.8 72.2

Psychosexuality 93.3 66.9
Marriage & Family 87.3 72.0

Personal Growth 97.3 70.6
Study & Career 98.8 73.6

Emotion 60.2 71.2
Mind, Body & Behavior 70.3 71.7

Table 12: Qwen-Chat scores under different question
types and topics

True/False
& Choice Q&A

Overall 18.5 28.3
Interpersonal Relationship 3.1 25.9

Psychosexuality 43.3 26.4
Marriage & Family 35.5 25.6

Personal Growth 75.7 25.7
Study & Career 52.4 38.6

Emotion 17.3 29.0
Mind, Body & Behavior 16.6 34.0

Table 13: Baichuan2-Base scores under different ques-
tion types and topics

True/False
& Choice Q&A

Overall 62.8 74.0
Interpersonal Relationship 67.1 74.8

Psychosexuality 83.3 74.3
Marriage & Family 70.0 73.8

Personal Growth 60.8 72.3
Study & Career 92.7 75.0

Emotion 58.4 74.1
Mind, Body & Behavior 58.0 73.2

Table 14: Baichuan2-Chat scores under different ques-
tion types and topics

True/False
& Choice Q&A

Overall 88.0 72.4
Interpersonal Relationship 92.4 72.4

Psychosexuality 86.7 70.9
Marriage & Family 86.4 70.8

Personal Growth 98.6 76.7
Study & Career 96.3 72.7

Emotion 89.4 73.8
Mind, Body & Behavior 84.1 71.9

Table 15: GPT-3.5-Turbo scores under different ques-
tion types and topics

True/False
& Choice Q&A

Overall 88.6 73.6
Interpersonal Relationship 97.4 73.8

Psychosexuality 90 73.6
Marriage & Family 90.9 72.4

Personal Growth 95.9 77.7
Study & Career 96.3 74.1

Emotion 84.6 74.3
Mind, Body & Behavior 85.2 73.5

Table 16: ChatGLM3 scores under different question
types and topics
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A.3 Comparison of Results Before and After848

Fine-tuning849

Sentence Original Fine-tune

The coronavirus has been

stressing me out.
positive negative

Nothing is stressing me out. negative positive

我能通过父母的言谈表情

感受到他(她)很喜欢我。

( I can feel that my parents like

me very much through their

words and expressions. )

negative positive

每次期末考试之前，我总

有一种紧张不安的感觉。

( I always feel nervous

before every final exam. )

positive negative

Table 17: Qwen-Base output comparison before and
after fine-tuning. We have provided English explana-
tions for Chinese questions. The Original column is the
original incorrect answer, and the Fine-tune column is
the corrected answer after fine-tuning.

In Table 17, we have listed some output compar-850

isons of Qwen-Base before and after fine-tuning.851

It can be observed from the table that after fine-852

tuning, Qwen-Base corrected previous errors on853

these questions and obtained the correct outputs.854

A.4 Cross Task Experiment Results855

MT0 Llama2
Overall 55.4 77.7

Interpersonal Relationship 72.8 81.0
Psychosexuality 26.7 86.7

Marriage & Family 59.1 80.9
Personal Growth 60.8 91.9
Study & Career 58.5 92.7

Emotion 60.7 73.8
Mind, Body & Behavior 44.8 75.5

Table 18: Cross Task Experiment Results

Table 18 shows the specific performance of the856

MT0 and Llama2 in different topics in cross-task857

experiments. In most topics, both models achieve858

better results compared to before fine-tuning.859
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