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Abstract

Zero-shot Relation Triplet Extraction (Ze-001
roRTE) is a challenging yet valuable task that002
extracts relation triplets from unstructured texts003
for new relation types, significantly reducing004
the time and effort needed for data labeling.005
With the enhancement of the zero-shot capabil-006
ity of large language model, the performance007
of many zero-shot tasks has been further im-008
proved only via chatting with Large Language009
Model(LLM). In this work, we transform the010
zero-shot triplet extraction task into a two-stage011
chat with LLM. Specially, followed by the step012
of triplet extraction, we prompt the LLM to per-013
form the NER(Name Entity Recognition) task014
in the first stage. Then, in the second stage, we015
prompt the LLM to perform the RC(Relation016
Classification) task combining the result of the017
first stage. To overcome the impact of redun-018
dant information of the LLM’s output on task019
evaluation, we design a Post-Processing mod-020
ule to obtain the relation triplet. Experiments021
on Wiki-ZSL and FewRel datasets show the ef-022
ficacy of Relation Prompt for the ZeroRTE task.023
Remarkably, our method outperforms strong024
baselines by a significant margin, achieving an025
impressive 15.89% increase in F1 scores, par-026
ticularly when dealing with Wiki-ZSL with 15027
unseen relations.028

1 Introduction029

Relation Triplet Extraction aims to extract a030

full triplet, namely(head_entity, relation_type,031

tail_entity) for an unstructured text, which has032

applications such as knowledge graph construc-033

tion and question answering(Wadhwa et al., 2023).034

However, existing approaches often require large035

datasets of annotated samples which are costly to036

annotate and have a fixed set of relations. Hence,037

many researchers have been aware of IE techniques038

with zero/few-shot methods. Under the zero-shot039

setting, the relation sets at the training and testing040

stages are disjoint. ZeroRTE models are trained on041
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Figure 1: Zero-shot relation triplet extraction.

samples with a handful of seen relation types and 042

are expected to generalize to extract triplets with 043

previously unseen relation types. 044

With the widespread application of Large lan- 045

guage models, their zero-shot capabilities have also 046

received increasing attention.(Brown et al., 2020) 047

Using carefully designed prompts has become a 048

popular way to unleash the potential of large mod- 049

els on zero-shot tasks(Bi et al., 2024). The Chain of 050

Thought (CoT) prompting(Wei et al., 2022), which 051

involves gradually prompting LLM to break down 052

complex problems into step-by-step sub-problems, 053

has been proven effective for LLM in solving com- 054

plex issues. Though it is non-trivial to tackle Ze- 055

roRTE by decomposing it into two sub-tasks, How 056

to plan the two-stage tasks? and How to de- 057

sign the prompt to enhance the ZRTE ability of 058

LLM? are still the challenges that need to be ad- 059

dressed. RSED(Lan et al., 2024) and ChatIE(Wei 060

et al., 2023) decomposed ZeroRTE into Relation 061

Selection and Entity boundary Detection, which 062

will increase the propagation of errors, as the first 063

stage task Relation Selection is a task that requires 064

a deeper understanding of semantics compared to 065

NER. 066

In our work, ZeroRTE is divided into two un- 067

complicated subtasks, NER and Relation Classi- 068

fication. By decomposing the complex ZeroRTE 069
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Figure 2: Task Planning of different prompt

task into two simpler tasks than Relation Selection070

and Entity boundary Detection, the error propa-071

gation is alleviated, which is more conducive for072

the model to solve the RTE. For each stage, we073

consider designing the prompt from three aspects:074

1)Task Description: Concisely summarize the task075

objectives and requirements. 2)Background knowl-076

edge: the background information the LLM should077

be combined with, such as the results of the first078

stage task NER. 3)Output Format: Clearly define079

the expected format of the output data to meet the080

task requirements.081

Following the method above, extensive experi-082

ments are conducted on the ZeroRTE tasks. Specif-083

ically, our method advances the state-of-the-art084

RSED(Lan et al., 2024)model on two ZeroRTE085

datasets and gains an improvement of up to 15.89%086

in the F1 score over the previous best model on087

Wiki-ZSL and FewRel. Compared with the pre-088

vious ZeroRTE method, our method has obvious089

advantages. The previous method required pre-090

training the model and generating synthetic data,091

but our approach only requires Parameter-Efficient092

Fine-Tuning without the need for synthetic data.093

The main contributions of this paper are summa-094

rized as follows:095

(1)We introduced an innovative two-stage frame-096

work leveraging LLM for zero-shot relation triplet097

extraction, highlighting our innovative use of NER098

and relation classification tasks, enhanced by a care-099

fully designed prompt, which significantly reduces100

error propagation.101

(2)We compared the impact of different two-102

stage task planning and various prompt designs103

on the ZeroRTE task and conducted a detailed anal-104

ysis.105

(3)Experiments on two datasets demonstrate that106

our proposed method is state-of-the-art (SOTA)107

method in the field of ZeroRTE.108

2 Related Works 109

2.1 Zero-shot Relation Triplet Extraction 110

RelationPrompt(Chia et al., 2022) first formally 111

introduced the task setting of Zero-shot Relation 112

Extraction (ZeroRTE), utilizing synthetic data gen- 113

erated by prompting language models to generate 114

structured texts. ChatIE(Wei et al., 2023), for the 115

first time, utilizes LLM to address the problem 116

of zero-shot information extraction through multi- 117

turn dialogues with ChatGPT1. It consists of two 118

stages: category selection and relationship gen- 119

eration. While both category selection and rela- 120

tionship generation are a difficult task that need 121

a deeper understanding of semantics. Then, the 122

utilization of ChatGPT incurs significant financial 123

costs and may also be inaccessible in certain geo- 124

graphical regions. 125

2.2 Prompt Engneering 126

Prompting-based methods have shown promise as 127

a new paradigm for zero-shot or few-shot inference 128

in natural language processing. Recent progress 129

in LLM prompt-tuning aims to bridge the gap be- 130

tween pre-training and downstream tasks by us- 131

ing natural language templates.(Pourpanah et al., 132

2022) Chain of thought (CoT) prompting(Wei et al., 133

2022) , an instance of few-shot prompting, pro- 134

posed a simple solution by modifying the answers 135

in few-shot examples to step-by-step answers, and 136

achieved significant boosts in performance across 137

these difficult benchmarks, especially when com- 138

bined with very large language models. ZETT(Kim 139

et al., 2023) tackles the Zero-shot Triplet extrac- 140

tion by Template infilling. This method designed 141

the template for each relation, which is not feasi- 142

ble for situations with a large number of relation- 143

ships. ChatIE(Wei et al., 2023) used the Chat-based 144

Prompt to tackle the Zero-shot Information extrac- 145

tion. 146

3 Method 147

3.1 Task Formulation 148

Let D = {S,< head_entity,R, tail_entity > 149

}denotes the whole dataset, consisting of 150

the input sentences S, the output triplets < 151

head_entity,R, tail_entity > where R is the set 152

of relation labels. D = Ds ∪Du, where Ds, Du 153

refer to the seen and unseen datasets respectively. 154

The model is trained on Ds and evaluated on Du. 155

1https://openai.com/chatgpt/
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R = Rs∪Ru is predefined, comprising the seen re-156

lation label set Rs = {rs1, · · · , rsn} and unseen rela-157

tion label set Ru = {ru1 , · · · , rum}, where n = |Rs|158

and m = |Ru| are the number of seen and unseen159

relation labels respectively. Rs ∩Ru = ∅, Rs and160

Ru are disjoint. One sentence s ∈ S contains one161

or more triplets.162

3.2 Overview163

To tackle the ZeroRTE task, we proposed a two-164

stage dialogue framework based on a Large Lan-165

guage Model (LLM). The framework initially di-166

vides the task into two phases: Named Entity167

Recognition (NER) and Relation Classification168

(RC), followed by the careful design of prompts169

for each stage. Based on the carefully designed170

prompts, we have formulated an instruct-tuning171

dataset. Then, fine-tuning the LLM with the Low-172

Rank Adaptation (LoRA) method(Hu et al., 2021)173

based on the instruct-tuning dataset. Subsequently,174

the fine-tuned model is applied to infer on a test175

set that encompasses unseen labels. The inference176

results are then refined by the post-processing mod-177

ule to obtain the definitive set of relation triplets.178

3.3 Two-stage Prompts Design179

Prompt engineering has emerged as a crucial tech-180

nique for enhancing the capabilities of pre-trained181

large language models (LLMs)(Liu et al., 2023).182

The significance of prompt engineering is espe-183

cially evident in its transformative impact on the184

adaptability of LLMs.185

We have designed the prompt for zero-shot tasks 186

in two stages, aiming to break down the complex 187

task of relation triplet extraction into two simpler 188

tasks to enhance the performance of large models in 189

relation extraction tasks. The tasks for the first and 190

second stages are NER (Named Entity Recogni- 191

tion) and RC (Relation Classification), respectively. 192

Below, we will provide a detailed introduction to 193

the specific design of the prompts for both stages. 194

The overall architecture of prompt design is pre- 195

sented in the Figure 4. 196

3.3.1 Stage-One: Named Entity Recognition 197

ChatIE(Wei et al., 2023) and RSED(Lan et al., 198

2024) transform the Relation Triplet Extraction 199

into relation category selection and relation gen- 200

eration. In our experiment, it reveals that LLM is 201

prone to significant bias during the relation type 202

selection phase when using this method, which in 203

turn affects the final performance of relation ex- 204

traction. This is because the selection of relation 205

types requires a deep understanding of semantics 206

to make the correct choices. In contrast, the task of 207

entity recognition is a relatively simpler task that 208

only requires identifying the relevant entities in the 209

text. 210

Therefore, in our research, we have replaced the 211

relation type selection task with entity recognition 212

and have designed the following prompts:"Please 213

solve the Named Entity Extraction task.the con- 214

text, Extracting all the entities in this sen- 215

tence.Context:{text}", aimed at providing more 216
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Please solve the Named Entity Extraction task. Given the context, 

Extracting all the entities in this sentence. 

Context: " The Story of Louis Pasteur " was nominated for Best 

Picture and won Best Actor for Paul Muni , in addition to winning 

Best Story and Best Adapted Screenplay for Collings and Gibney .

the story of louis pasteur

best picture

…

STAGE Ⅰ

STAGE Ⅱ

Please solve the Relation Extraction task.

Combining the extracted entities, provide at least one relation triplet 

in this sentence 

The relation types must be in these possible relations:{Relation List}

The output format must be 

(head_entity,relationship_type,tail_entity)\n

(head_entity,relationship_type,tail_entity)

Do not have any other output except for relation triples

[ "the story of louis 

pasteur", 

"nominated for" ,

"best picture"]
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Figure 4: Two-Stage Prompt Design.

comprehensive information to support subsequent217

tasks. By applying this prompt, we require the218

LLM to generate all the entities contained in the219

text, avoiding the absence of entity information.220

3.3.2 Stage-Two: Relation Classification and221

Triplets Generation222

This stage is the core phase of relation triplet ex-223

traction, responsible for combining the results of224

the previous entity extraction round, performing225

relationship classification, and generating triplets226

that conform to the specified format. The design227

of prompt in this stage is mainly considered from228

three aspects:229

(1)Task Description: In this stage, the prompt230

is designed to clearly specify the task of relation231

triplet extraction. The prompt should guide the232

model to generate triples that adhere to the speci-233

fied format.234

(2)Background Information: It should provide235

instructions on how to combine the entities ex-236

tracted in the previous round with the provided237

context. Perform relationship classification based238

on this information and generate relation triplets239

in the specified format. Ensure that each triplet240

consists of a subject entity, a relationship label, and241

an object entity.242

(3)Output Format: The prompt should clearly243

define the expected output format for the generated244

relation triplets. It should specify the structure and245

organization of each triplet, including the order of246

entities and the representation of the relationship247

label. This ensures that the model produces output248

that conforms to the desired format.249

Following the three design principles mentioned250

above, we have designed the prompt for the sec-251

ond stage as follows:"Please solve the Relation 252

Extraction task. Combining the extracted entities, 253

provide at least one relation triplet in this sen- 254

tence. The relation types must be in these possible 255

relations:[relation list]The output format must be 256

(head_entity,relationship_type,tail_entity). Do not 257

have any other output except for relation triplets." 258

After the design of the prompt is completed, the 259

existing dataset is transformed to form an instruc- 260

tion dataset. 261

Dinstruct = Prompt(Dorigin) (1) 262

Here, Prompt(·) denotes the method of trans- 263

fering the original datset to the instruct-tuing datset 264

combining our designed prompt. 265

3.4 LLM Fine-tuning 266

After finalizing the prompt design, we combined it 267

with the dataset to create the instruct-tuning dataset 268

for our work. Subsequently, based on the instruct- 269

tuning dataset, we fine-tune (LoRA) the LLM. 270

There are two training tasks in our model: named 271

entity recognition and relation triplets generation. 272

We train the model in a multi-task manner. For 273

named entity recognition, the training objective is 274

to minimize the cross entropy loss: 275

Lent = −
C∑
c=1

yo,c log(po,c) (2) 276

For relation triplets generation, we also adopt 277

the cross entropy loss, and the entity loss is defined 278

as: 279

Lrel = −
T∑
t=1

yo,t log(po,t) (3) 280

4



Here, Lent denotes the loss function of the NER281

task. Lrel denotes the loss function of the relation282

triplets generation task. C represents the number283

of tokens for the entity to be predicted. yo,cis the284

true label (usually token id) for cth in the first stage,285

po,cis the predicted probability for class in the first286

stage. T represents the number of tokens for the287

triplets to be predicted. yo,tis the true label (usu-288

ally token id) for tth in the first stage, po,tis the289

predicted probability for class in the first stage. We290

treat each loss equally and the model learns to min-291

imize L = Lrel + Lent jointly.

Algorithm 1: Post-Processing Method
Data: Model F ;
Test dataset D;
Relation List in the test setR;
Number of samples in the test set N ;
Result: Relation Triplets

T (head_entityi, rel, tail_entityi)
1 for m = 1, 2, . . . ,N do
2 xm ← Get(D,m);
3 ym ← Normalize(F(xm));
4 Sym ← Split(ym);
5 NS ← Number(Sym);
6 for q = 1, 2, . . . ,NS do
7 if len(Sym,q) = 3 then
8 if get(Sym,q, 1) ∈ R then
9 hm = get(Sym,q, 0);

10 rm = get(Sym,q, 1);
11 tm = get(Sym,q, 2);

12 t← (hm,rm,tm);
13 Add t To T ;

14 return T

292

3.5 Post-Processing Module293

Because the LLMs are generative models, their294

outputs may contain additional descriptive infor-295

mation beyond the relation triplets. To address this,296

we have developed a post-processing module that297

purifies the content generated by the LLM and only298

extracts the triplets we need. Moreover, it filters299

out triples that do not match the predefined relation300

type list, thereby enhancing the accuracy and rele-301

vance of our model’s output results. The details as302

follows Algorithm 1.303

After inputting each test sample xm from the304

instruct-tuning dataset into the model, we obtain305

the model’s feedback output F(xm). We then pro-306

ceed with our post-processing procedure, which 307

first involves standardizing the model output. This 308

mainly includes unifying punctuation marks, such 309

as replacing Chinese commas with English com- 310

mas. Next, we split the standardized output ym, 311

which includes dividing each line based on line 312

breaks and splitting the elements contained in each 313

line based on commas. Then, we determine if the 314

number of elements per line is 3. Only when it is 315

equal to 3 can we assert that the content of this line 316

represents a relation triplet. Finally, we filter out 317

triplets that are not in the predefined relation list. 318

Eventually, the final relation triplets are formed. 319

4 Experiments 320

4.1 Experimental Settings 321

For the task of Zero-shot relation triplets extrac- 322

tion, we fine-tune the Qwen1.5-14B-Chat2 which 323

has 14B parameters. A machine equipped with 324

8x NVIDIA GeForce RTX 3090 GPUs (each with 325

24GB of VRAM) is used for training. The fine- 326

tuning is performed on the training set for up to 327

10 epochs using LoRA method. The learning rate 328

is 1e-4 with linear warm-up for the first 100 train- 329

ing steps and the batch size is set to 4. During the 330

training process, we use the AdamW optimizer. 331

Since generative models cannot determine the 332

number of triplets they generate, we evaluate the 333

triplet extraction results at the multiple triplets set- 334

ting. To evaluate multiple triplet extraction, we use 335

the Micro F1 metric which is standard in structured 336

prediction tasks, and report the precision (P.) and 337

recall (R.) 338

4.2 Datasets 339

We use the following two datasets for our ex- 340

periments. FewRel(Han et al., 2018) was hand- 341

annotated for few-shot relation extraction, but we 342

made it suitable for the zero-shot setting after data 343

splitting into disjoint relation label sets for train- 344

ing and testing. Wiki-ZSL (Chen and Li, 2021) 345

is constructed through distant supervision over 346

Wikipedia articles and the Wikidata knowledge 347

base. For each dataset, we set the unseen label size 348

to m ∈ {5, 10, 15}, while treating the remaining 349

labels as seen labels during training in the exper- 350

iments. The detailed statistics of the Dataset are 351

shown in Table 2. 352

2Qwen refers to the large language model family built by
Alibaba Cloud. https://huggingface.co/Qwen

5
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Table 1: Results Compared with baseline models(Training Mode)

Unseen Labels Method Wiki-ZSL Fewrel
P(%) R(%) F1(%) P(%) R(%) F1(%)

TableSequence(Wang and Lu, 2020) 44.43 3.53 6.39 19.03 1.99 3.48
RelationPrompt(Chia et al., 2022) 26.19 32.12 28.85 17.73 23.20 20.08

m=15 PAED(Zhu et al., 2023) - - - 20.68 23.39 21.95
RSED(Lan et al., 2024) 25.37 33.80 28.98 27.00 23.55 25.16

Ours 57.31 36.87 44.87 30.28 25.03 27.41
TableSequence(Wang and Lu, 2020) 45.31 3.57 6.4 28.93 3.60 6.37
RelationPrompt(Chia et al., 2022) 30.20 32.31 31.19 21.59 28.68 24.61

m=10 PAED(Zhu et al., 2023) - - - 23.31 27.42 25.15
RSED(Lan et al., 2024) 27.09 39.09 32.00 30.89 29.90 30.39

Ours 60.77 37.76 46.57 35.46 32.17 33.74
TableSequence(Wang and Lu, 2020) 43.68 3.51 6.29 15.23 1.91 3.40
RelationPrompt(Chia et al., 2022) 29.11 31.00 30.01 20.80 24.32 22.34

m=5 PAED(Zhu et al., 2023) - - - 25.79 34.54 29.47
RSED(Lan et al., 2024) 38.14 36.84 37.48 43.91 34.97 38.93

Ours 42.52 23.27 30.09 53.10 52.66 52.88

Table 2: Statistics of Datasets

Dataset Samples Entities Relation Labels Average Length
Total Train Test

98 5
Wiki-ZSL 94383 77623 113 98 10 24.85

98 15
65 5

FewRel 56000 72954 80 65 10 24.95
65 15

4.3 Experimental Results353

4.3.1 Experiments in Training Mode354

Baseline Methods To demonstrate the effective-355

ness of our proposed method in the ZeroRTE task,356

we compared it with several existing ZeroRTE mod-357

els.358

• TableSequence(Wang and Lu, 2020) is a typi-359

cal table-based method, which comprises two en-360

coders to encode different types of information in361

the learning process.362

• RelationPrompt(Chia et al., 2022) fine-tuned363

the BART(Lewis et al., 2020) on the synthetic re-364

lation sentences generated by prompting language365

models.366

• PAED(Zhu et al., 2023) presented a generation-367

based framework for zero-shot PAED. A novel368

HNS strategy and a Meta-VAE sampler with CSC369

are presented to enhance the performance of this370

model.371

• RSED(Lan et al., 2024) proposed a method372

with potential candidate relation selection and en-373

tity boundary detection directly utilizing the se-374

mantics of unseen relations to tackle the ZeroRTE375

task. 376

We report experimental results in Table 1. It 377

can be seen that the performance of the proposed 378

model in this paper is optimal in terms of P, R, and 379

F1 values. We observe that our framework per- 380

forms better when the number of unseen labels is 381

15. For example, our framework enhances F1 index 382

by 2.25% on the Fewrel dataset and 15.98% on the 383

Wiki-ZSL dataset compared to the RSED which 384

is the previous SOTA method. In conclusion, we 385

demonstrate that our proposed method can better 386

unleash the potential of large models in the RTE 387

task. 388

However, it cannot be denied that when the num- 389

ber of unseen labels is 5, our method’s performance 390

on the Wiki-ZSL dataset is not as good as the RSED 391

method. This may be related to the distribution of 392

the Wiki-ZSL dataset. What’s more, according to 393

our observations, when there are fewer labels, it 394

is also easy to generate triplets outside of the pre- 395

defined relations, which is also one of the reasons 396

for its poor performance. Nevertheless, its perfor- 397

mance still exceeds that of other models. This is 398

also one of the areas we will focus on improving 399

in the future. 400

4.3.2 Experiment in No Training Required 401

Mode 402

Taking into account the zero-shot capabilities inher- 403

ent in LLM, we performed an experiment that does 404

not alter the model parameters with training data, 405

but instead directly utilizes the LLM for inference 406

under various prompts. This allows us to compare 407
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Table 3: Results Compared with baseline model(No Training Required Mode).† denotes the results from TAG(Xu
et al., 2024).

Method BaseModel Wiki-ZSL Fewrel
P(%) R(%) F1(%) P(%) R(%) F1(%)

ICL† GPT-3.5 8.87 8.68 8.49 11.35 12.58 11.87
ChatIE† GPT-3.5 8.52 8.01 8.15 11.11 10.93 10.99

RelationPrompt† GPT-3.5 7.76 6.86 7.28 8.76 8.33 8.54
TAG + RelationPrompt† GPT-3.5 10.08 8.50 9.21 11.75 10.98 11.35

Ours prompt GPT-3.5 19.31 11.04 14.05 28.91 15.72 20.37

the superiority of our proposed two-stage prompt408

method over other prompt-based approaches.409

Baseline Methods We compare our proposed410

Tow-stage prompt method, with competitive base-411

lines in ZeroRTE.412

• ICL is an in-context-learning method that di-413

rectly prompts LLMs, we follow the prompting414

method in (Wei et al., 2023)415

• ChatIE (Wei et al., 2023) transforms the Ze-416

roRTE task into a multi-turn question-answering417

problem with a two-stage framework.418

• RelationPrompt(GPT-3.5)(Chia et al., 2022)419

uses GPT-3.5 to generate synthetic data for unseen420

relations and then trains the extractor model BART421

on the synthetic data from GPT-3.5.422

• TAG+RelationPrompt(GPT-3.5)(Xu et al.,423

2024) conducts the relation extraction through the424

interaction between two agents. One agent acts425

as a generator, using the same prompt as Relation-426

Prompt to leverage GPT-3.5 for data generation.427

The other agent serves as an extractor, employing428

a BART model-based approach with reinforcement429

learning to perform triplet extraction.430

The detail prompts for ICL, ChatIE, Relation-431

Prompt and TAG can be seen in Appendix A.432

We report experimental results in Table 3. Under433

the situation of no training required setting, the two-434

stage prompt method in this paper still performs435

much better than the baseline. Specifically, on the436

Wiki-ZSL dataset, our method achieves an F1 score437

that is 4.84% higher than the best previous method;438

on the FewRel dataset, it is 8.5% higher than the439

previous best method.440

5 Analysis441

5.1 Ablation Study442

To validate the effectiveness of the proposed443

method in this paper, we conducted correspond-444

ing ablation experiments to assess the impact of445

each module on the model’s performance.446

Table 4: Ablation Study Results

Unseen Labels Method P(%) R(%) F1(%)

Ours w.o.first-stage prompt 29.42 24.69 26.84
m=15 Ours w.o.LoRA 22.06 8.51 12.29

Ours 30.28 25.03 27.41
Ours w.o.first-stage prompt 33.30 26.93 29.78

m=10 Ours w.o.LoRA 17.18 4.76 7.45
Ours 35.46 32.17 33.74

Ours w.o.first-stage prompt 51.29 40.49 45.25
m=5 Ours w.o.LoRA 43.59 11.09 17.68

Ours 53.10 52.66 52.88

We first removed the prompt from the first stage, 447

using only the second stage’s prompt and input 448

text, which means only having a one-stage dia- 449

logue with the Fine-tuned model(trained on the 450

two-stage prompt). The experiments showed that 451

under different settings of the number of unseen 452

labels, the model’s performance experienced vary- 453

ing degrees of decline. It can be observed that the 454

one-stage inference performs relatively worse than 455

the two-stage inference model on the RTE task, 456

indicating that the first stage can provide more in- 457

formation for the generation of the second stage’s 458

triples, thereby helping the model to generate bet- 459

ter triples. However, the degree of decline is not 460

particularly significant, with the decrease in the 461

F1 score being only 0.57% when m=15. This also 462

indirectly demonstrates that our model has good 463

robustness. Even though the inference prompt is 464

not completely the same as the training prompt, it 465

can still maintain a certain level of performance. 466

Subsequently, we directly removed the fine- 467

tuning module and utilized the model to perform 468

inference solely based on the prompts we de- 469

signed. The results indicate a significant drop in 470

the model’s performance. We can conclude that 471

fine-tuning enhances the zero-shot recognition ca- 472

pability of LLM on the RTE task. 473

5.2 Comparison of Different prompt 474

To compare the impact of different prompts on 475

model performance, we designed other two-stage 476
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models with different content for the experiments.477

Taking the FewRel as the test dataset, we conducted478

experiments under a different number of unseen la-479

bel settings, and the experimental results are shown480

in Table 5.481

• prompt1 This prompt still adopts a two-stage482

task. Unlike the prompt used in this paper, we have483

changed the first stage to a relation type selection484

instead of the NER task.485

• prompt2 This prompt adopts the same two-486

stage task setup as this paper, but the way of ex-487

pression is different.488

The detail prompts for prompt1 and prompt2489

can be seen in Appendix A.490

Table 5: Results with different Prompt

Unseen Labels Method P(%) R(%) F1(%)

w.t. prompt1 37.20 11.91 18.04
m=15 w.t. prompt2 17.73 23.20 20.08

Ours prompt 30.28 25.03 27.41
w.t. prompt1 51.59 9.26 15.70

m=10 w.t. prompt2 35.58 28.24 31.49
Ours prompt 35.46 32.17 33.74
w.t. prompt1 67.72 32.37 43.80

m=5 w.t. prompt2 50.85 41.09 45.45
Ours prompt 53.10 52.66 52.88

The results of fine-tuning the large model with491

different prompts are shown in Table 5. The results492

indicate that using prompt1, which involves select-493

ing relation types first and then generating triplets,494

performs poorly. From Figure 5, it can be seen that495

the number of predictions outside the predefined496

relation list is higher when using prompt1 for in- 497

ference. This suggests that when using a two-stage 498

approach for the relation triplet extraction task, the 499

choice of tasks is extremely important. 500

The reasons for the poor performance of the 501

Prompt1 task setup can be mainly attributed to two 502

factors: 1)First, its initial phase of relation selec- 503

tion requires a deep understanding of semantics, 504

which increases the difficulty of the task and con- 505

tributes to the propagation of errors, resulting in 506

a large number of incorrect relationship types or 507

instances that exceed the predefined list. 2)Second, 508

LLM has already been trained on a vast amount 509

of data, acquiring certain capabilities in relation 510

extraction. In most relation extraction tasks, the 511

standard procedure is to first identify entities and 512

then classify relations to form triplets. Therefore, 513

LLM is more accustomed to and familiar with this 514

task setup pattern. Hence, the method adopted in 515

this paper, which involves entity recognition first 516

followed by relation extraction, is more suitable for 517

the Zero-RTE task. 518

At the same time, we used prompt2, which has 519

the same task setup as this paper, but its expression 520

is different. The main difference between prompt2 521

and the prompt used in this paper is that its task 522

description is cumbersome, not as concise as the 523

prompt used in this paper. Therefore, it can also be 524

seen from the experimental results that the effect 525

of using prompt2 is slightly inferior to the prompt 526

used in this paper. Therefore, we can conclude 527

that a more concise and clear prompt is more con- 528

ducive to the LLM’s understanding and completion 529

of downstream tasks. 530

6 Conclusions and Future Work 531

This paper addresses the Zero-shot Relation Triplet 532

Extraction (ZeroRTE) task, proposing an innova- 533

tive two-stage conversational approach to enhance 534

the capability of extracting relation triplets from un- 535

structured texts for previously unseen relation types. 536

The experimental results show that our method sig- 537

nificantly outperforms strong baselines. 538

Future Work Our future work will focus on 539

several aspects. Firstly, we will further optimize 540

the Post-Processing module to more effectively ad- 541

dress redundancy and noise in the LLM’s output. 542

Then, exploring different prompting strategies to 543

enhance the performance of LLMs in zero-shot 544

relation extraction tasks. 545

8



Limitation546

We have demonstrated that across two standard Ze-547

roRTE datasets, LLMs with our method achieve548

SOTA results. However, there are important lim-549

itations to these contributions. First, due to limi-550

tations in computational resources, we have only551

fine-tuned the Qwen LLM, and have not trained552

different types of large models. Once experimental553

conditions allow, we will conduct more comprehen-554

sive experiments on LLMs of different types and555

sizes. Then, our experiments are limited to datasets556

that are curated in English, so we cannot determine557

if the problems we have identified would manifest558

similarly in other languages.559
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A Appendix657

Table 6: The Prompt in ICL,ChatIE and RelationPrompt

Stage ICL ChatIE RelationPrompt(GPT3.5)
TAG+RelationPrompt(GPT3.5)

Stage-One

The given sentence
is César Gaviria
Trujillo Airport is
an airport serving
the town of Inírida
in the Guainía De-
partment of Colom-
bia.
List of given rela-
tions: [relation list]
What relations in
the given list might
be included in this
given sentence? If
not present, answer:
none.
Respond in the
form of (head
entity1, tail entity1,
relation1), (head
entity2, tail entity2,
relation2)

The given sentence
is César Gaviria
Trujillo Airport is
an airport serving
the town of Inírida
in the Guainía De-
partment of Colom-
bia.
List of given rela-
tions: [relaion list]
What relations in
the given list might
be included in this
given sentence? If
not present, answer:
none.
Respond as a tuple,
e.g. (relation 1, re-
lation 2, ......)

Prompt for generating triplets
from a relation.
Given a relation, generate the
head and tail entities to compose
the relation triplet of the form
(head entity, tail entity, relation).
For example: Given the relation
composer, we have triplets (Wolf-
gang Amadeus Mozart, Sym-
phony No. 40., composer)
Now given the relation: com-
poser, please generate several
triplets

Stage-Two None

According to the
given sentence, the
relation between
them is contains
administrative
territorial entity,
find the head and
tail entities and list
them all by group if
there are groups. If
not present, answer:
none.
Respond in the
form of (head en-
tity1, tail entity1),
(head entity2, tail
entity2), ......

Prompt for generating sentences
from a triplet.
Generate a sentence with the
given (head entity, tail entity, re-
lation) triplet.
For example: Given the triplet
(Ludwig van Beethoven, Sym-
phony No. 5., composer), we
have sentence: Ludwig van
Beethoven is the composer of
Symphony No. 5.
Now given the triplet: (’Lud-
wig van Beethoven’, ’Symphony
No. 9’, ’composer’). Now given
the triplet: (’Wolfgang Amadeus
Mozart’,’Symphony No. 41’,
’composer’). please generate the
sentence
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Table 7: Different Two-Stage Prompt

Stage prompt1 prompt2
Stage-One Please solve the Relation se-

lection task.the context, Se-
lect the list of possible rela-
tionships present in the sen-
tence.Relatioj type list is [type
list].Context:[text]

Please solve the Named Entity
Extraction task.Given the con-
text, Extracting all the entities in
this sentence.Context:{text}

Stage-Two Please solve the Relation Extrac-
tion task. Combining the selected
relation type list, provide at least
one relation triplet in this sen-
tence.The output format must be
(head entity1, tail entity1), (head
entity2, tail entity2). Do not have
any other output except for rela-
tion triples;Only one triplet out-
put is allowed)

Engage in the process of identify-
ing connections between entities
within a given sentence. Upon
the extraction of the respective
entities, it is mandatory to formu-
late at least one triplet that encap-
sulates the relationship between
them. The types of relationships
to be considered are confined to
the ones provided in the afore-
mentioned list. The format for
the output should strictly adhere
to the structure of (head entity1,
relation type ,tail entity1)(head
entity2, relation type,tail entity2).
Any deviation from this format
or inclusion of additional content
outside of the specified triplets is
not permissible.
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