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Abstract

Zero-shot Relation Triplet Extraction (Ze-
roRTE) is a challenging yet valuable task that
extracts relation triplets from unstructured texts
for new relation types, significantly reducing
the time and effort needed for data labeling.
With the enhancement of the zero-shot capabil-
ity of large language model, the performance
of many zero-shot tasks has been further im-
proved only via chatting with Large Language
Model(LLM). In this work, we transform the
zero-shot triplet extraction task into a two-stage
chat with LLM. Specially, followed by the step
of triplet extraction, we prompt the LLM to per-
form the NER(Name Entity Recognition) task
in the first stage. Then, in the second stage, we
prompt the LLM to perform the RC(Relation
Classification) task combining the result of the
first stage. To overcome the impact of redun-
dant information of the LLM’s output on task
evaluation, we design a Post-Processing mod-
ule to obtain the relation triplet. Experiments
on Wiki-ZSL and FewRel datasets show the ef-
ficacy of Relation Prompt for the ZeroRTE task.
Remarkably, our method outperforms strong
baselines by a significant margin, achieving an
impressive 15.89% increase in F1 scores, par-
ticularly when dealing with Wiki-ZSL with 15
unseen relations.

1 Introduction

Relation Triplet Extraction aims to extract a
full triplet, namely(head_entity, relation_type,
tail_entity) for an unstructured text, which has
applications such as knowledge graph construc-
tion and question answering(Wadhwa et al., 2023).
However, existing approaches often require large
datasets of annotated samples which are costly to
annotate and have a fixed set of relations. Hence,
many researchers have been aware of IE techniques
with zero/few-shot methods. Under the zero-shot
setting, the relation sets at the training and testing
stages are disjoint. ZeroRTE models are trained on
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Figure 1: Zero-shot relation triplet extraction.

samples with a handful of seen relation types and
are expected to generalize to extract triplets with
previously unseen relation types.

With the widespread application of Large lan-
guage models, their zero-shot capabilities have also
received increasing attention.(Brown et al., 2020)
Using carefully designed prompts has become a
popular way to unleash the potential of large mod-
els on zero-shot tasks(Bi et al., 2024). The Chain of
Thought (CoT) prompting(Wei et al., 2022), which
involves gradually prompting LLM to break down
complex problems into step-by-step sub-problems,
has been proven effective for LLM in solving com-
plex issues. Though it is non-trivial to tackle Ze-
roRTE by decomposing it into two sub-tasks, How
to plan the two-stage tasks? and How to de-
sign the prompt to enhance the ZRTE ability of
LLM? are still the challenges that need to be ad-
dressed. RSED(Lan et al., 2024) and ChatIE(Wei
et al., 2023) decomposed ZeroRTE into Relation
Selection and Entity boundary Detection, which
will increase the propagation of errors, as the first
stage task Relation Selection is a task that requires
a deeper understanding of semantics compared to
NER.

In our work, ZeroRTE is divided into two un-
complicated subtasks, NER and Relation Classi-
fication. By decomposing the complex ZeroRTE
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Figure 2: Task Planning of different prompt

task into two simpler tasks than Relation Selection
and Entity boundary Detection, the error propa-
gation is alleviated, which is more conducive for
the model to solve the RTE. For each stage, we
consider designing the prompt from three aspects:
1)Task Description: Concisely summarize the task
objectives and requirements. 2)Background knowl-
edge: the background information the LLM should
be combined with, such as the results of the first
stage task NER. 3)Output Format: Clearly define
the expected format of the output data to meet the
task requirements.

Following the method above, extensive experi-
ments are conducted on the ZeroRTE tasks. Specif-
ically, our method advances the state-of-the-art
RSED(Lan et al., 2024)model on two ZeroRTE
datasets and gains an improvement of up to 15.89%
in the F1 score over the previous best model on
Wiki-ZSL and FewRel. Compared with the pre-
vious ZeroRTE method, our method has obvious
advantages. The previous method required pre-
training the model and generating synthetic data,
but our approach only requires Parameter-Efficient
Fine-Tuning without the need for synthetic data.

The main contributions of this paper are summa-
rized as follows:

(1)We introduced an innovative two-stage frame-
work leveraging LLM for zero-shot relation triplet
extraction, highlighting our innovative use of NER
and relation classification tasks, enhanced by a care-
fully designed prompt, which significantly reduces
error propagation.

(2)We compared the impact of different two-
stage task planning and various prompt designs
on the ZeroRTE task and conducted a detailed anal-
ysis.

(3)Experiments on two datasets demonstrate that
our proposed method is state-of-the-art (SOTA)
method in the field of ZeroRTE.

2 Related Works

2.1 Zero-shot Relation Triplet Extraction

RelationPrompt(Chia et al., 2022) first formally
introduced the task setting of Zero-shot Relation
Extraction (ZeroRTE), utilizing synthetic data gen-
erated by prompting language models to generate
structured texts. ChatIE(Wei et al., 2023), for the
first time, utilizes LLM to address the problem
of zero-shot information extraction through multi-
turn dialogues with ChatGPT'. It consists of two
stages: category selection and relationship gen-
eration. While both category selection and rela-
tionship generation are a difficult task that need
a deeper understanding of semantics. Then, the
utilization of ChatGPT incurs significant financial
costs and may also be inaccessible in certain geo-
graphical regions.

2.2 Prompt Engneering

Prompting-based methods have shown promise as
a new paradigm for zero-shot or few-shot inference
in natural language processing. Recent progress
in LLM prompt-tuning aims to bridge the gap be-
tween pre-training and downstream tasks by us-
ing natural language templates.(Pourpanah et al.,
2022) Chain of thought (CoT) prompting(Wei et al.,
2022) , an instance of few-shot prompting, pro-
posed a simple solution by modifying the answers
in few-shot examples to step-by-step answers, and
achieved significant boosts in performance across
these difficult benchmarks, especially when com-
bined with very large language models. ZETT(Kim
et al., 2023) tackles the Zero-shot Triplet extrac-
tion by Template infilling. This method designed
the template for each relation, which is not feasi-
ble for situations with a large number of relation-
ships. ChatIE(Wei et al., 2023) used the Chat-based
Prompt to tackle the Zero-shot Information extrac-
tion.

3 Method

3.1 Task Formulation

Let D = {S,< head_entity, R, tail_entity >
tdenotes the whole dataset, consisting of
the input sentences S, the output triplets <
head_entity, R, tail_entity > where R is the set
of relation labels. D = D, U D,,, where Dy, D,,
refer to the seen and unseen datasets respectively.
The model is trained on D, and evaluated on D,,.

"https://openai.com/chatgpt/
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Figure 3: Overall Architecture of Models.

R = R;UR, is predefined, comprising the seen re-
lation label set Rs = {r{,---, 75} and unseen rela-
tion label set R, = {r{, -, 7%}, where n = | Ry|
and m = |R,| are the number of seen and unseen
relation labels respectively. R N R, = (), R and
R,, are disjoint. One sentence s € .S contains one
or more triplets.

3.2 Overview

To tackle the ZeroRTE task, we proposed a two-
stage dialogue framework based on a Large Lan-
guage Model (LLM). The framework initially di-
vides the task into two phases: Named Entity
Recognition (NER) and Relation Classification
(RC), followed by the careful design of prompts
for each stage. Based on the carefully designed
prompts, we have formulated an instruct-tuning
dataset. Then, fine-tuning the LLLM with the Low-
Rank Adaptation (LoRA) method(Hu et al., 2021)
based on the instruct-tuning dataset. Subsequently,
the fine-tuned model is applied to infer on a test
set that encompasses unseen labels. The inference
results are then refined by the post-processing mod-
ule to obtain the definitive set of relation triplets.

3.3 Two-stage Prompts Design

Prompt engineering has emerged as a crucial tech-
nique for enhancing the capabilities of pre-trained
large language models (LLMs)(Liu et al., 2023).
The significance of prompt engineering is espe-
cially evident in its transformative impact on the
adaptability of LLMs.

We have designed the prompt for zero-shot tasks
in two stages, aiming to break down the complex
task of relation triplet extraction into two simpler
tasks to enhance the performance of large models in
relation extraction tasks. The tasks for the first and
second stages are NER (Named Entity Recogni-
tion) and RC (Relation Classification), respectively.
Below, we will provide a detailed introduction to
the specific design of the prompts for both stages.
The overall architecture of prompt design is pre-
sented in the Figure 4.

3.3.1 Stage-One: Named Entity Recognition

ChatIE(Wei et al., 2023) and RSED(Lan et al.,
2024) transform the Relation Triplet Extraction
into relation category selection and relation gen-
eration. In our experiment, it reveals that LLM is
prone to significant bias during the relation type
selection phase when using this method, which in
turn affects the final performance of relation ex-
traction. This is because the selection of relation
types requires a deep understanding of semantics
to make the correct choices. In contrast, the task of
entity recognition is a relatively simpler task that
only requires identifying the relevant entities in the
text.

Therefore, in our research, we have replaced the
relation type selection task with entity recognition
and have designed the following prompts:''Please
solve the Named Entity Extraction task.the con-
text, Extracting all the entities in this sen-
tence.Context:{text}'', aimed at providing more
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Figure 4: Two-Stage Prompt Design.

comprehensive information to support subsequent
tasks. By applying this prompt, we require the
LLM to generate all the entities contained in the
text, avoiding the absence of entity information.

3.3.2 Stage-Two: Relation Classification and
Triplets Generation

This stage is the core phase of relation triplet ex-
traction, responsible for combining the results of
the previous entity extraction round, performing
relationship classification, and generating triplets
that conform to the specified format. The design
of prompt in this stage is mainly considered from
three aspects:

(1)Task Description: In this stage, the prompt
is designed to clearly specify the task of relation
triplet extraction. The prompt should guide the
model to generate triples that adhere to the speci-
fied format.

(2)Background Information: It should provide
instructions on how to combine the entities ex-
tracted in the previous round with the provided
context. Perform relationship classification based
on this information and generate relation triplets
in the specified format. Ensure that each triplet
consists of a subject entity, a relationship label, and
an object entity.

(3)Output Format: The prompt should clearly
define the expected output format for the generated
relation triplets. It should specify the structure and
organization of each triplet, including the order of
entities and the representation of the relationship
label. This ensures that the model produces output
that conforms to the desired format.

Following the three design principles mentioned
above, we have designed the prompt for the sec-

ond stage as follows:"'Please solve the Relation
Extraction task. Combining the extracted entities,
provide at least one relation triplet in this sen-
tence. The relation types must be in these possible
relations:[relation list]The output format must be
(head_entity,relationship_type,tail_entity). Do not
have any other output except for relation triplets."’

After the design of the prompt is completed, the
existing dataset is transformed to form an instruc-
tion dataset.

Dinstruct - Prompt(porigin) (1)

Here, Prompt(-) denotes the method of trans-
fering the original datset to the instruct-tuing datset
combining our designed prompt.

3.4 LLM Fine-tuning

After finalizing the prompt design, we combined it
with the dataset to create the instruct-tuning dataset
for our work. Subsequently, based on the instruct-
tuning dataset, we fine-tune (LoRA) the LLM.

There are two training tasks in our model: named
entity recognition and relation triplets generation.
We train the model in a multi-task manner. For
named entity recognition, the training objective is
to minimize the cross entropy loss:

C

Lent = — Z Yo,c log(po,c) )
c=1

For relation triplets generation, we also adopt
the cross entropy loss, and the entity loss is defined

as:
T

['rel = - Z Yot IOg(po,t) (3)

t=1



Here, L, denotes the loss function of the NER
task. £,.; denotes the loss function of the relation
triplets generation task. C' represents the number
of tokens for the entity to be predicted. y, is the
true label (usually token id) for ¢y, in the first stage,
Do,c1s the predicted probability for class in the first
stage. 1" represents the number of tokens for the
triplets to be predicted. y, ;is the true label (usu-
ally token id) for ¢4, in the first stage, p, ;is the
predicted probability for class in the first stage. We
treat each loss equally and the model learns to min-
imize £ = L;¢; + Lent jointly.

Algorithm 1: Post-Processing Method

Data: Model F;

Test dataset D;

Relation List in the test set R;

Number of samples in the test set \V;

Result: Relation Triplets
T (head_entity;, rel, tail _entity;)

form=1,2,...,N do

T < Get(D,m);

Ym < Normalize(F (z,,));

Sym < Split(ym);

Ng < Number(S,,,);

forg=1,2,...,Ngdo

if len(Sy,,,4) = 3 then

if get(Sy,,,q-1) € R then

hin = get(Sy,, 4, 0);
Tm = get(Sy,,.q,1);
tm = get(Sy,..q,2);

(YR B WY B S N

-
e

12 t < (N, Tmstim);
3 | AddtToT;

14 return 7

3.5 Post-Processing Module

Because the LLMs are generative models, their
outputs may contain additional descriptive infor-
mation beyond the relation triplets. To address this,
we have developed a post-processing module that
purifies the content generated by the LLM and only
extracts the triplets we need. Moreover, it filters
out triples that do not match the predefined relation
type list, thereby enhancing the accuracy and rele-
vance of our model’s output results. The details as
follows Algorithm 1.

After inputting each test sample z,, from the
instruct-tuning dataset into the model, we obtain
the model’s feedback output F(x,,,). We then pro-

ceed with our post-processing procedure, which
first involves standardizing the model output. This
mainly includes unifying punctuation marks, such
as replacing Chinese commas with English com-
mas. Next, we split the standardized output y,,,
which includes dividing each line based on line
breaks and splitting the elements contained in each
line based on commas. Then, we determine if the
number of elements per line is 3. Only when it is
equal to 3 can we assert that the content of this line
represents a relation triplet. Finally, we filter out
triplets that are not in the predefined relation list.
Eventually, the final relation triplets are formed.

4 Experiments

4.1 Experimental Settings

For the task of Zero-shot relation triplets extrac-
tion, we fine-tune the Qwen1.5-14B-Chat® which
has 14B parameters. A machine equipped with
8x NVIDIA GeForce RTX 3090 GPUs (each with
24GB of VRAM) is used for training. The fine-
tuning is performed on the training set for up to
10 epochs using LoRA method. The learning rate
is le-4 with linear warm-up for the first 100 train-
ing steps and the batch size is set to 4. During the
training process, we use the AdamW optimizer.

Since generative models cannot determine the
number of triplets they generate, we evaluate the
triplet extraction results at the multiple triplets set-
ting. To evaluate multiple triplet extraction, we use
the Micro F1 metric which is standard in structured
prediction tasks, and report the precision (P.) and
recall (R.)

4.2 Datasets

We use the following two datasets for our ex-
periments. FewRel(Han et al., 2018) was hand-
annotated for few-shot relation extraction, but we
made it suitable for the zero-shot setting after data
splitting into disjoint relation label sets for train-
ing and testing. Wiki-ZSL (Chen and Li, 2021)
is constructed through distant supervision over
Wikipedia articles and the Wikidata knowledge
base. For each dataset, we set the unseen label size
tom € {5,10,15}, while treating the remaining
labels as seen labels during training in the exper-
iments. The detailed statistics of the Dataset are
shown in Table 2.

2Qwen refers to the large language model family built by
Alibaba Cloud. https://huggingface.co/Qwen
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Table 1: Results Compared with baseline models(Training Mode)

Unseen Labels Method Wiki-ZSL Fewrel

P(%) R(%) F1(%) P(%) R(%) F1(%)

TableSequence(Wang and Lu, 2020) 44.43  3.53 6.39 19.03 1.99 3.48
RelationPrompt(Chia et al., 2022)  26.19 32.12 28.85 17.73 2320 20.08

m=15 PAED(Zhu et al., 2023) - - - 20.68 2339 2195
RSED(Lan et al., 2024) 25.37 33.80 2898 27.00 2355 25.16

Ours 57.31 36.87 44.87 30.28 25.03 2741

TableSequence(Wang and Lu, 2020) 45.31  3.57 6.4 28.93  3.60 6.37
RelationPrompt(Chia et al., 2022)  30.20 3231 31.19 21.59 28.68 24.61

m=10 PAED(Zhu et al., 2023) - - - 2331 2742 25.15
RSED(Lan et al., 2024) 27.09 39.09 32.00 30.89 2990 30.39

Ours 60.77 3776 46.57 3546 32.17 33.74

TableSequence(Wang and Lu, 2020) 43.68  3.51 629 1523 191 3.40
RelationPrompt(Chia et al., 2022)  29.11 31.00 30.01 20.80 24.32 2234

m=5 PAED(Zhu et al., 2023) - - - 25.79 3454 2947
RSED(Lan et al., 2024) 38.14 36.84 3748 4391 3497 3893

Ours 4252 2327 3009 53.10 52.66 52.88

Table 2: Statistics of Datasets

Dataset Samples  Entities Relation Labels Average Length
Total Train Test
98 5
Wiki-ZSL 94383 77623 113 98 10 24.85
98 15
65 5
FewRel 56000 72954 80 65 10 24.95
65 15

4.3 Experimental Results

4.3.1 Experiments in Training Mode

Baseline Methods To demonstrate the effective-
ness of our proposed method in the ZeroRTE task,
we compared it with several existing ZeroRTE mod-
els.

* TableSequence(Wang and Lu, 2020) is a typi-
cal table-based method, which comprises two en-
coders to encode different types of information in
the learning process.

* RelationPrompt(Chia et al., 2022) fine-tuned
the BART(Lewis et al., 2020) on the synthetic re-
lation sentences generated by prompting language
models.

* PAED(Zhu et al., 2023) presented a generation-
based framework for zero-shot PAED. A novel
HNS strategy and a Meta-VAE sampler with CSC
are presented to enhance the performance of this
model.

* RSED(Lan et al., 2024) proposed a method
with potential candidate relation selection and en-
tity boundary detection directly utilizing the se-
mantics of unseen relations to tackle the ZeroRTE

task.

We report experimental results in Table 1. It
can be seen that the performance of the proposed
model in this paper is optimal in terms of P, R, and
F1 values. We observe that our framework per-
forms better when the number of unseen labels is
15. For example, our framework enhances F1 index
by 2.25% on the Fewrel dataset and 15.98% on the
Wiki-ZSL dataset compared to the RSED which
is the previous SOTA method. In conclusion, we
demonstrate that our proposed method can better
unleash the potential of large models in the RTE
task.

However, it cannot be denied that when the num-
ber of unseen labels is 5, our method’s performance
on the Wiki-ZSL dataset is not as good as the RSED
method. This may be related to the distribution of
the Wiki-ZSL dataset. What’s more, according to
our observations, when there are fewer labels, it
is also easy to generate triplets outside of the pre-
defined relations, which is also one of the reasons
for its poor performance. Nevertheless, its perfor-
mance still exceeds that of other models. This is
also one of the areas we will focus on improving
in the future.

4.3.2 Experiment in No Training Required
Mode

Taking into account the zero-shot capabilities inher-
ent in LLM, we performed an experiment that does
not alter the model parameters with training data,
but instead directly utilizes the LLM for inference
under various prompts. This allows us to compare



Table 3: Results Compared with baseline model(No Training Required Mode).} denotes the results from TAG(Xu

etal., 2024).
Method BaseModel Wiki-ZSL Fewrel
P(%) R(%) FL(%) P%) R(%) FL(%)
ICL{ GPT-3.5 8.87 8.68 8.49 11.35 12.58 11.87
ChatIE7 GPT-3.5 8.52 8.01 8.15 11.11  10.93 10.99
RelationPromptf GPT-3.5 7.76 6.86 7.28 8.76 8.33 8.54
TAG + RelationPromptf GPT-3.5 10.08 8.50 9.21 11.75 1098 11.35
Ours prompt GPT-3.5 19.31 11.04 14.05 2891 15.72 20.37

the superiority of our proposed two-stage prompt
method over other prompt-based approaches.

Baseline Methods We compare our proposed
Tow-stage prompt method, with competitive base-
lines in ZeroRTE.

* ICL is an in-context-learning method that di-
rectly prompts LLMs, we follow the prompting
method in (Wei et al., 2023)

e ChatlE (Wei et al., 2023) transforms the Ze-
roRTE task into a multi-turn question-answering
problem with a two-stage framework.

* RelationPrompt(GPT-3.5)(Chia et al., 2022)
uses GPT-3.5 to generate synthetic data for unseen
relations and then trains the extractor model BART
on the synthetic data from GPT-3.5.

* TAG+RelationPrompt(GPT-3.5)(Xu et al.,
2024) conducts the relation extraction through the
interaction between two agents. One agent acts
as a generator, using the same prompt as Relation-
Prompt to leverage GPT-3.5 for data generation.
The other agent serves as an extractor, employing
a BART model-based approach with reinforcement
learning to perform triplet extraction.

The detail prompts for ICL, ChatlE, Relation-
Prompt and TAG can be seen in Appendix A.

We report experimental results in Table 3. Under
the situation of no training required setting, the two-
stage prompt method in this paper still performs
much better than the baseline. Specifically, on the
Wiki-ZSL dataset, our method achieves an F1 score
that is 4.84% higher than the best previous method;
on the FewRel dataset, it is 8.5% higher than the
previous best method.

5 Analysis
5.1 Ablation Study

To validate the effectiveness of the proposed
method in this paper, we conducted correspond-
ing ablation experiments to assess the impact of
each module on the model’s performance.

Table 4: Ablation Study Results

Unseen Labels Method P(%) R(%) F1(%)
Ours w.o.first-stage prompt  29.42  24.69 26.84

m=15 Ours w.0.LoRA 22.06 8.51 12.29
Ours 30.28 25.03 2741

Ours w.o.first-stage prompt 3330 2693  29.78

m=10 Ours w.0.LoRA 17.18 4.76 7.45
Ours 3546 3217 33.74

Ours w.o.first-stage prompt  51.29 4049  45.25

m=>5 Ours w.0.LoRA 4359 11.09 17.68
Ours 53.10 52.66 52.88

We first removed the prompt from the first stage,
using only the second stage’s prompt and input
text, which means only having a one-stage dia-
logue with the Fine-tuned model(trained on the
two-stage prompt). The experiments showed that
under different settings of the number of unseen
labels, the model’s performance experienced vary-
ing degrees of decline. It can be observed that the
one-stage inference performs relatively worse than
the two-stage inference model on the RTE task,
indicating that the first stage can provide more in-
formation for the generation of the second stage’s
triples, thereby helping the model to generate bet-
ter triples. However, the degree of decline is not
particularly significant, with the decrease in the
F1 score being only 0.57% when m=15. This also
indirectly demonstrates that our model has good
robustness. Even though the inference prompt is
not completely the same as the training prompt, it
can still maintain a certain level of performance.

Subsequently, we directly removed the fine-
tuning module and utilized the model to perform
inference solely based on the prompts we de-
signed. The results indicate a significant drop in
the model’s performance. We can conclude that
fine-tuning enhances the zero-shot recognition ca-
pability of LLM on the RTE task.

5.2 Comparison of Different prompt

To compare the impact of different prompts on
model performance, we designed other two-stage
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Figure 5: Number of Predictions Outside Predefined
List.

models with different content for the experiments.
Taking the FewRel as the test dataset, we conducted
experiments under a different number of unseen la-
bel settings, and the experimental results are shown
in Table 5.

e promptl1 This prompt still adopts a two-stage
task. Unlike the prompt used in this paper, we have
changed the first stage to a relation type selection
instead of the NER task.

e prompt2 This prompt adopts the same two-
stage task setup as this paper, but the way of ex-
pression is different.

The detail prompts for promptl and prompt2
can be seen in Appendix A.

Table 5: Results with different Prompt

Unseen Labels Method P(%) R(%) F1(%)
w.t. promptl 3720 1191 18.04

m=15 w.t. prompt2 17.73 2320 20.08
Ours prompt  30.28 25.03 27.41

w.t. promptl 51.59 926 15.70

m=10 w.t. prompt2  35.58 2824 3149
Ours prompt 3546 3217 33.74

w.t. promptl  67.72 3237 43.80

m=>5 w.t. prompt2  50.85 41.09 4545
Qurs prompt  53.10 52.66 52.88

The results of fine-tuning the large model with
different prompts are shown in Table 5. The results
indicate that using prompt1, which involves select-
ing relation types first and then generating triplets,
performs poorly. From Figure 5, it can be seen that
the number of predictions outside the predefined

relation list is higher when using promptl for in-
ference. This suggests that when using a two-stage
approach for the relation triplet extraction task, the
choice of tasks is extremely important.

The reasons for the poor performance of the
Prompt1 task setup can be mainly attributed to two
factors: 1)First, its initial phase of relation selec-
tion requires a deep understanding of semantics,
which increases the difficulty of the task and con-
tributes to the propagation of errors, resulting in
a large number of incorrect relationship types or
instances that exceed the predefined list. 2)Second,
LLM has already been trained on a vast amount
of data, acquiring certain capabilities in relation
extraction. In most relation extraction tasks, the
standard procedure is to first identify entities and
then classify relations to form triplets. Therefore,
LLM is more accustomed to and familiar with this
task setup pattern. Hence, the method adopted in
this paper, which involves entity recognition first
followed by relation extraction, is more suitable for
the Zero-RTE task.

At the same time, we used prompt2, which has
the same task setup as this paper, but its expression
is different. The main difference between prompt2
and the prompt used in this paper is that its task
description is cumbersome, not as concise as the
prompt used in this paper. Therefore, it can also be
seen from the experimental results that the effect
of using prompt?2 is slightly inferior to the prompt
used in this paper. Therefore, we can conclude
that a more concise and clear prompt is more con-
ducive to the LLM’s understanding and completion
of downstream tasks.

6 Conclusions and Future Work

This paper addresses the Zero-shot Relation Triplet
Extraction (ZeroRTE) task, proposing an innova-
tive two-stage conversational approach to enhance
the capability of extracting relation triplets from un-
structured texts for previously unseen relation types.
The experimental results show that our method sig-
nificantly outperforms strong baselines.

Future Work Our future work will focus on
several aspects. Firstly, we will further optimize
the Post-Processing module to more effectively ad-
dress redundancy and noise in the LLM’s output.
Then, exploring different prompting strategies to
enhance the performance of LLMs in zero-shot
relation extraction tasks.



Limitation

We have demonstrated that across two standard Ze-
roRTE datasets, LLMs with our method achieve
SOTA results. However, there are important lim-
itations to these contributions. First, due to limi-
tations in computational resources, we have only
fine-tuned the Qwen LLM, and have not trained
different types of large models. Once experimental
conditions allow, we will conduct more comprehen-
sive experiments on LLMs of different types and
sizes. Then, our experiments are limited to datasets
that are curated in English, so we cannot determine
if the problems we have identified would manifest
similarly in other languages.
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A Appendix
Table 6: The Prompt in ICL,ChatIE and RelationPrompt
Stage ICL ChatIE RelationPrompt(GPT3.5)
TAG+RelationPrompt(GPT3.5)
The given sentence
is César Gaviria .
Truiillo Airport is The given sentence
an Jairport rsperving is César Gaviria
. Trujillo Airport is
the town of Inirida an Jai ort sirvin Prompt for generating triplets
in the Guainia De- P . & P 8 g
the town of Inirida | from a relation.
partment of Colom- | . . . .
bia in the Guainia De- | Given a relation, generate the
. . partment of Colom- | head and tail entities to compose
List of given rela- | | . . .
. L bia. the relation triplet of the form
tions: [relation list] . . . . . .
. .| List of given rela- | (head entity, tail entity, relation).
What relations in | . . . . .
Stage-One . . . tions: [relaion list] | For example: Given the relation
the given list might . . .
. . 2. | What relations in | composer, we have triplets (Wolf-
be included in this . . .
. the given list might | gang Amadeus Mozart, Sym-
given sentence? If . . .
be included in this | phony No. 40., composer)
not present, answer: | . . .
none given sentence? If | Now given the relation: com-
. not present, answer: | poser, please generate several
Respond in the P Pt P &
none. triplets
form of (head
. . . Respond as a tuple,
entityl, tail entity1, .
X e.g. (relation 1, re-
relationl), (head .
. . . lation 2, ...... )
entity?2, tail entity2,
relation2)
. Prompt for generating sentences
According to the prIot 8 g
) from a triplet.
given sentence, the .
. Generate a sentence with the
relation between | . . . .
. . given (head entity, tail entity, re-
them is contains . .
.. . lation) triplet.
administrative . .
. . For example: Given the triplet
territorial  entity, .
(Ludwig van Beethoven, Sym-
find the head and
. .. . phony No. 5., composer), we
tail entities and list .
.. | have sentence: Ludwig van
Stage-Two None them all by group if .
Beethoven is the composer of
there are groups. If
Symphony No. 5.
not present, answer: . . ,
Now given the triplet: (’Lud-
none. ig van Beethoven’, ’Symphon
. wig v ven’,
Respond in the £ , , ymp oy
No. 9°, ’composer’). Now given
form of (head en- . ,
. . . the triplet: (Wolfgang Amadeus
tityl, tail entityl), ) s ,
. 7| Mozart’,Symphony No. 41°,
(head entity2, tail |, ,
. composer’). please generate the
entity?2), ......
sentence
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Table 7: Different Two-Stage Prompt

Stage

prompt1

prompt2

Stage-One

Please solve the Relation se-
lection task.the context, Se-
lect the list of possible rela-
tionships present in the sen-
tence.Relatioj type list is [type
list].Context:[text]

Please solve the Named Entity
Extraction task.Given the con-
text, Extracting all the entities in
this sentence.Context: {text}

Stage-Two

Please solve the Relation Extrac-
tion task. Combining the selected
relation type list, provide at least
one relation triplet in this sen-
tence.The output format must be
(head entity1, tail entity1), (head
entity?2, tail entity2). Do not have
any other output except for rela-
tion triples;Only one triplet out-
put is allowed)

Engage in the process of identify-
ing connections between entities
within a given sentence. Upon
the extraction of the respective
entities, it is mandatory to formu-
late at least one triplet that encap-
sulates the relationship between
them. The types of relationships
to be considered are confined to
the ones provided in the afore-
mentioned list. The format for
the output should strictly adhere
to the structure of (head entity]l,
relation type ,tail entityl)(head
entity2, relation type,tail entity?2).
Any deviation from this format
or inclusion of additional content
outside of the specified triplets is
not permissible.

11




	Introduction
	Related Works
	Zero-shot Relation Triplet Extraction
	Prompt Engneering

	Method
	Task Formulation
	Overview
	Two-stage Prompts Design
	Stage-One: Named Entity Recognition
	Stage-Two: Relation Classification and Triplets Generation

	LLM Fine-tuning
	Post-Processing Module

	Experiments
	Experimental Settings
	Datasets
	Experimental Results
	Experiments in Training Mode
	Experiment in No Training Required Mode


	Analysis
	Ablation Study
	Comparison of Different prompt

	Conclusions and Future Work
	Appendix

