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ABSTRACT

Combining gradient sketching methods (e.g., CountSketch (Charikar et al., 2002;
Rothchild et al.| 2020)), quantization (Tang et al., | 2021))) and adaptive optimizers
(e.g., Adam (Kingma & Bal 2014), AMSGrad (Reddi et al.| 2019)) is a desirable
goal in federated learning (FL), with potential benefits on both fewer communi-
cation rounds and smaller per-round communication. In spite of the preliminary
empirical success of sketched adaptive methods, existing convergence analyses
show the communication cost to have a linear dependence on the ambient dimen-
sion (Spring et al.,|2019; [Tang et al.| 2021)), i.e., number of parameters, which is
prohibitively high for modern deep learning models.

In this work, we introduce specific sketched adaptive federated learning (SAFL)
algorithms and, as our main contribution, provide theoretical convergence analyses
in different FL settings with guarantees on communication cost depending only
logarithmically (instead of linearly) on the ambient dimension. Unlike existing
analyses, we show that the entry-wise sketching noise existent in the precondi-
tioners and the first moments of SAFL can be implicitly addressed by leveraging
the recently-popularized anisotropic curvatures in deep learning losses, e.g., fast
decaying loss Hessian eigen-values. In the i.i.d. client setting of FL, we show that
SAFL achieves O(1/+/T) convergence, and O(1/T") convergence near initializa-
tion. In the non-i.i.d. client setting, where non-adaptive methods lack convergence
guarantees, we show that SACFL (SAFL with clipping) algorithms can provably
converge in spite of the additional heavy-tailed noise. Our theoretical claims are
supported by empirical studies on vision and language tasks, and in both fine-
tuning and training-from-scratch regimes. Surprisingly, as a by-product of our
analysis, the proposed SAFL methods are competitive with the state-of-the-art
communication-efficient federated learning algorithms based on error feedback.

1 INTRODUCTION

Despite the recent success of federated learning (FL), the cost of communication arguably remains
the main challenge. (Wang et al., [2023)) showed that a 20 Gbps network bandwidth is necessary to
bring the communication overhead to a suitable scale for finetuning GPT-J-6B, which is unrealistic in
distributed settings. Even with good network conditions, reduction on the communication complexity
means one can train much larger models given the same communication budget.

The communication cost of FL can be represented as O(dT'), where d is the ambient dimension of the
parameter space and 7' is the number of rounds for convergence. Various methods have been proposed
to minimize 7T, e.g., local training (Stich, |2018)), large batch training (Xu et al.,|2023)). Folklores in
centralized training regimes suggest that 7" heavily relies on the choice of optimizers, where adaptive
methods usually demonstrate faster convergence and better generalization performance, especially in
transformer-based machine learning models (Reddi et al., 2019). In decentralized settings, adaptive
methods are also favorable due to their robustness to data heterogeneity, e.g., adaptive methods are
guaranteed to converge under heavy-tailed noise while SGD does not (Zhang et al., 2020). These
favorable merits, in principle, should be preserved in communication-efficient FL algorithms.

The alternative approach of reducing communication costs is to be more thrifty on the communication
bits at a single round, i.e., to reduce the O(d) factor, which is dominant in the communication
complexity for modern neural networks where d > T'. Considerable efforts have been devoted
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to design efficient gradient compression methods. Popular gradient compression methods include
quantization (Alistarh et al., [2017; |Chen et al., |2023}; |[Reisizadeh et al.l [2020; [Liu et al.| [2023a),
sparsification (Alistarh et al.,|2018; Wu et al., 2018; Rothchild et al., |2020) and sketching (Spring
et al.| 2019} Jiang et al.| 2024} |[Song et al.,|2023)). However, most of these developments do not use
adaptive methods, which involve anisotropic and nonlinear updates, and there are no easy ways to do
error feedback in case of discrepancies. Indeed, the design and analysis of communication-efficient
adaptive FL algorithms poses non-trivial challenges.

In this work, we first introduce a family of Sketched Adaptive FL (SAFL) algorithms, with flexi-
bility on the choice of sketching methods and adaptive optimizers, that simultaneously accelerates
convergence and reduces per round bits towards improved communication efficiency. At a high
level, SAFL algorithms are in principle analogous to previous attempts (Tang et al., [2021}; |Chen
et al.;2022; Wang et al.}2022), which showed preliminary empirical success of applying gradient
compression with adaptive optimizers in homogeneous data scenarios. [ab: with those two previous
papers?]Our SAFL algorithm adopts unbiased gradient estimators and hence eliminates the needs for
error feedbacks. The choice of gradient estimators, which is a linear operator, in SAFL also avoids
the extra round of compression on the server side required by sparsification (Stich et al.l 2018)) and
quantization (Reisizadeh et al.| 2020).

Despite the preliminary empirical success of combining gradient sketching and adaptive optimizers
for federated deep learning, theoretical understanding on the promise of such algorithms is limited.
Existing works on the theory has arguably alarming results, which do not match practice. For example,
some results show that the iterations 7" needed for convergence can be inversely proportional to
the compression rate (Chen et al.,|2022; |Song et al.} 2023). For constant per-round communication
bits, the bounds indicate the iteration complexity to scale as O(d), i.e., linearly with the ambient
dimensionality, which is prohibitively large for modern deep learning models. The mismatch between
potential issues in theory vs. preliminary empirical promise and possibly also not having precise forms
of such algorithms for different FL scenarios may be preventing wide adoption of such algorithms.

As a major contribution of our current work, we provide theoretical guarantees of the proposed SAFL
algorithms on the convergence rate in common FL scenarios (almost i.i.d. as well as heavy tailed),
which depends only on a logarithmically (instead of linearly) on the ambient dimension d. The central
technical challenge in addressing the dimensional dependence is to handle the entry-wise sketching
noise in both the preconditioners and the first moments of the adaptive optimizers, which has been
acknowledged non-trivial (Tang et al., 2021; [Wang et al. |[2022). Our sharper analysis leverages
recent observations regarding the eigenspectrum structure of the loss Hessian in deep learning, which
show the eigenvalues to be sharply decaying, with most eigenvalues being close to zero (Ghorbani
et al.,[2019; [Zhang et al., [2020; |L1 et al., 20205 Liao & Mahoneyl 2021} Liu et al., 2023b), and even
conforming with a power-law decay (Xie et al.,2022; |Zhang et al.| 2024), while the conventional
smoothness conditions assume uniform curvature in all directions which can be overly pessimistic in
the context of deep learning. This specific eigenspectrum structure provides significant advantages
in the sharp analysis of sketching noise in adaptive methods. Our work leverages such geometric
structure, leading to the following main contributions:

(1) For the benign almost i.i.d. FL setting, we introduce the sketched adaptive FL (SAFL) framework
which incorporates random sketching techniques into adaptive methods. While the preconditoner
in adaptive methods morphs the shape of sketching noise, which poses challenges in leveraging the
anisotropic Hessian structure, we prove that the proposed sketching method effectively balances
iteration complexity and sketching dimension b. We derive a high probability bound showing that
a sketch size of b = O(log d) suffices to achieve an asymptotic O(1/+/T') dimension-independent
convergence rate in non-convex deep learning settings.

(2) For the heavy-tailed noise common in data-heterogeneous FL, where non-adaptive methods are
not guaranteed to converge, we propose the Sketched Adaptive Clipped Federated Learning (SACFL)
which guarantees the boundedness of the second moments. We theoretically show that SACFL can
achieve optimal convergence rate under c-moment noise with o € (1, 2], regardless of the extra noise
introduced by random sketching.

(3) We validate our theoretical claims with empirical evidence on deep learning models from vi-
sion (ResNet, Vision Transformer) and language (BERT) tasks. We cover both fine-tuning and
training-from-scratch regimes. The proposed SAFL algorithm achieves comparable performance with
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Algorithm 1 Sketched Adaptive Federated Learning ( SAFL , SACFL )

Input: Learning rate 7, initial parameters x(, optimizer ADA_OPT( AMSGrad, Adam , AdaClip )
Output: Updated parameters

Initialize server moments: mg = 0, vg = 0, 99 = 0, client moments: m§ = 0, v§ = 0,05 = 0,

client initial parameters: zf , = o, Vc € [C];

fort=1,2,...,Tdo
Client Updates:
forc=1,2,...,Cdo
Client model synchronization:

xf,m mg, v, 0 = ADA*OPT(ngl,Uv M1, V1,051, Mt, Vt);
fork=1,2,...,K do
Compute stochastic gradient g5, _; with respect to the parameters z , _;;
Perform a single gradient step: xy , = @f ;1 — M9y k15

end
Sketch (compress) the parameter updates:

my = sk(mio - xf,K)? vy = ||x§,K - x§,0||;

end
Server Updates:

Elementwise square as second moments: o§ = (m$)?, Ve € [C];
Average sketched client updates, second moments and send back to clients

C C
o= = me = LY
Cc*l " Cc*l "

Update paramters and moments: xy, my, Vg, 0 = ADA_OPT(Zy_1, Myp—1,Ve—1,Vp—1, My, Ut)-

end

the full-dimensional unsketched adaptive optimizers, and are competitive with the state-of-the-art
communication-efficient federated learning algorithms based on error feedback. We also validate the
SACFL algorithms can achieve similar performance as the unsketched clipping algorithm when the
local client gradient norms are a-stable heavy-tailed. [ab: what is the take-away for the heterogenous
case? performs same as unsketched?]

2 SKETCHED ADAPTIVE FLL UNDER MILD NOISE

In this section, we consider federated learning on nearly-i.i.d client data distribution. The objective is
to develop communication-efficient adaptive learning algorithms. We will first propose the general
framework for applying gradient compression to FedOPT (Reddi et al.||2020), and proceed with the
mild-noise assumptions and convergence analysis of the algorithm.

2.1 SKETCHED ADAPTIVE FL (SAFL)

A canonical federated learning setting involves C' clients, each associated with a local data distribution

D,. The goal is to minimize the averaged empirical risks: £(z) = & 25:1 E¢p (2, ), where

[ is the loss function, z € R? is the parameter vector, and ¢ is the data sample. We denote
L(z) = Eeup l(z,€), ¢ € [C] as the client loss function computed over the local data distribution.
We denote g3 ;. as the mini-batch gradient over L¢(x) at global step ¢ and local step k.

Algorithm [T] presents a generic framework of communication-efficient adaptive methods, which calls
adaptive optimizers as subroutines. We focus on SAFL (calling Algorithm 2) in this section, and will
move to SACFL (calling Algorithm [3) in Section [3] The two algorithms are highlighted for their
unique procedures separately. SAFL ignores the highlighted sections of SACFL, and vice versa. In
case of ambiguity, we also provide separate versions of the two algorithms in the appendix.
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Algorithm 2 ADA_OPT (AMSGrad)

Input: iterate x;_;, moments m;_1,v;—1,Us—1 , sketched updates m;, vy
Parameter: Learning rate k, 31, B2, Small constant €

Output: Updated parameters x;, and moments m, vs, Uy

Update first moment estimate: m; = 1 - my—1 + (1 — 1) - desk(my);
Update second moment estimate: v; = B2 - vi—1 + (1 — B2) - desk(¥;);
Update maximum of past second moment estimates: 9y = max(0;_1, v¢).

s —1/2
Update parameters: xy1 = x4 — ﬁ “my =2y — KV, / mg.
t

We denote 7" as the total training rounds. At each round, after K local training steps, client ¢ sends
to the server the sketched local model updates with a sketching operator sk: R — R?. If b < d
without deteriorating the performance too much, the communication cost per round can be reduced
from O(d) to O(b). The server retrieves lossy replicates of the updates and the second moments using
a desketching operator desk: R® — R<. The gradient compression steps differentiate Algorithm
from the subspace training methods (Gressmann et al., [2020; /Wortsman et al., [2021)) since we are
utilizing the global gradient vector in each round rather than solely optimizing over the manifold
predefined by a limited pool of parameters. The choice of server-side optimizers determines how the
lossy replicates in R? are used to update the running moments (i.e. the momentum and the second
moments). The server sends the moments in R® back to the clients so that each client can perform an
identical update on its local model, which ensures synchronization as each training round starts.

Remark 2.1. (Sketching Randomness). At each single round, the sketching operators sk’s are shared
among clients, via the same random seed, which is essential for projecting the local model updates to
a shared low dimensional subspace and making direct averaging reasonable. On the other hand, we
use different sk’s at different rounds so that the model updates lie in distinct subspaces.[ab: i did not
understand the last part.] O

2.2 RANDOM SKETCHING

We will first introduce the desired characteristics of compression and then list a family of sketching
algorithms which possess those properties.

Property 1. (Linearity). The compression operators are linear w.r.t the input vectors, i.e.
Sk(Xoimy vi) = 2y sk(vi) and desk(32i_ 0i) = 3oiL, desk(vi), Y{vi, ;i € R},
Property 2. (Unbiased Estimation). For any vector v € R%, E[desk(sk(v))] = v.

Property 3. (Bounded Vector Products). For any fixed vector v, h € R, P(|(desk(sk(v)),h) —
(0, )] > (5L o] |A]) < ©(0).

Property 1 and 2 guarantee the average of first moments in Algorithm[T|over clients are, in expectation,
the same as those in FedOPT. Property 3 quantifies the bound on the deviation of vector products
when applying compression. sk(v) = Rv and desk(v) = R' v, where R € R?*? is a random
sketching operator, satisfy all the properties above (Song et al.,2023). We denote R; as the sketching
operator used in round ¢. Different instantiations of R constitute a rich family of sketching operators,
including i.i.d. isotropic Gaussian, Subsampled Randomized Hadamard Transform (SRHT) (Lu et al.|
2013)), and Count-Sketch (Charikar et al., |2002), among others. The specific error bounds for these

special cases can be found in Appendices and[B.3|respectively.

2.3 CONVERGENCE ANALYSIS

We first state a set of standard assumptions commonly used in the literature of first-order stochastic
methods. We focus on the mild noise assumptions, which are typically observed when the training
data are nearly i.i.d. over clients. We will use || - || to denote Ly-norm throughout the work.

Assumption 1. (Bounded Global Gradients). Square norm of the gradient is uniformly bounded, i.e.,
IVL@)|? < G2

Assumption 2. (Bounded Client Gradients). For every client, there exists a constant G, > 0, such
that |V LS(z)||? < G?, c € [C].

c)
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For simplicity, we define G := max{max{G.}¢_,,G,} to denote the upper bound for client and

global gradient norms. We also assume the stochastic noise from minibatches is sub-Gaussian, which
is widely adopted in first-order optimization (Harvey et al.,[2019; Mou et al., [2020).

Assumption 3. (Sub-Gaussian Noise). The stochastic noise |V L(x) — g°(x)|| at each client is a
o-sub-Gaussian random variable, i.e. P(|VL¢(z) — g°(x)|| > t) < 2exp(—t*/a?), forall t > 0.

Besides, we have assumptions on the Hessian eigenspectrum {\;, v; }¢_; of the loss function L.

Assumption 4. (Hessian Matrix Eigenspectrum) The smoothness of the loss function L, i.e. the
largest eigenvalue of the loss Hessian H . is bounded by L, max; \; < L. The sum of absolute values

of Hy eigenspectrum is bounded by L, i.e. Z?zl [Ai] < L. [ab: update to L?]

The assumption of bounded sum of eigenspectrum has been validated by several recent literatures, in
the context of deep learning, where the eigenspectrum is observed to sharply decay (Ghorbani et al.,
2019; |Li et al., [2020; Liu et al., 2023b)), have bulk parts concentrate at zero (Sagun et al.,[2016; |Liao
& Mahoneyl,2021) or conform with a power-law distribution (Xie et al.,|2022; Zhang et al., |[2024)).
We quote their plots in Appendix [E|for completeness. Our empirical verification under the setting of
FL can also be found in Fig. [6]in Appendix

Remark 2.2. (Three types of noises in Algorithm[I)). One of the key technical contributions of this
work is to theoretically balance the noises of different sources and derive a reasonable convergence
rate which is independent of the ambient dimension. The noise in the training process stems from
the mini-batch training, the client data distribution, and the compression error due to sketching. The
stochastic error of mini-batch training is sub-Gaussian by Assumption|3| We adopt ¢, to control the
scale of the sub-Gaussian noise[ab: Assumptionuses o, how is o related to §,?]. The i.i.d. data
distribution leads to the bounded gradient assumption (Assumption [2). The sketching error depends
on the specific choice of sketching methods, but is always controlled by the bounded property on
vector products (Property [3) with a universal notation §. All three kinds of noises are unbiased
and additive to the gradient, though may have sequential dependencies. Therefore, for the analysis
(Appendix [C)), we will introduce a martingale defined over the aggregated noise, using which we can
derive a high-probability concentration bound for the variance. We denote v as the tunable scale [ab:
the 12-norm of the subG martingale?][lu: let’s discuss during meeting.]for the 12-norm (Vershynin,
2018)) in the martingale.

Now we can derive the convergence analysis of Algorithm [I]as in Theorem [2.1] All technical proofs
for this section are in Appendix |C|and we provide an outline of the proof techniques in Section

Theorem 2.1. Suppose the sequence of iterates {x}1_, is generated by Algorithm|l|(SAFL) with
a constant learning rate 1, = 1. Under Assumptions 1-4, for any T and € > 0, with probability
1—6(8) — Oexp(—Q(v?))) — dg,

-1
1.5 22 T
t=1

log'®(CKTd/§) G? 2T log'*(CKdT? /5§ 8  LK?G?
og ( / )7 7)) +772K/2T(1+ 0g ( / ))2 § y ,
\/B € dg \/E (1-51) €

where §, 64, and v are the randomness of sketching, sub-Gaussian noise, and martingales respectively.

+1//£nK\/T( +glog%(
€

A non-asymptotic convergence bound of training with practical decaying learning rates can be found
in Theorem|[C.2]in appendix. Given that we only introduce logarithmic factors on d in the iteration
complexity and the per-round communication b is a constant, the total communication bits of training
a deep model till convergence is also logarithmic w.r.t d. To better understand Theorem 2.1} we can
investigate different regimes based on the training stages. For the asymptotic regime, where 7' is

sufficiently large, we can achieve an O(1/+/T) convergence rate in Corollary
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Corollary 1. With the same condition as in Thereom for sufficiently large T > C:—;, with
probability 1 — ©(8) — O(exp(—Q(v?))) — d,,

T
1 2 2L(z1)e 2 LG? 2 log'®(CKTd/s) 12T
= IvE < +Z +r——(——"TU G olog? (-
thlll (z)]I” < T Tt Vﬁ( 7 o log (5g))
1 log'®(CKdT?/5) » 16  LG?
+r—=(1+ ,
T b -6y «

where §, 64 and v, are the randomness of sketching, sub-Gaussian noise and martingales respectively.

[ab: add text to connect the two — AB will do] More interestingly, for the near-initialization regime,
where T is relatively small, we can observe that the coefficient of | V£ (z;)||? on the left hand side
in Theorem [2.1] and [C.2] is approximately a constant, given that € is tiny. Therefore, SAFL can
achieve an O(1/T) convergence near initialization, which accounts for the empirical advantages over
non-adaptive methods.

Corollary 2. With the same condition as in Thereom set b > log®(CKd?*T?/6) and constant
J1 > V2G, then for any T < Jl*ﬁ#, with probability 1 — ©(8) — O(exp(—Q(v?))) — d,,

T .
1 2 L(z)e 1LG* v, 12T k 32 LG?
_— < - fll 1 il A s
Jth;ch(xt)H Il o€ +Uog2(6g ))+T(17ﬂ1)2 —

where 0,04 and v, are the randomness of sketching, sub-Gaussian noise and martingales respectively.

2.4 TECHNICAL RESULTS AND PROOF SKETCH

In this section, we provide a sketch of the proof techniques behind the main results. We focus on
the proof of Theorem [2.1] and the proof of Theorem [C.2]shares the main structure. The proof of
Theorem [2.1] contains several critical components, which are unique to adaptive methods. We follow
the common proof framework of adaptive optimization, and carefully deal with the noise introduced
by random sketching in the momentum. We adopt AMSGrad (Alg. [2) as the server optimizer and it
would be straightforward to extend the analysis to other adaptive methods.

We first introduce the descent lemma for AMSGrad. For conciseness, we denote the precondtioner

matrix diag((v/7; + €)2) as V. Define an auxiliary variable z, = x; + 15}3 (x4 — 24—1). The

1
trajectory of £ over {z;}7_; can be tracked by the following lemma.

Lemma 2.2. For any round t € [T, there exists function ®; > 0 ,and ®y < G such that

C K
L(ziy1) < L(zt) + P — Pry1 — %" SN VL(@) VYR Rughi + (2 — w0) THe(20) (2041 — 20),

c=1k=1

where Hp(2:) is the loss Hessian at some Z; within the element-wise interval of [xs, zt).

Our objective henceforth is to bound the first-order descent term and the second-order quadratic term
on the right hand side respectively.

Second-Order Quadratic Term. Denote {);, v; }?:1 as the eigen-pairs of H(Z;). The quadratic

term can be written as (z; — x¢) " Hr (%) (2441 — 2¢) = E?Zl Aj{zip1 — 21, v5) (2 — x4, v;). The
inner product terms can be viewed as a projection of the updates onto anisotropic bases. Since
Zt+1 — 2¢ and zy — x4 can both be expressed by x4 — zy and x4 — x4_1, we can bound the quadratic
term using the following lemma.

1.5
(Tt — @-1,05)| < k(14 W) KG with probability 1 — 6.

€

Lemma 2.3. Foranyt € [T,

Bounding the inner-product term is non-trivial since z, contains momentum information which
depends on the randomness of previous iterations. A proof of a generalized version of this statement
is deferred to the appendix, where induction methods are used to address the dependence. Combining
Lemma [2.3] with Assumption[]yields a dimension-free bound on the second-order quadratic term.

Remark 2.3. A straightforward application of smoothness to the second-order term yields a quadratic
term ||R" Rg||?, which is linearly proportional to d in scale (Rothchild et al.,[2020; Song et al., 2023).
We avoid this dimension dependence by combining Property [3] of sketching and Assumption L]



Under review as a conference paper at ICLR 2025

First-Order Descent Term. The first-order term in the descent lemma can be decomposed into three
components, which we will handle separately:

VL(x:) "V VPR Regi e =VL(xe) VPV L () + VL(ze) "V, V(R Regi s — VL (25 1))

Dy Do
+ VL(w) VY A(VL (25 ) — VL (1)) -

D3

First, D3 can be reduced to a second-order term by smoothness over £, V£ (x;) " \7;11/ *(vee (zf )~

VL (z)) = —n 25:1 VL(xt)Tf/;ll/QfIZg;T. Note that this term does not involve any stochas-
ticity from random sketching, hence we can directly derive the upper bound by Cauchy-Schwartz.
Next, since é ch=1 VL (x) = VL(xt), Dy composes a scaled squared gradient norm. Applying
element-wise high probability bound on random sketching yields the lower bound for the scale.

Lemma 2.4. For V;ll/ 2 generated by Algorithm( SAFL), with probability 1 — 6,
-1

NKG +e|  [[VL(z)|.

log'®(CKtd2 /)

VL(z) VYAV L(2y) > \/1 + 7

Martingale for zero-centered noise. D> contains a zero-centered noise term R, R, 95— VL (5 ),
where the randomness is over R; and the mini-batch noise at round ¢. Although z7 ;. has temporal
dependence, the fresh noise due to mini-batching and sketching-desketching at round ¢ is independent
of the randomness in the previous iterations. Therefore, the random process defined by the aggregation
of the zero-centered noise terms over time forms a martingale. The martingale difference can be

bounded with high probability under our proposed sketching method. Then by adapting Azuma’s
inequality on a sub-Gaussian martingale, we have

Lemma 2.5. With probability 1 — O(exp(—Q(v?))) — 6 — §,,

C

T K

1 Oy — c c/ ¢
D |G 2o D VL) VI (R Rugis = VL ()| < VT
t=1 c=1 k=1 \/B

1.5 2
log">(CKTd/é) KG +%10g%(%§£)).
9

Finally, applying union bounds to these parts and telescoping the descent lemma leads to Theorem 2.}

3 SKETCHED ADAPTIVE CLIPPED FL FOR HEAVY-TAILED NOISE

In this section, we study the performance of Sketched Adaptive Clipped FL (SACFL) defined in
Algorithm [T]calling Algorithm [3]in the context of heavy-tailed noise over gradient norms. This is
arguably the more challenging setting and requires carefully addressing the noises with clipping.

3.1 HEAVY-TAILED NOISE AND SKETCHED CLIPPING-BASED ADAPTIVE METHODS

We start with the key bounded c-moment assumption for the heavy-tailed stochastic first-order oracle.

Assumption 5. (Bounded a-Moment). There exists a real number o € (1,2] and a constant G > 0,
such that E[||[VLE(x, &) ||*] < G, Ve € [C),z € RY, where € is the noise from the minibatch.

Assumption [5|implies that the noise can have unbounded second moments when o < 2, which is
much weaker compared to Assumption 2} This assumption can be satisfied by a family of noises
including the Pareto distribution (Arnold, |2014)) and a-stable Levy distribution (Nolan, 2012)), both of
which have unbounded variances[ab: cite]. Heavy-tailed noises have detrimental effects on most of
existing optimization theories, while, at the same time, being prevalent in FL due to data heterogeneity,
i.e., non-i.i.d. client data distributions. This phenomenon has been shown in (Charles et al.,2021), and
Assumption [5|has been adopted in existing theoretical analysis (Zhang et al., [2020; Yang et al., 2022).
Clipping-based methods (Koloskova et al.,2023), a mainstream approach to handle exceedingly
large gradient norms, use adaptive learning rates to normalize the gradient. These methods have
empirically demonstrated the capability under heavy-tailed scenarios and are also proven to have
optimal convergence rates (Zhang et al.l 2020; [Liu et al.,[2022). [ab: in non-FL settings?][Iu: In both
FL and non-FL settings]
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Our goal is to apply the sketching techniques to the clipping-based adaptive methods. This is indeed
a challenging task. As we have already shown in Section 2} random sketching introduces a significant
amount of noise to the client updates. It is unknown whether these noises additionally introduced
by sketching will affect the behavior of clipping methods, given that the intrinsic noises are already
heavy-tailed due to data heterogeneity.

To address this open question, we propose the Sketched Adaptive Clipped Federated Learning
(SACFL) in Algorithm [I| which calls Algorithm[3] In each round, besides sketching the local updates,
the client directly sends the Lo-norm of the update to the server. The Ls-norm can be viewed as a
global second moment specific to clipping methods. Notably, the Lo-norm is a scalar value and does
not require any compression. Upon receiving the running moments ¢, vy from clients, the server
averages the sketched local updates and the Lo-norms respectively, and then updates the global model
by x; = x;_1 — kmin{ -, 1}desk(m;), where « is the learning rate and 7 is a horizon-dependent
clipping threshold. When the averaged gradient norm exceeds 7, i.e., when the gradient is in the
heavy-tailed regime, clipping is enabled to downscale the gradient. Otherwise, the recovered gradients
are directly used to update the global model.

3.2 CONVERGENCE ANALYSIS

Next, we state the convergence guarantees of SACFL under Assumption[5] All technical proofs for
this section are in Appendix |D| We start with the descent lemma for clipping methods.

Lemma 3.1. If the sketching dimension b satisfies b > 4log®(d/§), taking expectation over the
stochasticity of gradients yields, with probability 1 — ©(9),

E[L(zo)] - L(z2) + @Hvamw

C C
1 ~ . 1 < e
ZE A5+ B LETRY AT He () (LETRY A9
c=1 c=1

where AZ = min{1, m}AC, and A§ = Zle 95 o He(24) is the loss Hessian at some

&+ within the element-wise interval of [z, Ti41].

Intuitively, the first-order terms are barely affected by the heavy-tailed noise since we assume o > 1
and these terms do not involve the potentially-unbounded second moments, although special attention
for the first-order terms is necessary to achieve the optimal convergence rate, which are deferred to
the appendix. Next, we show how to deal with the second-order term. With probability 1 — ©(0),

C C
1 AT L o7 AS)
E[(5R R;At) He(GR RZAt ZA 1r RZAMJ
d 2-a M C d
<E > Az (1A602” t|> (CZ|A§||> <MY A1y »0K P0G,
= NI v 2

where M := (1 + %/5)). The first equality follows by using the same eigen-decomposition as

in the previous section where {\;, v;} are the eigenpairs of H (%) and the second order term can
be reduced to a squared inner product term. The primary trick thereafter (in the first inequality) is to
split the inner product terms into two parts, which can be handled by the two-sided adaptive learning
rates respectively. By applying the bounded second moment of random sketching, we find the first

part with order 2 — « is contained in a (1 + loglj%)r—ball with high probability, and the second

part with order « is bounded by applying Assumption [5}

Remark 3.1. The bound is high-probability w.r.t the randomness of sketching functions, while the
expectation is over other randomness, including local stochastic noises and the heavy-tailed noises.

Finally, we can derive the convergence rate for SACFL by combining the analysis.
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Figure 1: Test Error on CIFAR-10 with ResNet of 42M parameters. The plot starts from the
10th epoch for better demonstration. Optimizers: ADA_OPT € {SGD, SGDm, Adam}, FetchSGD
and 1bit-Adam with sketch size b € {4eb, 16, 4e6}; Rightmost: ADA_OPT is Adam. The legend
4e7 represents training in the ambient dimension without sketching. Adam optimizer consistently
outperforms other optimizers. Larger sketch sizes improves the convergence rate and test errors.
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Figure 2: Test Error on CIFAR-10. We finetune a ViT-base model (with 86M parameters) from the
pretrained backbone checkpoint (Dosovitskiy et al., 2020). SGDm, Adam, FetchSGD are compared
under sketch size b € {8e4, 8¢5, 8e6}. 1Bit-Adam has comparable compression rates with b = 8eb.
Sketched Adam optimizer consistently outperforms other communication-efficient algorithms.

Theorem 3.2. [f the sketch size b satisfies b > 4 logB(dT /8), then under Assumption and E] the

sequence {x;} generated by Algorithm( SACFL) satisfies:

A(L(x1) — L(z7))
knKT

T
1
7 2 ElVL(@)]| < + 3K (LGP 4GP 4 LG ertte)
t=1

+ 3Lkn(KGYT%~%), w.p.1—O())

With a proper choice of hyper-parameters with k = Kia=2 T~ 3;*2, n = Taa~2 K3a2 and T =
2—2a 4—2a
(K*T) 552, we achieve * Zthl E[|VL(x,)|?] € O(T32K3-2), w.p.1—O(J).

Remark 3.2. The convergence rate depends on the noise level a. When o = 2, i.e. the bounded
variance case, the convergence rate is O(1/+v/T), which matches the rate in Theorem We also
claim that the iteration complexity matches the optimal bound in the heavy-tailed case (Yang et al.,
2022;|Zhang et al.| [2020). O

4 EMPIRICAL STUDIES

In this section, we instantiate the algorithmic framework of SAFL in Section E] and SACFL in
Section [3|to demonstrate the effect of sketching in different settings.

Experimental Configurations. We adopt three distinct experimental settings, from vision to lan-
guage tasks, and in finetuning and training-from-scratch regimes. For the vision task, we train
a ResNet101 (Wu & Hel |2018) with a total of 42M parameters from scratch and finetune a ViT-
Base (Dosovitskiy et al., [2020) with 86M parameters on the CIFAR-10 dataset (Krizhevsky et al.|
2009). For the language task, we adopt SST2, a text classification task, from the GLUE bench-
mark (Wang et al.,[2018)). We train a BERT model (Devlin, 2018) which has 100M parameters. The
client optimizer is mini-batch SGD. At each round, the client trains one single epoch (iterate over the
client dataset). For other hyperparameters used in the training process, please refer to the appendix.

Sharp-Decaying Hessian Eigenspectrum. As a key technical cornerstone of the theory, Assump-
tion [] states that the Hessian matrix has a sharp-decaying eigenspectrum. While this assumption has
been repeatedly validated in the previous works, it’s unknown if the property holds in the context of
federated deep learning. We show an affirmative verification in Fig.[6]in the Appendix.
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Figure 3: Test Error on SST2 (GLUE) with BERT of 100M parameters. Left: sketch size b =
2eb; Middle: b = 2e6; Right: ADA_OPT is Adam, with sketch size b € {2e4,2e5,2¢6}. The
legend 1e8 represents training in the ambient dimension without sketching. Adam achieves faster
convergence and lower test errors across different sketch sizes. Larger sketch sizes mainly improves
the convergence rate and achieve comparable test errors at the end of training.
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(a) Heavy tailed gradient norms. (b) Test error under sketched clipping.

Figure 4: Sketched Clipping Methods on CIFAR10 training ResNet (40M params). (a) histogram of
local gradient norms, which satisfies an a-Levy distribution with o =~ 1.5 (the orange curve). (b)
trajectory of test errors under sketch sizes b € {4e4,4e5}. 4e7 means training without sketching.
Left: 7 = 0.2; Right:7 = 0.4. With the same T, trajectories of distinct sketch sizes overlap.

Sketched Adaptive FL. We adopt Adam as the base adaptive optimizer at the server side, and make
comparison with the sketched non-adaptive optimizers SGD, SGDm (SGD with momentum). We also
involve the state-of-the-art communication-efficient algorithms FetchSGD (Rothchild et al.,2020) and
1bit-Adam (Tang et al.|[2021)), which are based on biased sparsification and quantization respectively.
In the i.i.d client setting, the data are uniformly distributed over 5 clients. Fig.[T|depicts the test errors
on CIFAR-10 when training ResNet(40M) with sketch sizes b € {4eb, 1e6, 4e6}. We can see for all
sketch sizes, our sketched Adam consistently outperforms other optimizers in the convergence rate
and the test error. The compression rate of 1bit-Adam is fixed at 97%, which is comparable with
the compression rate 99% achieved at b = 4eb. 1bit-Adam is plotted separately because it takes
remarkably longer to converge. More interestingly, even with distinct sketch sizes, the iterations
needed for convergence in Adam are almost the same. The test performance degrades slightly with
smaller sketch sizes. This is anticipated and totally acceptable considering that the communication
cost has been drastically reduced. With the same budget of communication bits, using a lower
compression rate facilitates larger model training, which has the potential in better generalization
performance. For results on extremely large compression rates, please refer to Appendix [E]

We also present results on finetuning a ViT-Base model (80M) in Fig. The sketch size b €
{8e4,8¢e5,8e¢6}. We see, in the finetuning regime, the sketched Adam optimizer also achieves
competitive performance with the baseline methods. Similar phenomenon is observed in the language
task. Fig.[3|shows the test errors of training SST2 with BERT (100M). The sketch sizes are selected
from {2e4, 25, 2¢6, 1e8}. We observe sketched Adam converges faster and achieves a slightly better
test performance than other optimizers. Note that the sketch size of 2e4 is tiny, given that the ambient
dimension is 100M. It is quite thrilling that using an extremely high compression rate (99.98%), the
model can still achieve comparable performance as trained in the ambient dimension.

Sketched Clipping Method. Next, we study the performance of the sketched clipping methods. In
Section 3] we claim that SACFL excels in the heavy-tailed regime even when interfered with the
noise from random sketching. To show empirical evidence, we first build an (extremely pessimistic)
environment of heavy-tailed noise on the CIFAR-10 dataset. Specifically, the data categories are
extremely imbalanced among 80 clients. Each client has 4 distinct majority classes which occupy
80% of its entire client dataset, while the remaining data samples are the minority categories. In this
data heterogeneous setting, the features are hardly learned. We run sketched clipping methods in
this environment and fit the local gradient norms with an a-stable Levy distribution in Fig. ffa). We
select the clipping threshold 7 in {0.2, 0.4} such that the clipping operator is in effect in most rounds.

10
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Fig. @{b) depicts the test errors in the first 200 epochs under distinct sketch sizes, where we observe
the trajectories significantly overlap. Hence, we can verify that the sketching operator has minor
effects on the clipping method, while providing the benefits of lower communication costs.[ab: Need
a sentence on why the test errors are large] For completeness, we present results on the BERT model
trained with SST2 dataset in Fig. [8]in Appendix, where we can also observe the sketched clipping
method preserves the original convergence guarantees.

5 CONCLUSION

In this paper, we investigated sketched adaptive methods for FL.. While the motivation behind
combining sketching and adaptive methods for FL is clear, there is limited understanding on its
empirical success due to the inherent technical challenges. We consider both mild-noise and heavy-
tailed noise settings, propose corresponding adaptive algorithms for each, and show highly promising
theoretical and empirical results. Inspired by the recently observations on heterogeneity in weights
across neural network layers (Zhang et al.,2024), an important future direction is to independently
sketch layer-wise gradients, rather than sketching the concatenated gradient vectors. We believe our
novel work can form the basis for future advances on the theme.
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Algorithm 3 ADA_OPT (AdaClip)

Input: iterate z;_1, sketched updates m;, vy
Parameter: Learning rate «, clipping threshold 7
Output: Updated parameters z;

-

Update parameters: 2, = z¢—1 — kmin{ -, 1}desk(my).

Algorithm 4 ADA_OPT (Adam)

Input: iterate x;_;, moments m;_1,vs—1, U¢—1 , sketched updates m;, vy
Parameter: Learning rate k, 31, B2, Small constant €

Output: Updated parameters x;, and moments my, vy, ¢

Update first moment estimate: m; = 1 - my—1 + (1 — 1) - desk(my);
Update second moment estimate: v; = fo - v;—1 + (1 — B2) - desk(vy);
Bias Correction: m; = my/(1 — B1); 0 = v /(1 — B%);

Update parameters: x; = ;-1 — ﬁ - M.
t

A RELATED WORKS

Adaptive Learning Rates. Adaptive learning rates have long been studied. Adagrad is first proposed
in (Duchi et al., 2011) in aim of utilizing sparsity in stochastic gradients. Subsequent works, e.g.
Adam (Kingma & Bal |2014) and AMSGrad (Reddi et al., [2019) have become the mainstream
optimizers used in machine learning because of their superior empirical performance. These methods
use implicit learning rates adaptive to the current iterate in the training process. In many cases,
adaptive methods have been shown to converge faster than SGD, and with better generalization as
well (Redd: et al., 2019).

Gradient Compression. To alleviate communcation overhead in federated learning, a promising
direction is to compress the message between clients and the server. The mainstream gradient
compression techniques include quantization (Alistarh et al., 2017 |Chen et al., 2023} Reisizadeh
et al., 20205 [Liu et al., 2023a), sparsification (Alistarh et al., |2018; [Wu et al., |2018}; [Rothchild
et al.l |2020) and sketching. Quantization methods reduce the overhead in storing every element
of the parameters, and hence still takes O(d) bits per round. Sparsification methods, e.g. Tok-K,
random sparsification, increases sparsity in the gradient so that the cost is proportional to the number
of non-zero elements in the sparsified gradient. Sketching techniques adopts a random sketching
function to project a high-dimension vector to a low-dim subspace. The technique is promising and
has been widely used in least-square regression (Tang et al.,|2017)), second-order optimization (Pilanci
& Wainwright| [2017), and memory-efficient learning (Feinberg et al., [2024).

Noise in Learning. There has been literatures discussing the noise in neural network training. In our
work, we are also dealing with the noise from various sources. High-probability bounds are indeed
quite limited, as the mainstream of analysis of the optimization methods are over expectation. The
lighted-tailed noise assumption is proposed by (Rakhlin et al.l 2011) in the strongly-convex settings,
which is subsequently improved by (Harvey et al.||2019). More recently, the communities find the
heavy-tailed phenomenon are prevalent in general machine learning tasks (Simsekli et al.l 2019
Reddi et al., [2020). It is also observed in federated learning settings when the data is heterogeneous
across clients (Yang et al.| 2022).

B LEMMA FOR RANDOM SKETCHING

For completeness, we provide the following lemmas that give high probability bounds on the inner
products.

Lemma B.1. (SRHT)[Same as Lemma D.23 (Song et al., 2023)] Let R € R**? denote a subsample
randomized Hadamard transform or AMS sketching matrix. Then for any fixed vector h € R and any
fixed vector g € R the following properties hold:

log'*(d/4)

P|[(g"R"Rh—g"h| > 7

lgllzllhllz| < ©().
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Algorithm 5 Sketched Adaptive Federated Learning (SAFL)

Input: Learning rate 7, initial parameters x(, adaptive optimizer ADA_OPT

Output: Updated parameters

Initialize server moments: mg = 0, v9 = 0, 99 = 0, client initial parameters: :U&O = x9, client
moments: m§ = 0,v§ = 0,05 = 0, Ve € [C];
fort=1,2,...,T do

Client Updates:

forc=1,2,...,Cdo

Client model synchronization:

T 0, My, Vg, Of = ADAOPT(2y_y o, My_1, Vi1, V51, M, Ut)
fork=1,2,..., K do
Compute stochastic gradient g5, _; with respect to the parameters 7 , _;;
Perform a single gradient step: xy , = @f ;1 — M9y k15
end
Sketch (compress) the parameter updates:

mi = sk(io — ] k);

end
Server Updates:
Average sketched client updates, second moment as average of elementwise square and send back

to clients
1 & 1< )
= = C. = _ —c\2,
My = chzlmt, Uy = C(Ezl (mg)%;

Update paramters and moments: ¢, my, vt, O = ADA_OPT(L¢—1, Mt—1,V—1, Dr—1, Mo, Tt ).

end

Lemma B.2. (Gaussian)[Same as Lemma D.24 (Song et al.} | 2023)] Let R € RY*? denote a random
Gaussian matrix. Then for any fixed vector h € R and any fixed vector g € R the following properties
hold:

Log™(d/3) il < ©(6).

P([{(g"RTRh—g"h| > 7 <

Lemma B.3. (Count-Sketch)[Same as Lemma D.25 (Song et al.|[2023)] Let R € R**? denote a
count-sketch matrix. Then for any fixed vector h € R and any fixed vector g € R the following
properties hold:

P[[{g" RTRh — g"h| >1og(1/6)|lgll2||hl|2] < ©(6).

C PROOF OF THEOREM [2.1]

C.1 PROOF OF LEMMA[2.2]

Let
b (UCt - xtfl) = ! Tt — b Tt—1-
1-— B1 1—- Bl 1- 61

2t = Tt +
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Algorithm 6 Sketched Adaptive Clipped Federated Learning (SACFL)
Input: Learning rate x, 7, initial parameters x, clipping threshold 7.
Output: Updated parameters
Initialize client initial parameters: x§ o = ¥, Ve € [C];
fort=1,2,...,Tdo
forc=1,2,...,Cdo
De-sketch the updates: zf y = ;-1 — kmin{ -, 1}desk(1m);
fork=1,2,...,K do
Compute stochastic gradient g; ,_, with respect to the parameters 7 , _;;
Perform a single gradient step: x§ , = @y ;.1 — 194 1

end
Sketch the parameter updates:

my = sk(zfg— 2 x); U = |25k — T oll;

end
Average client updates and send back the averages:

c
th, 17,5:%265;

c
Update paramters and statistics: x; = x;—1 — £ min{-, 1}desk(m).

end

Then, the update on z; can be expressed as
1

Zt41 — 2t = ($t+1 - xt) - : (ft - xtfl)
1—-5 1—p
1 5 =1/2 —1/2
= 1_51Vt t+1fﬁ1th TMy—1
1 A —1/2 _ _
= — Ii‘/;g . (61’)7%,1 -+ (]. — 61) . R;rmt) + ﬁl Iﬁl‘/t 11/2 me—1
1-p1 1—p
C
_ B ( —1/2 9 *1/2> Ko =1/2 1 p
i KV, V=KV, mi1 =&V R, ;mt
153 1/2 K 1/2 ¢
1 s —1/2 o o c c
“1-5 (Wt—l/ — &V, ) me-1 — =W R/ ;Rf(xt,o — T{ k)
153 —1/2 m] —1/2 &
e G R ) AR e 9) SR
c=1 k=1

By Taylor expansion, we have

L(ze41) = L(2¢) + VL(z) T (2141 — 20) +

1 ~
5zt = 2) T He (21 — 21)
vV

= L(z) + VL(e) (2041 — 20) + (VL(2) = VL(e)) T (2041 — 2¢) + %(zt-&-l —z) He (241 — 20).-
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Bounding the first-order term
VL(x) (2001 — 21)

C K
B A —1/2 KN~ —1/2 c
=VL(z)" <1 _1& ( |/ 1/2 KVi ) my_q1 — 6‘/} E E R:Rtgt,k
b1

—1-

c K c K
~ —1/2 A~ A
- %Vﬁ(l”t) (kVi —wVZY?) Z Z R Rygf ), — C7’7 VL(z) TV, Z Z R Rigy

c=1k=1 c=1k=1

C K
B N ¢ -
S&—thﬂm+cMZ§:@R%MMVHMMA%WUQ

N —1/2
IIVE(xt)Hoo(Ilfth =18V ) lme- floe

N —1/2
11— sVe )

The quadratic terms can be written as

(VL(z) = VL)) (241 — 20) = (2 — xt)TfIL(l —151 (2401 — x4) — : ?161 (vy — 241)),

where H  is a second-order Taylor remainder. So the quadratic term can be further seen as a quadratic
form over z;11 — 2 and z; — @, denote as Q(2z;41 — 2, 2t — x¢). For the same reason, the term
%(zﬂ_l — zt)TﬁL(zH_l — z;) can also be written into a quadratic form Q(z;11 — 2¢, 2e41 — 2t)-
Putting the two terms together yields a quadratic form of Q (241 — 2, 2t — X¢).

C.2  PROOF OF LEMMA [C.T] (GENERALIZED VERSION OF LEMMA [23))

Proof. We can prove by induction. For ¢ = 0, since m¢ = 0, the inequality holds. Suppose we have
for h € R4, s.t. |h|| < H, with probability 1 — ©((t — 1)d),

log"?(CKd/6)

m{ B < (1+ )G

=

Then by the update rule,

K
Z R Rtgt k Th|
k=

Im/ bl = [(By -1+ (1= B1) -

Q\Q’
Ma

Il
-
=

MM
]~

1—
< pubm ol + 2SS AT Rugi )
c=1k=1
log" *(CKd/s), <
< Bilm ikl + (1= 801+ 2= 3 Ygg 1Al
Vb e

1.5
<+ log™?(CKd/9)

Vb
Leth =V, /2y, Then [Ih]]2 < 1/e. We have

IMKGH, w.p.1—0(t).

log'®(CKd/9)

VoY Tol <1+
(V4 ¢) il <( 7

InKG/e
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C.3 PROOF OF LEMMA[2.4]

We first prove the element-wise lower bound of the diagonal matrix Vt:ll/ ?. Denote (‘A/t:ll/ Q)i as the

i-th element on the diagonal of f/t:ll/ 2, By the update rule,

1.5
(V%) 2 (max(y/or2) + )" 2 (\/1 + w\/gw/d)nlm oL wp.1—0(0)

where the last inequality follows by letting h as a one-hot vector h; in Lemma|[B.T] observing that the
elements can be transformed to an inner product form v; ; = v, h;. Then the scaled gradient norm
can be lower bounded as

d
VL(z)" At VAV L () > mln V- 1/2 i Z [VL(z)]
=1

Vb

which completes the proof by applying union bounded on the dimension d.

log!5(CK
> (\/1 L o8 MOR)O) et 11V L) [, wp. 1 — O(dd)

C.4 PROOF OF LEMMA[2.3]

Since the noise is zero-centered, we View the random process of

v, = Z ZZW o) VP (RIRg2 ), — 9500V

T=1 c=1k=1
as a martingale. The difference of |Y;11 — Y| is bounded with high probability

log'*(d/d)

NG GV PV L(a)l|ey wp. 1 —O(3)

~—1/2 c
Vi1 — Yi| = (VL) TV (R Rugs i — g50)] <

Then by Azuma’s inequality,

~ (log"(d/8) oo i )
P(\Yr| > vy | Y ———=—GIV; "VL(@)2 ) ) = Olexp(-Q(*))) +T5 (1)
AN
Note that the original Azuma’s is conditioned on a uniform bound of the difference term, while our
bound here is of high probability. Hence, we need another union bound. A similar bound can be
achieved for the sub-Gaussian noise in stochastic gradient. Let

Z LS S Ve TV - VL)

T=1 clkl

Then

Combining the two bounds by union bound completes the proof.
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C.5 PROOF OF THEOREM [2.1]

After applying Lemma[2.2] The second order quadratic forms in the descent lemma can be written as
(VL(2) = VL(x:)) " (2041 — 21)

:(Zt — Z't)Tﬂ-E(;(I'H,l — l't) — 1 flﬂl

1—p
= i O )T B (g (- ) = £ (e )

K
1-5

2
P TR0 ) — kP (0 i )T B (0, 2,

(Tt — x4-1))

51 Sr—1/2

1-5

(1-p1)2 (1—-p1)?
and
(241 — Zt)Tﬁ.c(ZtH — zt)
S e — 2 - P — e ) T He (e (s — 20) — (@) — @)
16, 1-561 B 1—6, o1 =p o
:(1 _151)2 (‘Tt—i-l - xt)TﬁL(It+1 — l’t) - (135511)2(IH—1 — :Et)TI:IL(:Et — zt—l)
2 A
- L(:vt — ) He(zg — 241),

(1= p51)?

which is essentially a quadratic form defined on V[l
generalized version of Lemma[2.3] as follows.

2 s —1/2 .
/ my and Vt—l/ my—1. Hence, we provide a

(Vt_l/th)TUz‘\ <

Lemma C.1. With probability 1 —©(td), for eigenvector v; of the Hessian matrix,
1+ log! 5 (CKd/s) KG /e
v '

Note that v; can be any basis and is constant throughout the training process. Then the sum of
quadratic forms is written as

(VL(2t) = VL(xe)) T (2041 — 2t)

2 A r—1/2 T (7 —1/2 2 5% S—1/2 T r—1/2

<K m(vtﬂ me—1) He(Vy "my) — K (1—7/61)2(‘/’571 my—1) He(V,_y "me—1),
_ .2 b1 4 Sr—1/2 T T\yr—1/2 2 »3% d ~—1/2 T Ty\7r—1/2
=k NV M men) T (e OV my = 1N N (VY mes) T (o )V P

(1 - 51) i=1 (1 - B1> i—1

d d

< S 0 2 ) Tl 0 2 Tl + S 0 2 ) T

(1=5)? = (1=5)? =

2 . log"?(CKd/§)

<K/27L 1422 VW 2 2K2G2 62,

where the last inequality is by $; < 1 and Lemma. [C.T}

First-Order Descent Term. The first-order term in the descent lemma can be decomposed into three
components, which we will handle separately.

VL(x) VY R Regf = VL) VYAV Lo () + VL () TV (R Rogly, — VL (25,))
D1 Do
F VL) VYA (VLo (5 ) — VL (24)) -

D3
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First, D3 can be reduced to a second-order term by smoothness over £
VL(x) VY H(VL 5 ) — VL (20)) = VL ) TV Y2 HE (a5 — 1)

k
= 0> VL(x) TV Hgt

k
1 . 1
<-LIVLI Y llgi | < SnLKG

T=1

Note that this term does not involve any stochasticity with regard to random sketching, which means
we can directly derive the upper bound by Cauchy-Schwartz in the last inequality.

Next observing that & Zle VL (xy) = VL(x:), D1 composes a scaled squared gradient norm.
Applying element-wise high probability bound on random sketching yields the lower bound for the
scale. By Lemma[2.4] we can derive the lower bound for D;. Note that applying union bound to D,
does not introduce another 7' dependence, since 9 ; is monotonically non-decreasing.

Martingale for zero-centered noise. D> contains a zero-centered noise term R, R, 95k — VL (xf 1),
where the randomness is over R, and the mini-batch noise at round ¢. Despite z} ; has temporal
dependence, the fresh noise at round ¢ is independent of the randomness in the previous iterations.
Hence, the random process defined by the aggregation of these norm terms over time forms a
martingale. By Lemma[2.5] we can bound this term D,.

Finally, putting these parts together by union bound over [T'] and telescoping the descent lemma leads
to Theorem 2.1]

C.6 PROOF OF COROLLARYT]

log!®(CKd2T?/$)
Vo

€, so the denominator on the LHS can be replaced with 2¢. Then the derivation is straightforward by

just substituting 1 = \/%K into Theoremﬁ

In the aysmptotic regime, with sufficiently large 7', the term \/ 1+ 1nK G approaches

C.7 PROOF OF COROLLARY[2|

We first develop the convergence bound in Theoremunder the condition b > log®(C' K d2T? /9),

(\@UKG + 6) knK E IVL(x)||* < L(21) + 6> LK*G*T
€
t=1

G* o 12T 32 LK*G?
KVT(— + = log? (= k2T
+ vEnKVT( . + - log (69))—1—7] K 67 &
The condition on 1" < Jl’ﬁ# is equivalent to
2nK
VuKGte
nK
since ) = \/% = Then scaling the coefficient on the left hand side and substituting \/% = we
derive
T A
1 L(z1)e 1LG* v 1,2T k 32 LG?
- £ 2 7 R — 2 log2 (— -
T;W <=7+ +7@ Folog* (D + ra— g

C.8 A NON-ASYMPTOTIC BOUND ON PRACTICAL LEARNING RATES

We first state a convergence bound on using practical learning rates, which decays as the optimization
procedure.

Theorem C.2. Suppose the sequence of iterates {x;}1_, is generated by Algorithmwith a decaying
learning rate n; = ﬁ, where Ty = fﬁl Under Assumptions 1-4, for any T and ¢ > 0,
1
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with probability 1 — ©(8) — O(exp(—Q(v?))) — d,,

-1
T 1.5 272 1
Z <\/1 + log (C\I/(Bd r2/9) nJKG + e) wne||VL(xe)|]? < L(21) + ZKLGz logT
t=1

2 1.5 2 LG?
—&—w-clogT(lOg (CKTd/J)g+al (QT))—i—leogT(l—i— log™?(CKdT?/6) . 8 G

Vb 5 b a-my e
where 0, 04, and v are the randomness from sketching, sub-Gaussian stochastic noise and martingales
respectively, and J is a constant defined in Lemma.[C.3]

Alike the analysis in the constant learning rate case, we first define auxiliary variables z;

! B
() = e

B
2t = Tt +
SR T
Then, the update on z; can be expressed as

1
Zt41 T At = 1—751(30”1 - xt) - 1 _151 (xt - xtfl)

" \—1/2 KNy o~ —1/2
(eSS
-M c=1 k=1

By Taylor expansion, we have

1
L(zt41) = L(2t) + VL(z) " (2041 — 20) + 5 (#t1 = z) He(z01 — 21)

= E(Zt) + VE(.Tt)T(ZH_l — Zt) —+ (VE(Zt) — VE(’I't))T(ZH_l — Zt) + }(Zt_i,_l — Zt)Tﬁ£(2t+1 — Zt).

2

Bounding the first-order term
VL(we) (2141 — 21)

N o —1/2 KM o~ —1/2
=V£(xt)T< b (k0 = V) ey = 2V, ZZRt Rtgtk>

1=5 c=1k=1

51 —-1/2 /2
<7— IIVﬁ(ﬂft)lloo(llﬁVt V20— sV ) el

. e c K wn X c K

- évc(a:t)T(nvt VYD S R Rugsy - ?tvc(xt)ﬂ/tj” S SN R/ Rigiy,
c=1 k=1 c=1 k=1
153 n 1/2
< (1lﬁlllmt1||oo+cf||2:2:f%T IVL (o) oo (16V, 2 2l = 16V 1)
c=1k=1

K
_E ZZVE 20) ViV 2R Rugt .
c=1k=1

The quadratic terms can be written as

(VL(z) = VL@)) (201 — 21) = (20— w1) T He !

where H is a second-order Taylor remainder.

To bound the quadratic term, the counterpart of Lemma[C.I|can be stated as

Lemma C.3. With learning rate n; = O(ﬁ) where Ty = fﬁ} Denote J =

). Then with probability 1 — ©(t4),

log'?(CKd/$)
Vb

1-51 /( 1
VTo+1/ \VTo+1 F

Im/_ k| < (1+ VJKGH
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Proof. Fort = 0, since mo = 0, the inequality holds. Suppose we have for h € R, s.t. ||h|| < H,

with probability 1 — O((t — 1)9),

log'*(CKd/é)
Vb

Im{_yh] < (1+ VJKGH

By the update rule,

C K
m b= (B me + (L= B0) - 5 ST R Rgi ) Thl

c=1 k=1

(1- B o~
— B, .
< Bilm/[ bl + C Z Z (R Rigf 1., b)|

K

1
log!®(CKd/é .
< Bulmf ol + (1= )1+ E TS S gt el
k=1

1.5
log (ORA/O))  T1cGH, wp. 1— O(5).

<(1+ 7

By exactly the same as in Sec. we can lower bound the scaled gradient term by
d
VL(2) VYV L(2e) 2 min(VY %) Y [VL()]?

i=1

log"®*(CKtd/s
> (\/1 + Og(\c}b/)ntm O YIVL() |2 w.p. 1 — O(do).

On the martingale of zero-centered noises, we can simply incorporate the learning rate 7; into the
martingale. Define the random process of sketching noise as

Nr —1 2 c c
{vi= Z Z VL(ar) VP (R Regl y — g5 )
T=1
as a martingale. The difference of \Yt —Y;_1]| is bounded with high probability

Y~ Yioa| = | 2 ZZVE (@) ViV 2 (R Rugg i — 950
c=1k=1
logh®(d/é o
<M7]tKGHV; Y2900z, wp. 1 —O(CKS).

TVb

Then by Azuma’s inequality,

2

T 1.5
P(|Yr| > v Z(Wmmnv;”sztnz) ) = O(exp(—Q(1*)) + T8 (2)

A similar bound can be achieved for the sub-Gaussian noise in stochastic gradient. Let

Z, = Z”TZVMT VP08 — VL5 ).

Then

a o 2T 9
B(Zr] 2 vy| S (ET)2l0g(5) = Olexp(—02) + 6,
t=1 9

Combining the two bounds by union bound completes the proof.
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D PROOF OF THEOREM

D.1 PROOF OF LEMMA 3.1l

Denote Ag = 22{:1 gtc,k’ Ag = mln{l,W}A . Then Ti+1 — Tt =
—knRTRE S A

Proof. Taking the expectation of randomness in stochastic gradient yields

c 2,2 c c
BIL(r011)] ~ £(n) = —mn(VL(w), sRTRYEIAG) + ) E[(éRTRZAﬁ%(gRTRZAm

c=1
1 & . c
:_mwc(xt),aZR RE[AS] — E[AS]) — kn(VL(xy), Z
c=1 c=1
K2n? 1 A 1 <
LEI(ZRTRY AT H(SRTRY.A)
c=1 c=1
c
knK log'®(d/s) o kn log!®(d/s) d/5 o2 mzK s kn, 1 o
< Ty B EIR + 5 Z BIAIE - “5HIVAIR - Sl S BIAd
knK ©
+ " ||V£———ZIEA“ 1II2 + TRY DAY T H,( RTRZAC
c=1 c=1
log!*(d/d) m]K myK <
<—(1- VL|? + L——=Y E[AY|?
< —( 7 ) ——IVLI" + IV KCZ:: I
"@2772 T T -
AHTH.(
+ [(CR RZ ( ;
m7K KK <
< ———IIVLIP? + \\Vﬁ—*gz (A2

K1) lTCNCTAlT e
E[(SR R;Am) He(GR RZA“’]’ w.p. 1 — ©(3)

where the first inequality is directly from Lemma BT} The second and last inequalities are from the
condition of b > 4log®(d/d). O

D.2 PROOF OF THEOREM [3.2]

The first order term in Lemma [3.T]can be handled by

C C
11 ‘ . 1 o1 .
IIVE—**Z]EA ||<||V13—**Z:]EA |+ — II5ZE[AJ—5ZE[AJII
c=1 c=1
1 C
< KC;;EIIVE el + KC;E[IIAAU{%z; lag)>ry]

<nKLG + K 'Gort—«,
where the last inequality follows by

C C
1 1
c ZE[”AW{% =, lagrzrH =Bl Z 18812 w2, 1agi=r]

= ZHAC” Z||A°|| ) “Lise aszn] < (KG)*r e

c=1
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Figure 5: The power-law structure of the Hessian spectrum on LeNet. Quoted from Fig.1 (Xie et al.,
2022).
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Figure 6: Eigenspectrum density every 5 epochs. The model is ViT-Small and trained on CIFAR10.
The majority of eigenvalues concentrates near 0 and the density enjoys a super fast decay with the
absolute values of eigenvalues, indicating a summable eigenspectra.

Density (Log Scale)

Density (Log Scale)

The second order term can be handled as follows. With probability 1 — ©(4),

C C
[(%RTRZA;Z—)TH[;(éRTRZA;i Z)\ RTRZA“,UJ
d
Z i1y, >0( RTRZA“,UJ RTRZA“,UJ
d c 2-a

log'®(d/d) T 1 1 log!3(d/6) c
iz | (14 ) = DAL —(1+ ==Y Aa¢
Z RS MTe LS c vadd

1.5
< (14 o8 (/0)
Vb
where the first equation follows by using the eigen-decomposition of H_ and the second order term
can be reduced to a squared inner product term. The primary trick thereafter (in the first inequality)
is to split the inner product terms into two parts, which can be handled by the two-sided adaptive
learning rates respectively. By applying the bounded second moment of random sketching, we find

the first part with order 2 — « is contained in a (1 + logl'5$)T—ball with high probability, and

the second part with order « is bounded by applying Assumption 5] Then Theorem [3.2]follows by
combining the first order term and the second-order term by union bounds, as well as applying the

condition of b > 41log®(d /).

)[A/K2727QGO‘,

E EXPERIMENTAL DETAILS AND ADDITIONAL RESULTS

Aside from the experimental configurations described in the main paper, we provide additional details.

For the sketched adaptive FL methods. The server optimizer. We use Cross Entropy with label
smoothing as the loss function. The parameter for label smoothing is 0.1. We use a cosine learning
rate scheduler on the server optimizer, with the minimal learning rate is 1le — 5. Client batch size is
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Figure 7: Comparing the performance of tiny sketch sizes on ResNet and BERT. The experiment
settings are the same as in Fig. [ and Fig. 3]
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Figure 8: Sketched Clipping Methods on BERT: (a) Training Accuracy; (b) Testing Error. Under
the same hyperparameters, plain SGD does not converge, while clip SGD and its sketched variant
converge and generalize. Sketched Clip SGD achieves comparable performance as the unsketched
Clip SGD.
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128, and weight decay is 1le — 4. For SGD and SGDm methods, the learning rate is 1.0. For SGDm,
the momentum is 0.9. For Adam optimizer, the learning rate is 0.01, and the momentum is 0.9. The
learning rates are tuned to achieve the best performance. We adopt SRHT as the sketching operator.
The SRHT matrix R can expressed as R = v/n/bSH D, where S € R"*™ is a random matrix whose
rows are b uniform samples (without replacement) from the standard basis of R”. H € R"*™ is a
normalized Walsh-Hadamard matrix, and D € R"*™ is a diagonal matrix whose diagonal elements
are i.i.d. Rademacher random variables.

Our experiments were conducted on a computing cluster with AMD EPYC 7713 64-Core Processor
and NVIDIA A100 Tensor Core GPU.

To verify Assumptiond] we plot the full Hessian eigenspectrum throughout the training process in
Fig.[6] We used stochastic lanczos algorithm implemented by the pyHessian library (Yao et al} [2020)
to approximate the distribution of the full eigenspectrum. Our main claim in Assumption {|is that the
Hessian eigenspectrum at an iterate is summable and the sum is independent of the ambient dimension,
which can be satisfied by common distributions, like power-laws. We run testing experiments on
ViT-small and train on CIFAR-10 dataset, with sketched Adam optimizer. In Fig. [ we see the
majority of eigenvalues concentrates near 0. The density enjoys a super fast decay with the absolute
values of eigenvalues. The decay also holds throughout the training process. This empirical evidence
shows the validity of our assumption.

In the main body of the paper, we have achieved 99.9% compression rate and 99.98% compression
rate for ResNet and BERT respectively. We further include the results on smaller b in Fig.[7} In
principle, an extremely tiny sketch size (with 400 in vision tasks and 2000 in language tasks) still
converges but generates an unfavorable local minima that hardly generalizes.

In the following, we present another empirical result on the clipping method. The goal here is to show
the superiority of (sketched) clipping methods over the plain SGD optimizer. We run BERT model on
SST2 dataset. The dataset is split among 5 distinct clients in an i.i.d way. The normalization factor in
the clipping method is set as 0.03. In Figure. [8] we show that (sketched) clip SGD method has better
performance in convergence and generalization, while the plain SGD method fails to converge. It is
also observed that sketching does not cause drop in testing error.

F ADDITIONAL DISCUSSION ON EXPERIMENTS

We added two recent approaches, CD-Adam (Wang et al.}[2022)) and CocktailSGD (Wang et al.|[2023),

which are representative of state-of-the-art adaptive methods and SGD-based methods representatively.
In Table [I]we compare the performance of baseline methods and sketched Adam, and derive two
takeaways:

* On the vision task (CIFAR-10), sketched Adam significantly outperforms both CD-Adam
and Cocktail SGD.

* On the language task (SST2), sketched Adam are close with CocktailSGD, which is origi-
nally designed for training LLLMs. Other algorithms fall short.

We select the learning rate under strict hyperparameter tuning protocols. We split the dataset into
train/val/test sets with 10:1:1 on CIFAR-10 and 40:1:2 on SST2 (the default split). We tune the
hyperparameters based on the performance over the validation set. For CocktailSGD, we adopt
the default compression setting, i.e. 20% random sparsification, 10% top-k compression and 4-bit
quantization, which amounts to approximately 99% compression rate. We make sure the optimal
learning rate is strictly within the test interval, i.e. not on the boundary. The error rate curves on the
validation set are shown in Fig.[PJand Fig.

We also conduct new experiments to assist the exposition of heavy-tailed noise. In Figure[TT] we
plot the stochastic gradient. More specifically, we fix the client model (at the end of each local
training step) and iterate over the local minibatches to collect the stochastic gradient norm. We fit
the distribution with a Levy distribution in each subplot. The plot indicates it’s not rare to encounter
heavy-tailed noise in client model and hence consolidates Assumption [5]
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Adam | FetchSGD | CocktailSGD | CD-Adam | 1Bit-Adam
CIFAR-10 | 22.6% 28.4% 25.9% 25.7% 25.5%
SST2 7.80% 10.6% 8.03% 8.83% 9.06%
Table 1: Error Rate on Test Set.
1bit-Adam FetchSGD CD-Adam CocktailSGD
90% — 2e3 — 0.02
80% 80% 80% —— 1le2 | 80% —— 0.04
0% — Se2 — 0.08
2 6o% 60% 60% 60%
E 50%
40% 20% 40% 40%
30% 4
0 100 200 300 400 0 100 200 300 400 0 100 200 300 400 0 100 200 300 400
Epoch Epoch Epoch Epoch
Figure 9: Validation Error on CIFAR-10. The setting is same as Fig.[2| Sketch Size b = 4e5.
1bit-Adam FetchSGD CD-Adam CocktailSGD
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16%
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] 14%
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2
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Figure 10: Validation Error on SST2. The setting is same as Fig.[3| Sketch Size b = 2¢6.
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Figure 11: Histogram of stochastic gradient norm evaluated on identical local model parameter. The
orange curve is the pdf of Levy distribution whose « is in the title. Each subplot represents one local
model.
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G CONVERGENCE WITHOUT BOUNDED GRADIENT NORM ASSUMPTION

In this section, we prove the convergence of SAFL (Algorithm. [3) under a simplified scheme. To
better focus on the gradient norm, we adopt gradient descent (deterministic) updates on each client.
We also restrict the local step K to be 1. The proof follows the general idea recently proposed in (L1
et al., [2024).

First, we derive the gradient norm bound affine to the loss function based on smoothness in

LemmalG.1]

Lemma G.1. For any L-smooth function L(z), |VL(z)||?> < 2L(L(x) — L*).

Proof. Lety = x — +VL(z). Then we have

£ L) < L)~ £) < (V(@)y — )+ 5y — 2l =~ VL)

Rearranging the terms yields the lemma. O

We rewrite the descent lemma under the specific condition, which is a direct derivation from
Lemma[2.2l

Lemma G.2. For any round t € [T), there exists function ®; > 0 such that
c

L(ze11) < L(2) + Pr — Pry1 — %7] ZVﬁ(It)TV,;ll/QR;RtV£C($z) + (2 — wt)THﬂ(?:’t)(Zt-o-l — zt),
c=1

where H (%) is the loss Hessian at some % within the element-wise interval of [+, z4].

Let GG be a constant which will be specified later. Let F' = iGQ. Denote the optimization horizon
(server steps) by T'. Denote £ = min{t|L(z;) — L* > F} A (T + 1). We consider the case when
t <T.Fort < t, wehave £(z;) — £* < F and thus IVL(x:)|| < G, which guarantees an upper
bound on the gradient in the restricted region. We follow the technique in the bounded gradient
setting. For any ¢ < ¢, with probability 1 — 24, the first order term can be lower bounded by

VL(x) V,CV2RI RV L (2y)
3 log™?(Cd/§)

~—1/2
>(1 - “E O 9 w77 20 a0
1.5 1.5 -
>(1 - 2E (20, \/1+bg(fgd2/‘”nc+e VLI,

where the second inequality follows by Lemma. [2.4]
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The second order term can be bounded by

(2t — ) "He (2) (2041 — 20)

(g e —20) = T (o xH»TﬁIcl B (o= i)
log'?(Cd /6 i =1
<(14 G o0 P13 DL S (= 808 I DS = 803" )
\/B ( ﬁ i=1 =0 =0
log"®(Cd/) S —
=1 FE T G D 3 3 A o
log"®(Cd/3) BilBi+1): - o -
<+ L 2B |5 3 B (g 2 + )

71=0 12=0

log"®(Cd/s
—(1+ M)2 2/ 2B1 ﬁlJrl ZB; -,—1||gﬁ|| Zﬂt 1— ™) 4 Zﬂi 1— 7'2”97_2” Zﬂt )

\/l; 71=0 T2=0 T2=0 71=0
log"®(Cd/s B 5+1A - s
< 2B Ry G i Z B g lom P+ N 972112
\/B T2= 0 /81

Plugging the first-order term and second—order term back to the descent lemma, and apply b =
= log®(CT'd?/6), where by is arbitrary constant smaller than 1. We have
0

E(Zt+1) + (btJrl SE(Zt) + (bt — Kﬁ(l — bo)(\/ 1 + bo’l]G + 6 _1||VE $t>||2

+rp (1 b S Z B g+ 3 B g )

Summing the descent inequalities up across different 1terat10ns yields
L(zt41) + @iy

7‘20

<L(z0) + o — > _nr(1—bo)(v/1+bonG + €) | VL(z,)?

7=0

- R22(1+ bo)? 5151 2 ST AL P

7=0 7 =0

t
<L(z0) + B — 3 w1 — bo) (/T + 0onG + ) VL) |2 + #22(1 + by >251 ”51 vac )2

7=0
( )
Lett+1 =% Wehave L(z41) —L* > F := ﬁGz by definition. On the other hand, by the descent
lemma, with sufficiently small x, we can guarantee
[,(Z,H_l) — LD < [,(Z()) — LY+ Py = Ay
where A is bounded given the initialization is benign. We specify GG as any constant larger than
2L Ay which will yield contradiction. Hence we conclude that along the optimization trajectory, the

norm of gradient is upper bounded by G. By Eq.[3] we can also derive the convergence result on the
relaxed assumption.

Theorem G.3. Suppose the sequence of iterates {x;}}_ is generated by Algorithm |I| (SAFL)
with a constant learning rate 1 and K subject to k < (1 - 51) Zn(1 — bo)((1 + bo)?Br(1 +

BUL(VI+bonG + €))L Set G = 2LAg + 1. Set b = = log®(CTd?/§), where by € (0,1) is an
0
arbitrary constant. Under Assumptions 4, for any T and e > 0, with probability 1 — ©(6),
1—bo

2T+ bonG +¢) & Z IVL(@)|* < £(z0) + Po.
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| Algorithms  [[ Communication Bits | learning rate |  Convergence Rate |
FetchSGD O(1) O(1/VT) o(1/vT) W
CocktailSGD O(1) O(1/(VT +TY3d? + d®)) | O(1/VT + d?/(T)?/3)
CD-Adam O(1) O(1/V/d) O(Vd/VT)
Onebit-Adam O(d) O(1/VT) O(1/VT)
Efficient-Adam O(1) O(1/VT) OWd/VT) B
Ours 0(1) O(1/VT) O(1/VT) (©

Table 2: Comparison on Theoretical Guarantees. We only include the dependence on d and 7. (A)
Needs a heavy-hitter assumption, otherwise deteriorated to O(7''/3). (B) There is no asymptotic
convergence for the algorithm. (C) requires the assumption on the fast-decay Hessian eigenspectrum.
Otherwise, the convergence rate can deteriorate to O(d/+/T) under dimension-independent learning
rate.

The two simplifications applied to the analysis does not harm the generalizability of the theorem.
First, if the client performs multi-step gradient descent in the local training phase, we additionally
need a guarantee on the norm of all subsequent local gradients. Notice that the analysis in (Li et al.,
2024) are not specific to any architectures or data distribution, we can use the same technique to
show boundedness of the gradient norm along the optimization trajectory over each client. Second,
the case involving stochastic noise has been considered in (Li et al., |2024)). Instead of showing the
deterministic decrease in £(z;) + ®,, it is advocated to alternatively show a high probability decrease
given the stochastic noise is bounded with high probability, which is exactly what we managed to
show in the main paper. Therefore, this improved technique can be seamlessly applied to our analysis.

H DISCUSSION ON ASSUMPTIOM [4] AND RELATED WORKS

Assumption[d]is one of the key assumptions in our theoretical improvement. However, the anisotropic
structure in Hessian mainly helps in dealing with the second order term. Solely applying Assumption
4 is not sufficient. First, the usage of assumption is highly specific to the compression operator in this
paper, i.e. random sketching. Previous works fail to utilize the anisotropic Hessian structure in deep
learning. For example, in (Wang et al.|[2023)), Lemma A.1 indicates the discrepancy between the local
and the global model unavoidably picks up a dimension dependence because of the accumulation
of the error introduced by their specific compression algorithm. This accumulative effect cannot
be handled by simply applying the Hessian assumption. In (Wang et al., |[2022), the dimensional
dependence arises in their first-order descent term (B.14) and (B.15), and hence the assumption on
Hessian does not apply either.

Additionally, we summarize the theoretical guarantees of the existing approaches in Table 2] From
the table, we can see all the comparisons made in the main paper are fair.
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