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Abstract

Suicide is a global health issue and early di-001
agnosis is necessary for effective treatment.002
Recent advancements in natural language pro-003
cessing has aided the identification of men-004
tal health disorders in social media. This pa-005
per investigated the efficacy of pre-trained lan-006
guage model (PLM) in identifying depression007
and post-traumatic stress disorder (PTSD) with008
Twitter data. Leveraging the CLPysch 2015009
dataset (which constitutes of tweets from users010
with depression, PTSD and neither condition),011
we implemented various experimental designs012
using Long Short Term Memory (LSTM) and013
attention. The results demonstrate that while014
performance decreases for multi-nominal clas-015
sification, the detection of mental health con-016
ditions improves with the implementation of017
attention. This study also underscores the com-018
plexity of differentiating between overlapping019
lexicons with multiple mental health conditions020
and highlights the potential of PLMs in support-021
ing mental health diagnosis.022

1 Introduction023

Suicide is a global health problem and is the fourth024

leading cause of death for the 15-44 years de-025

mographic globally (World Health Organization,026

2021). Mental disorders, including depression and027

post-traumatic stress disorder (PTSD) have been028

found to increase the likelihood of suicidal ideation029

and suicide (Holliday et al., 2021; Busby Grant030

et al., 2023; Chou et al., 2023; Kratovic et al., 2021).031

These disorders not only hamper the quality of life032

for the people who suffer with them but also lessen033

the quality of life for their families and environ-034

ment (García-Noguez et al., 2023). Moreover, 75%035

of people with a severe mental disorder do not re-036

ceive treatment (Ji et al., 2021). Early diagnosis037

and subsequent treatment can help to lessen the038

negative impacts that arise from mental health dis-039

orders (Beirão et al., 2020; Kearns et al., 2012).040

Researchers are leveraging social context to bet- 041

ter understand mental health problems and has been 042

an ongoing process. In the past, researchers used 043

Google trends for mental health surveillance (Page 044

et al., 2011), examining depression based chatter 045

on Twitter (Cavazos-Rehg et al., 2016) and imple- 046

menting machine learning algorithms to classify 047

tweets in terms of stress or relaxation (Doan et al., 048

2017). Recently, advancements in natural language 049

processing (NLP) and pre-trained language mod- 050

els (PLMs) have been helpful in identifying the 051

mental health disorder traits from textual data (Ji 052

et al., 2021; Vajre et al., 2021). Although these 053

methods will never fully replace the psychiatric di- 054

agnosis and psychotherapy, they assist researchers 055

and clinicians in early detection of mental health 056

symptoms. 057

Prior to the advancement of PLMs, an early 058

study was conducted in 2014 as a part of a 059

hackathon event (Coppersmith et al., 2014). The 060

authors performed a binary classification between 061

the combinations of control, PTSD and depression 062

outcomes based on the tweets gathered via Twitter 063

api (Coppersmith et al., 2015). Following this re- 064

search, the same dataset has aided other research, 065

for example, interpreting mental health outcomes 066

(Yang et al., 2023), training new PLMs centric to 067

mental health outcomes (Ji et al., 2021) and com- 068

paring various machine learning models for their 069

effectiveness in capturing mental health outcomes 070

(Husseini Orabi et al., 2018). 071

However, the aforementioned studies focused on 072

binary classification (depression vs control group) 073

to identify the presence or absence of depression 074

among Twitter users. Although there are overlap- 075

ping expressions between PTSD and depression, 076

there are also dissimilarities between the two men- 077

tal disorders. Given how these disorders may affect 078

an individual differently, identification of PTSD 079

and depression separately could influence an indi- 080

vidual’s journey to recovery (Finch, 2023). Proper 081
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diagnosis allows clinicians to recommend thera-082

peutic interventions based on specific conditions083

(Finch, 2023; Kimberly Holland, Timothy J. Legg,084

2019). As such, in this research, we extend the085

classification to all categories of CLPysch 2015086

dataset, i.e. depression, PTSD and control, based087

on tweets.088

2 Methodology089

We aim to answer two key questions in this paper:090

1. How effective are PLMs for tracking multiple091

mental health problems? 2. Which method is most092

effective for handling multi-nominal mental health093

classification?094

Alongside the two questions, we also scrutinise the095

scenarios where only depression detection or the096

detection of general mental health issues might be097

essential.098

2.1 CLPysch 2015 shared dataset099

The CLPysch 2015 shared dataset contains publicly100

available tweets collected from the Twitter api over101

the period 2008 to 2013. The tweets were posted by102

users with PTSD, depression and a control group103

who did not have any identified mental health con-104

ditions as per tweets (Coppersmith et al., 2014). In105

total, there are 1145 training set and 599 testing set106

of anonymous users. Please note that the numbers107

may not match the original set due to the exclusion108

of users whose conditions were not recorded.109

For this study, we used all available users and their110

subsequent tweets to identify their category of men-111

tal health condition, if present. Since the number112

of control (572 training, 299 testing) users were113

higher than depression (327 training, 150 testing)114

and PTSD (246 training, 150 testing) users, we115

used weighted cross entropy function for calcula-116

tion of loss. However, the number of tweets was117

reduced to a maximum of last 1000 tweets per user118

out of a possible maximum of 3000 tweets per user119

due to computational constraints. Despite this, each120

epoch per experiment took over a day due to the121

large volume of the dataset and the reliance on the122

sequential computation of the tweets.123

2.2 Algorithm for the experimental designs124

The experiments were run for all users using Algo-125

rithm 1. The number of epochs was set to 20, with126

the training loop exiting if there was a increase127

in the training loss. A single user was taken as128

their own batch for training because of the choice129

of model designs. Please refer to Section 3 for 130

the model designs. All the tweets went through 131

pre-processing phase where the textual content was 132

cleaned removing any white spaces, retweets, men- 133

tions, URLs, punctuation and emoticons. Please 134

note that cross-validation was not feasible due to 135

the magnitude of the dataset. 136

For each user ui, their individual tweets 137

t1, t2, . . . , tn were tokenized and passed through 138

a pre-trained RoBERTa model. The details of the 139

choice of PLM is provided in section 2.3. The out- 140

put was a tensor containing the embedding of the 141

tweet ti. The 768 dimension [CLS] token, which 142

contains the classification information of the en- 143

tire sentence (Devlin et al., 2018), was extracted 144

for each tweet. For each user, these [CLS] to- 145

kens were then stacked to form the tensor of shape 146

tnui × 768, where tnui was the number of tweets 147

for user ui. Further experiments were performed 148

using these stacked tensors as explained in Section 149

3. The output of each experiment was then con- 150

nected to two fully connected layers, with tanh() 151

as the activation function on both layers. The first 152

layer converted the output from 768 dimensions 153

to 100 dimensions and the second layer converted 154

from 100 dimensions to 3 dimensions. The output 155

of the second fully connected layer was passed to 156

softmax function, given by, σ(xi) = exi∑n

j=1
exj

, to 157

convert the results into probabilities. The final out- 158

put was the category (control, depression or PTSD) 159

with the highest probability i.e. max(σ(xi)). 160

Algorithm 1 Training CLPysch 2015 dataset

for epochs (ei) = 1 to e do
for users (ui) = 1 to u do

Pre-process each tweet removing any punc-
tuation, white space, links, retweets and
emoticons
Pass tweet to tokenizer and pre-trained
RoBERTa and extract [CLS] token
Stack all [CLS] tokens for user ui
Perform experiment E on stacked [CLS]
embedding
Two layers of MLP with tanh() and
softmax() to compute predicted ŷ
Calculate loss and update weight

end for
Perform accuracy calculation for epoch ei

end for
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2.3 RoBERTa for base embeddings161

We used a Twitter-based fine-tuned model of162

RoBERTa called cardiffnlp/twitter-roberta-base163

(Barbieri et al., 2020) for the base embeddings as164

our PLM. The embeddings were extracted using165

transformer library (Wolf et al., 2019). The smaller166

memory size of RoBERTa and its pre-training on167

Twitter data made it an appropriate choice for this168

study. There was an expectancy that the localisa-169

tion of Twitter vocabulary was present in the PLM170

of choice. Therefore, it provided appropriate token171

embeddings for further experiments.172

3 Experimental Designs173

We describe four implemented network models174

which were used to evaluate the performance of175

the detection of mental health traits using tweets.176

The first model used Recurrent Neural Network177

(RNN), while the remaining three used Attention,178

which is the engine of transformer-based models.179

We trained these model on the top of the PLM as180

described in the section 2.3.181

We used a single A100 80GB GPU to train all the182

models. Each experiment took around 20 days183

to complete. Hence, the limited number of experi-184

ments is due to the lack of resources for performing185

multiple experiments at once. Please note that the186

github link containing all the experiments (com-187

pleted and currently running) will be publicly avail-188

able in the final paper after the review process.189

3.1 Long Short Term Memory (LSTM)190

In our experiment, we implemented LSTM as our191

first experiment. Since the tweets are sequen-192

tial with each user having up to 1000 tweets and193

there are a differing number of tweets between the194

users, LSTM was appropriate as an experimental195

design. Further, LSTM stores long-term dependen-196

cies which fails on other neural networks (Hochre-197

iter and Schmidhuber, 1997). We implemented two198

LSTM models for this research with layers 1 and199

2. The added layer increased the complexity of200

the model. The number of hidden layers in both201

architectures were set to 100.202

3.2 Using attention mechanism203

Attention is the core of transformer based mod-204

els (Vaswani et al., 2017). Since we are using205

RoBERTa for the base model (Barbieri et al., 2020),206

which is a transformer based model, we added a207

multi-headed attention layer of 4 heads for our sec-208

ond experiment design. This choice was made 209

to attend to various parts of the tweet sequence 210

differently. The idea behind this design was that 211

the [CLS] token would attend to a single tweet 212

ti and the stack of [CLS] tokens from each user 213

tui
n would use a cross-attention between the tweets 214

i.e. MHA(tui
n ), where MHA() is the multi-head 215

attention. This would determine the presence or ab- 216

sence of some mental health condition (depression 217

or PTSD) for the user ui. 218

3.3 Two sentence sliding window 219

For this experiment, we used two sentences ap- 220

pended together before the tokenization i.e. for 221

user ui, tui = t1 + t2, t2 + t3, . . . , tn−1 + tn. A 222

sliding window meant that except the first and the 223

last tweet, every tweet in between would have in- 224

formation linked with its previous and the next 225

tweet, creating a short term attention. The result- 226

ing [CLS] token would go through cross-attention 227

layer for long term attention across all the tweets 228

belonging to a single user ui, similar to section 3.2. 229

3.4 Adding temporal information 230

In this experiment, we added temporal information 231

in terms of time lapse between the current and 232

previous tweet as a part of the tweet. The first 233

tweet t1 was converted to t1 = ”First tweet : 234

” + t1 and every subsequent tweets were converted 235

to ti = ”After x :, ” + ti, where x was the time 236

lapse between the current tweet ti and the last tweet 237

ti−1, adding temporal context to the tweets. These 238

were then processed in the same fashion as the 239

attention as described in section 3.2. 240

4 Evaluation 241

We evaluated the experiments based on two key 242

metrics: F1 score and Recall. The best performing 243

results are presented in Table 1. Given p1, p2 and 244

p3 are probabilities for control, depression and 245

PTSD respectively, the results were calculated as 246

such for the mentioned three cases. 247

248

Case A. Multinominal classification: In this 249

case, we performed the identification of control vs 250

depression vs PTSD users based on the highest 251

probability i.e. max(p1, p2, p3). This was the 252

primary objective of this study. 253

254

Case B. Depression vs Control: In this case, we 255

removed the probability p3 from all experimental 256
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Models
Multinominal (A) Depression vs Control (B) Mental Health vs Control (C)
F1 Score Recall F1 Score Recall F1 Score Recall

LSTM (1 layer) 0.522 0.527 0.586 0.713 0.688 0.757
LSTM (2 layers) 0.504 0.524 0.569 0.827 0.712 0.913
Attention 0.595 0.590 0.616 0.780 0.724 0.830
Temporal 0.606 0.603 0.620 0.680 0.716 0.723
2 sentence Attention 0.635 0.637 0.655 0.760 0.755 0.797

MentalRoBERTa - - 0.697 0.703 - -

Table 1: Performance metrics across experiments for control vs depression vs PTSD (multinominal) classification
(A), depression vs control classification (B) and (depression or PTSD) vs control classfication (C)

results and re-scaled the results for p1 and p2 and257

evaluated using the readjusted probabilities. This258

was done to compare our model results with the259

baseline, MentalRoBERTa (Ji et al., 2021). Mental-260

RoBERTa was taken as the baseline due to its large261

scale training on mental health texts, including the262

same data set as ours.263

Case C: Mental health vs Control: In this case,264

we added the probability of p2 and p3 from all265

experimental results and evaluated using the new266

probability. This was done to simulate a scenario267

where presence or absence of any mental health268

condition is tested. This also allowed us to confirm269

or deny if there are overlapping sentiments among270

users with depression and PTSD.271

In our experiments, two-sentence attention272

model achieved the best performance in both met-273

rics for case A. Similarly, the same model per-274

formed best in F1 score for case C, while recall275

was higher for 2 layer LSTM for case C. Recall276

was also higher for 2 layer LSTM in case B. How-277

ever, for case B, our model did not outperform the278

baseline F1 score of MentalRoBERTa model.279

While our metrics are lower for case A in com-280

parison to other cases, it is expected of a multinom-281

inal classification compared to binary classification.282

Identification of depression and PTSD separately283

resulted in decreased performance, compared to284

case B where only depression is identified and case285

C where general mental health condition is identi-286

fied. Another possible explanation is the potential287

overlap of expressions in tweets from users with288

depression and PTSD. Consequently, the classifi-289

cation between the two groups becomes more chal-290

lenging compared to the classification of an individ-291

ual mental disorder from the control group alone.292

However, when these disorders are combined, the293

result improves significantly as seen from the re-294

sults in case C of Table 1. 295

High values of recall in 2 layer LSTM for case 296

B (0.827) and case C (0.913) also means that ma- 297

jority of mental health users are identified. While 298

this causes less generalisation as demonstrated by 299

their corresponding F1 score, it is desirable for 300

this particular study because not identifying mental 301

health users are more costly than identifying false 302

positives of the same. 303

It should be noted that building state-of-the-art 304

model was not the primary objective of this study. 305

Instead, it was a study to target identification of 306

multiple mental health disorder for early diagnosis. 307

Further, these models cannot replace psychiatric 308

diagnosis and therapeutic interventions, but they 309

are valuable tools to aid clinicians and researchers. 310

5 Conclusion 311

In this study, we implemented and evaluated PLM 312

efficacy in identifying multiple mental health condi- 313

tions, including depression and PTSD from Twitter 314

data. Our experiments, including LSTM, atten- 315

tion, sliding window approach, and the integra- 316

tion of temporal information, showed that the two- 317

sentence attention model performs adequately for 318

detecting multiple health conditions. While the per- 319

formance was not as high as binary identification, 320

it can be attributed due to the overlap of sentiments 321

in tweets between depression and PTSD users. Our 322

findings also indicate that two layer LSTM model 323

is better at detecting the presence of depression 324

or mental health, in general, but it failed to gener- 325

alise well. In this regard, perhaps attention based 326

mechanism was significant as well. Despite lower 327

metrics in multi-nominal setting, our study pro- 328

vides an avenue of early mental health detection, 329

potentially leading to better targeted treatment and 330

interventions using social media. 331
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Limitations332

One of the aforementioned limitations is that only333

last 1000 tweets (if more than 1000 tweets present)334

per user were considered for this research. The335

GPU server was shared between various projects as336

well as the lack of resources to add more GPU337

servers meant that not all tweets could be pro-338

cessed. The reliance on the processing of tweets339

sequentially further meant that each epoch was340

much longer, since batching was not possible. This341

caused each model to run up to 20 days, hence re-342

sulting in lower number of experiments. Further,343

only a single dataset was used, which could bias344

the results. In addition, the tweets were extracted a345

decade ago, which means the newer tweets would346

not have been collected. The lexicon in which hu-347

mans express sentiments perhaps changed in the348

last decade and those were not captured. Addition-349

ally, the collected tweets are only a sub-sample350

of the much larger cohort of mental health users351

who are not considered in this study. Even while352

focusing on this cohort itself, there is a lack of evi-353

dence to affirm the presence or absence of mental354

health conditions between the Twitter users. Fi-355

nally, our study aims to develop a model for as-356

sisting researchers and clinicians for detection of357

mental health conditions using social context for358

non-clinical use. However, it does not replace clin-359

ical diagnoses which is essential for the detection360

and treatment of mental health issues.361
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