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Abstract

Despite growing concerns around gender bias001
in NLP models used in algorithmic hiring,002
there is little empirical work studying the ex-003
tent and nature of gendered language in re-004
sumes. Using a corpus of 709k resumes from005
IT firms, we train a series of models to classify006
the gender of the applicant, thereby measuring007
the extent of gendered information encoded008
in resumes. We also investigate whether it is009
possible to obfuscate gender from resumes by010
removing gender identifiers, removing gender011
sub-space in embedding models, etc. We find012
that there is a significant amount of gendered013
information in resumes even after obfuscation.014
A simple Tf-Idf model can learn to classify015
gender with AUROC=0.75, and more sophis-016
ticated transformer-based models achieve AU-017
ROC=0.8. We further find that gender predic-018
tive values have little correlation with gender019
direction of embeddings – meaning that, what020
is predictive of gender is not necessarily “gen-021
dered” in the masculine/feminine sense. We022
discuss the implications of these findings in023
the algorithmic hiring context.024

1 Introduction025

Advances in language models have fundamen-026

tally changed the nature of many natural language027

tasks. In job-resume matching, for example, sim-028

ple keyword-based matching has been replaced029

by more sophisticated NLP models, promising030

higher quality matches (e.g., Maheshwary and031

Misra (2018); Lin et al. (2016); Luo et al. (2019)).032

At the same time, the black-box nature of these033

models has raised concerns about the potential for034

bias in downstream applications. For example,035

in 2018, Amazon came under fire for its resume036

screening tool that was reportedly biased against037

women (Dastin, 2018). The model had learned038

through historical hiring data that men were more039

likely to be hired, and therefore rated male resumes040

higher than female resumes. Although candidate041

gender was not explicitly included in the model, it 042

learned to discriminate between male and female 043

resumes based on the gendered information in re- 044

sumes – for example, men were more likely to use 045

words such as “executed” and “captured”. 046

The source of bias in this example is due to both 047

the data (i.e. biased hiring data), and the model (i.e. 048

ability for the model to discriminate between gen- 049

ders), both of which are necessary conditions for 050

the overall system to be biased. A common thread 051

of concern in model-based bias is that more so- 052

phisticated models can more easily learn gendered 053

information from resumes. Within the context of re- 054

sumes, such concerns, while theoretically plausible, 055

are largely empirically unfounded, or at the least, 056

anecdotal like in the Amazon case. The extent to 057

which models can learn gendered information from 058

resumes depends on the amount of gendered infor- 059

mation in resumes, yet empirically little is known 060

about the extent to which resumes are gendered. 061

Moreover, it is unclear whether resumes contain 062

simple lexical or structural gendered information 063

that can easily be obfuscated. If it is the case that 064

there is very little gendered information in resumes, 065

or that this information can be easily obfuscated, 066

much of the concerns surrounding the potential for 067

model-based gender bias in downstream NLP tasks 068

involving resumes would be less warranted. 069

To address this gap in the literature, we investi- 070

gate the extent to which resumes are gendered using 071

a predictive modeling approach. Using a corpus of 072

resumes from IT firms, we train a series of models 073

to classify the gender of the applicant, thereby mea- 074

suring the extent of gendered information encoded 075

in resumes. In addition, we investigate whether it is 076

possible to obfuscate gender from resumes by con- 077

ducting a series of experiments aimed to remove 078

gendered information while preserving the main 079

content. This includes 1. removing gender identi- 080

fiers such as names, emails, 2. removing gender 081

indicating words such as "male", "female", "sales- 082
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man", "waitress", etc. 3. removing hobbies, 4.083

removing gender sub-space in embeddings. To the084

best of our knowledge, this is the first study within085

the field of computational linguistics to directly086

assess this concern using state-of-the-art models.087

2 Related Work088

Digitization of hiring has spawned an emerging line089

of research at the intersection of hiring discrimi-090

nation and algorithmic bias. This research inves-091

tigates how algorithmic hiring tools (e.g. resume092

screening) can be biased, and how that can lead093

to discrimination in hiring (Raghavan et al., 2020;094

Chen et al., 2018; Sühr et al., 2021; Peng et al.,095

2019). As more sophisticated NLP models get de-096

ployed in such tools, a cause for concern is that097

the gender representations learned in these models098

can propagate bias in downstream tasks. For ex-099

ample, research has shown that gendered wordings100

exist in job postings (Gaucher et al., 2011; Böhm101

et al., 2020). If a resume screening tool matches102

resumes to job descriptions using embeddings of103

the documents, male resumes may be more likely104

to be matched to job descriptions with masculine105

language. One approach to address this issue is to106

debias the NLP models to minimize potential bias107

in downstream tasks (Sun et al., 2019b). These108

general-purpose techniques, though not specific109

to resumes, include obfuscating/swapping gender110

(Zhao et al., 2018a), removing gender subspace in111

embedding models (Bolukbasi et al., 2016) (See112

also Gonen and Goldberg (2019) for the shortcom-113

ings of this approach), and training gender-neutral114

embeddings (Zhao et al., 2018b).115

Another cause for concern is that language mod-116

els can learn gendered information from resumes,117

propagating any bias in the training data down-118

stream like in the Amazon example. These con-119

cerns, while theoretically plausible, are largely em-120

pirically unfounded within the resume context. The121

extent to which models can use and learn gendered122

information from resumes depends on the amount123

of gendered information and the nature of gendered124

information in resumes, including gender differ-125

ences in language use.126

2.1 Gender Differences in Language Use127

The earliest study of gender differences in language128

use investigates lexical differences between gen-129

ders using verbal samples and finds that women130

use more words related to feeling, emotion, and131

motivation, whereas men use more words related 132

to time, space, and quantity (Gleser et al., 1959). 133

Scholars have since studied linguistic gender differ- 134

ences in a wide range of contexts including articles, 135

social media posts, emails, grants (Newman et al., 136

2008; Argamon et al., 2003; Streib et al., 2019; 137

Urquhart-Cronish and Otto, 2019; Colley and Todd, 138

2002). According to a meta-review involving 70 139

separate studies, women use more words related to 140

psychological and social processes, whereas men 141

use more words related to object properties and 142

impersonal topics (Newman et al., 2008). 143

Although this literature has documented gen- 144

der differences in writing across different contexts, 145

studies have also shown that these differences be- 146

come small or non-existent in formal and struc- 147

tured writing (Sterkel, 1988; Smeltzer and Wer- 148

bel, 1986). Similarly, in a related study involv- 149

ing job applications, researchers study gender dif- 150

ferences in self-presentation styles in applications 151

for Teach for America jobs (Streib et al., 2019). 152

They use hand-coded features such as “leader”, 153

“self-growth”, “passionate” in candidates’ job ap- 154

plications, and find minimal gender differences in 155

the coded features. Given that resumes are struc- 156

tured documents, it is unclear the extent to which 157

resumes will be gendered. This is ultimately an 158

empirical question, which we address in this paper. 159

3 Data and Methods 160

The primary dataset is a corpus of applicant re- 161

sumes from 8 IT firms based in the U.S. These 162

IT firms are clients of an HR analytics firm, who 163

provided us the aggregated data as part of a re- 164

search partnership. Along with the resume text, we 165

have the applicant’s name, gender, years of experi- 166

ence, degree1, field of study2, and the job posting 167

to which they applied. 168

3.1 Vector Representations of Resumes 169

In addition to applicant attributes mentioned above, 170

we also extract the skills, competencies, job titles, 171

and job-relevant keywords from the resume using a 172

skills and job titles dictionary3, and create a dense 173

vector representation of each resume based on these 174

keywords. To do so, we first train a Word2Vec 175

model on resumes to learn a vector representation 176

for all tokens (Mikolov et al., 2013). We then parse 177

1Associate, Bachelors, Masters, Doctorate
2Technical, Science, Business, Law, Other
3This dictionary was created by aggregating all the skills

and job titles using a secondary LinkedIn dataset.
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the body of the resume into tokens and filter for178

skills, competencies, job titles, and job-relevant179

keywords using the dictionary. Finally, we take180

the average vector representations of the filtered181

keywords to get one representation for each resume182

document – the resulting vector is an embedding of183

the resume in a skills vector space (See Appendix184

A for an illustration).185

3.2 Matched Sample of Resumes186

Occupations vary by gender, so occupational char-187

acteristics (i.e. skills, past job experiences, edu-188

cation, etc), are an obvious source of gendered189

information that a classifier can easily learn. How-190

ever, such information is less relevant in the context191

of resume screening applications since applicants192

applying to the same job are likely to have similar193

education, skills, and experience. So, to ensure194

that the classifier learns gendered features beyond195

occupational characteristics, we match our samples196

so that male and female resumes are on average197

similar in observable occupational characteristics.198

Specifically, we perform 1-1 matching without re-199

placement such that for each male resume, we find200

a female resume that is within 2 years of experi-201

ence, has the same degree, field of study, and has a202

resume similarity score (i.e. cosine similarity of re-203

sume vector representations) of at least 0.7. If mul-204

tiple female resumes match these criteria, we take205

the resume with the highest similarity score. This206

matching procedure yields 348k resumes (174k207

male, 174k female resumes).208

3.3 Measuring Gendered Information in209

Resumes210

We define gendered information as anything that211

is predictive of the applicant’s gender. To mea-212

sure the extent of gendered information, we take213

a predictive modeling approach, where we train a214

series of models on resumes to classify the gender215

of the applicant and measure the model’s predictive216

power on a holdout test set.217

We use three different sets of models for the218

classification task: (1) Tf-Idf+Logistic, (2) Word219

Embeddings+Logistic, (3) Longformer (See Ap-220

pendix B for model specifications and hyperpa-221

rameter tuning). We begin with a simple bag-of-222

words baseline using a Tf-Idf+Logistic model. This223

model is expected to discriminate between gen-224

ders based on lexical differences. Next, we use225

Word Embedding+Logistic model using both off-226

the-shelf4 word embeddings and gender-debiased 227

word embeddings (Bolukbasi et al., 2016). This 228

model is expected to discriminate between gen- 229

ders based on differences in document represen- 230

tations. Finally, to learn to discriminate based on 231

more sophisticated features (e.g. contextual rep- 232

resentation, structure of the document, etc.), we 233

use LongFormer, a transformer-based model, op- 234

timized for long documents (Beltagy et al., 2020). 235

For all of the above models, we use an 80/10/10 236

train/evaluation/test split. 237

3.4 Obfuscating Gendered information 238

In addition to measuring the extent of gendered in- 239

formation, we also investigate whether it’s possible 240

to obfuscate gender from resumes while preserving 241

its main content. Keeping in mind the applica- 242

tion context (i.e. downstream NLP tasks involv- 243

ing resumes), there is a tradeoff between obfuscat- 244

ing gendered information and obfuscating useful 245

task-relevant information. For example, in resume 246

screening, removing all content from resumes ex- 247

cept for a handful of job-specific skills and key- 248

words certainly removes gendered information, but 249

at the cost of also removing useful information in 250

the body of the resume. On the other hand, remov- 251

ing names from resumes obfuscates gender without 252

much effect on task-relevant information. First, we 253

remove names (both by string-matching applicant 254

names, and via named entity recognition), emails, 255

LinkedIn IDs, and other URLs from the resume, 256

and replace the tokens with [DEL]. Second, we re- 257

move gender indicating words such as "he", "she", 258

"salesman", "waitress", etc. (See Appendix C for 259

the full list). Third, we remove hobbies from the 260

resume using the Wikipedia dictionary of hobbies5. 261

Finally, for models based on word embeddings, we 262

compare gender debiased word embeddings to off- 263

the-shelf word embeddings to understand whether 264

gender-debiasing helps to obfuscate gendered in- 265

formation in resumes. 266

4 Results 267

Table 1 reports the out-of-sample gender classifica- 268

tion performance using Area Under the Receiver 269

Operating Characteristic (AUROC) scores for a 270

series of obfuscation experiments. As noted ear- 271

lier, these scores are a measure of the amount of 272

4https://code.google.com/archive/p/
word2vec/

5https://en.wikipedia.org/wiki/List_
of_hobbies. Accessed 9/28/2021
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Matched
Sample? Obfuscation Model AUROC

With-in Job
AUROC

1 No None Tf-Idf + Logistic 0.88 0.84
2 Yes None Tf-Idf + Logistic 0.85 0.83
3 Yes Names/IDs removed Tf-Idf + Logistic 0.78 0.76
4 Yes Names/IDs, gender IW removed Tf-Idf + Logistic 0.75 0.73
5 Yes Names/IDs, gender IW, hobbies removed Tf-Idf + Logistic 0.75 0.72
6 Yes Names/IDs, gender IW, hobbies removed Longformer 0.80 0.79
7 Yes Names/IDs, gender IW, hobbies removed Word2Vec + Logistic 0.68 0.65
8 Yes Names/IDs, gender IW, hobbies removed,

debiased Word2Vec
Word2Vec + Logistic 0.67 0.64

Table 1: Out-of-Sample Gender Classification Performance

gendered information in resumes. As a more con-273

servative measure, we also calculate the within-job274

AUROC score, which measures the performance275

on the subset of applicants that applied to the same276

job posting. We calculate this score for each job277

posting separately and aggregate the scores across278

jobs by taking a weighted average based on the279

number of applicants in each job.280

Classification performance decreases as we in-281

creasingly remove gendered information. Experi-282

ment (1) is the baseline with no matching and no283

obfuscation, which achieves an AUROC of 0.88.284

Experiment (2) uses the matched sample, which285

reduces the AUROC to 0.85. Across (3)-(5), re-286

moving names, gender indicating words (IW), and287

hobbies further reduces AUROC to 0.75. Since ex-288

periments (1)-(5) use a bag-of-words Tf-Idf model,289

the discriminatory features are based on lexical dif-290

ferences between genders. In (6), we replace the291

Tf-Idf model with a transformer-based Longformer292

model, which can learn to discriminate on features293

beyond lexical differences including style and struc-294

ture of writing. Indeed, AUROC increases from295

0.75 to 0.8. Finally, to test whether general-purpose296

embedding debiasing methods help to obfuscate297

gender, we train two classifiers using Word2Vec298

embeddings as features. In (7), we use an off-the-299

shelf Word2Vec model which achieves an AUROC300

of 0.68. In (8), we use a gender-debiased version301

of the same embedding model used in (7), however,302

this does little to obfuscate gender from the classi-303

fier (AUROC=0.67). To understand why this is the304

case, we analyze how predictive gender features305

are related to the gender direction in word embed-306

dings. Specifically, we regress the average SHAP307

value of tokens (a measure of predictive value) on308

the gender direction in the word embedding model309

(Lundberg and Lee, 2017) (See Appendix C). We310

find that there is little correlation between a token’s 311

gender predictive value and its corresponding gen- 312

der direction in word embeddings(R2 = 0.038), 313

thus using debiased word embeddings did not de- 314

crease the gender predictive performance. 315

5 Conclusion 316

There are two important takeaways from these re- 317

sults. First, there is a significant amount of gen- 318

dered information in resumes. Even after signif- 319

icant attempts to obfuscate gender from resumes, 320

a simple Tf-Idf model can learn to discriminate 321

between genders (AUROC=0.75). This empirically 322

validates the concerns about models learning to dis- 323

criminate gender and propagate bias in the training 324

data downstream. Second, there is little correla- 325

tion between gender predictive values and gender 326

direction in word embeddings. Therefore, general- 327

purpose gender debiasing methods for NLP mod- 328

els such as removing gender subspace from em- 329

beddings are not effective in obfuscating gender. 330

Within the algorithmic hiring context, these results 331

imply that unless the training data is perfectly un- 332

biased, even simple NLP models will learn to dis- 333

criminate gender from resumes, and propagate bias 334

downstream. This calls for active consideration of 335

fairness in downstream tasks such as employing 336

“fairness through awareness” techniques (Dwork 337

et al., 2012; Geyik et al., 2019; Zehlike et al., 2017) 338

that explicitly take into account the protected class 339

to achieve individual or group-level fairness. 340
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A Illustration of Resume Vector489

Representation490

Resume Skills Skill 
Vectors

Resume
Vector

Data Scientist
• Perform ETL processing of big 

data using spark, sql and pandas
Data Analyst
• Conducted adhoc data analysis 

for the Head of Marketing
• Tools used: Excel, Tableau, R
Finance Analyst
• Generated monthly financial 

reports for a company with ~1M 
monthly revenue

• Assisted with budgeting and 
spend forecasting

à

P
a
r
s
e
r

à

D
i
c
t
i
o
n
a
r
y

à

etl
big_data
spark
sql
pandas
data_analysis
marketing
excel
tableau
r
financial_reports
revenue
budgeting
forecasting

à

W
o
r
d
2
V
e
c

à

v1 […]
v2 […] 
v3 […] 
v4 […] 
v5 […] 
v6 […]
v7 […] 
v8 […] 
v9 […] 

v10 […] 
v11 […]
v12 […] 
v13 […] 
v14 […] 
v15 […] 

à  
∑𝒗𝒊
𝑵

 à  𝒗𝑹 
 

 
 

Figure 1: Illustration of Resume Vector Representation

B Model Specifications491

For the Tf-Idf + Logistic model, we tried different492

classifiers including random forest, naive Bayes,493

SVM, and MLP, and picked the elastic-net logistic494

regression with mixing parameter l1=0.5 based495

on 5-fold cross-validation.496

For the word embedding model, we use Google’s497

Word2Vec model6 as the baseline, and Bolukbasi498

et al. (2016) for the debiased embeddings.499

For the Longformer model, we follow500

Sun et al. (2019a) for hyperparameters and501

fine-tune by making small adjustments. The502

following parameters yielded the best re-503

sults based on the area under ROC criteria:504

Epochs=3, Batch Size=32, Learning505

Rate=2e-5, Weight Decay=2e-5.506

C List of Gender Indicating Words507

"woman", "women", "womens", "she", "her",508

"girl", "girls", "sorority", "female", "hostess",509

"waitress", "mother", "saleswoman", "man",510

"men", "mens", "male", "boy", "boys", "guy", "he",511

"his", "him", "fraternity", "salesman", "father"512

6https://code.google.com/archive/p/
word2vec/
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D SHAP Values vs. Word Embeddings513
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Figure 2: SHAP Value vs. Word Embedding Geneder
Direction

We define the embedding gender-direction g of
a token t with its vector representation ~t as follows:

g(t) = cos(−−→man,−→t )− cos(−−−−−→woman,
−→
t )

Gender predictive values (measured by SHAP) and514

gender direction of word embeddings have a slight515

positive relationship (β = 1.9 · 10−3, p < 0.001);516

more notably, however, there is very little correla-517

tion between the two measures (R2 = 0.038).518
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